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Furkan Şahinuç1 · Eyup Halit Yilmaz1 · Cagri Toraman1 · Aykut Koç2,3

Received: 26 August 2022 / Revised: 28 August 2022 / Accepted: 18 September 2022
© The Author(s), under exclusive licence to Springer-Verlag London Ltd., part of Springer Nature 2022

Abstract
Hate speech against individuals or communities with different backgrounds is a major problem in online social networks.
The domain of hate speech has spread to various topics, including race, religion, and gender. Although there are many efforts
for hate speech detection in different domains and languages, the effects of gender identity are not solely examined in hate
speech detection. Moreover, hate speech detection is mostly studied for particular languages, specifically English, but not
low-resource languages, such as Turkish. We examine gender identity-based hate speech detection for both English and
Turkish tweets. We compare the performances of state-of-the-art models using 20k tweets per language. We observe that
transformer-based languagemodels outperform bag-of-words and deep learningmodels, while the conventional bag-of-words
model has surprising performances, possibly due to offensive or hate-related keywords. Furthermore, we analyze the effect of
debiased embeddings for hate speech detection.We find that the performance can be improved by removing the gender-related
bias in neural embeddings since gender-biased words can have offensive or hateful implications.
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1 Introduction

With the expansion of online social networks, users not
only socialize but also read news, and express their opin-
ions on any subject. Unfortunately, in parallel with the
increasing popularity of these platforms, such networks can
exhibit undesirable usage patterns aswell. For instance, some
users can spread misinformation for manipulation, generate
spam-type content with bot accounts, and use hate speech
language against individuals or communities with different
backgrounds.
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The amount of hate speech is increasing daily, as reported
by a popular micro-blog platform, Twitter1. Hateful or offen-
sive tweets are usually directed at a particular individual or
community with different background or characteristics. The
domain of hate speech often includes controversial topics
such as religion, gender identity (or sexual orientation), eth-
nicity, politics, or sports.

Various algorithms, such as word match-based [1], word
vectors-based [2] or language model-based [3–5], are pro-
posed to detect such discourses. A major drawback experi-
enced by hate speech detection algorithms is that the datasets
in the literature are not balanced in terms of hate speech
instances. A possible reason can be the regulations by social
media platforms on hateful posts. For this reason, studies
have been carried out to meet the need for the datasets in
various languages [6].

Another handicap of conducted hate speech studies so far
is that different domains of hate speech are not satisfactorily
considered. The dynamics behind hate speech change corre-
spondingly in different domains. For example, an expression
may be considered offensive in one domain but normal in
another. Therefore, hate speech should not be dealt with inde-
pendently from its domain. When the studies focusing on

1 https://transparency.twitter.com/en/reports/rules-enforcement.html#
2020-jul-dec.
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gender in NLP are considered, gender identity-based hate
speech reveals potential research questions worthy of atten-
tion. In particular, we focus on the impact of gender bias
in language models on hate speech detection. It is previ-
ously shown that language models incorporate gender bias
[7–9]. For instance, language models associate some gender-
neutral occupations with males or females. The presence of
biases in hateful expressions, as in occupations, may affect
the performance of languagemodels in hate speech detection
tasks. Therefore, we investigate the effect of the debiasing
algorithms on gender identity-based hate speech detection
performance.

Moreover, hate speech detection is mostly studied for cer-
tain languages, specifically English, but not low-resource
languages, such as Turkish. Therefore, this study examines
gender identity-based hate speech detection for both English
and Turkish. We compare the performances of state-of-the-
art models using 20k tweets per language.

The contributions of this study are twofolds. First, we
show that Transformer-based language models outperform
bag-of-words and deep learning models in gender identity-
based hate speech detection for both English and Turkish.
Second,wefind that gender identity-based hate speech detec-
tion can be improved by removing the gender bias in neural
embeddings since gender-biased words can have offensive
or hateful implications.

2 Related work

2.1 Hate speech detection

Initial studies for detecting undesirable content in social
media utilize external resources (e.g., lexicons) and are based
onkeywordmatching [1]. In addition to using lexical sources,
extracting the features of the social media users can also
effectively disclose hateful and offensive patterns in the text
[10–12]. However, after the emergence of the Transformer
architecture [13], encoder-based language models started to
outperform previous models [3,4]. On the other hand, there
are other approaches to detect hateful and offensive speech.
For example, in [14], graph auto-encoders (GAE) are utilized
to obtain representations of the text. GAE takes both the text
feature matrix and the graph matrix as input and encodes
information in an unsupervised manner.

Despite the limited resources, there are important pio-
neering studies on Turkish hate speech detection. Berk et
al. examine the incendiary news detection problem [15]. To
this end, they train Linear Support Vector Machine, Naive
Bayes, and Multilayer Perceptron models using fastText
[16] word representations and compare them with Bag of
Words based representations [15]. On the other hand, one of
the most recent studies about Turkish hate speech is [17].

Authors compile a large hate speech dataset for both Turkish
and English. There are 100k instances for each language,
and each data instance belongs to different possible hate
domains such as gender, race, religion, politics, and sports.
The authors also examine the cross-domain transfer perfor-
mance of the language models. Another Turkish hate speech
dataset is curated in [18]. Unlike other hate speech datasets,
this dataset considers fine-grained hate levels in labeling such
as insult, humiliation, dehumanizing, and threat.

2.2 Bias in languagemodels

Language models may unintentionally host several types of
bias, such as gender and ethnicity. Such biasesmay stem from
the datasets on which language models are trained. One of
the initial studies that aim for removing bias from language
models proposes to debias word embeddings [7]. The pro-
posed method is based on creating a gender subspace first,
then subtracting projections of the gender-neutral words on
the created gender subspace. Caliskan et al. also propose
Word Embedding Association Test (WEAT) to reveal dif-
ferent types of biases existing in word embeddings [8]. On
the other hand, Gonen and Goldberg [9] assert that existing
debiasing methods may not be sufficient to eliminate the bias
from word embeddings. Furthermore, they show that biased
word embeddings still cluster according to their bias even
after debiasing operation [9]. Finally, since language mod-
els’ bias affects the language models’ fairness, there are also
studies tackling the problem in the legal domain [19].

As the static word embeddings evolve into contextual
sentence representations, measuring the bias of contextual
models emerges as a new issue. To solve this problem, May
et al. extend the WEAT so that bias inside sentence encoders
can be quantified [20]. A similar procedure is also followed
in [21]. In parallel with measuring the bias of the contextual
models, there are also efforts to mitigate it. For instance, in
[22], Counterfactual Data Substitution (CDS), which is an
attempt to invert gender-specific words while maintaining
the grammatical coherence is applied to Gendered Ambigu-
ous Pronouns (GAP) corpus [23]. Modified GAP corpus is
used in additional training of BERT [24] model to counter-
balance bias. In another study, a contextualized version of
the hard-debiasing algorithm of [7] is applied to sentence
encoder representations [25].

3 Methodology

3.1 Conventional models

The problem of hate speech detection on social media
can be addressed with supervised training algorithms. We
apply a conventional classification model, SVM Classifier,
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to measure the baseline detection performance. We use Bag-
of-Words representation to calculate the Term Frequency-
Inverse Document Frequency scores for the tweets and train
the SVM model. The main strength of this approach is the
ability to capture keyword-specific patterns that may expose
hate speech.

3.2 Deep learningmodels

Another tool we use for hate speech detection is fastText
embeddings [26]. The fastText model provides an embed-
ding for each word in the vocabulary. However, we need an
overall sentence representation while classifying the word
sequences. To this end, we first apply mean pooling on the
individual embeddings of the words in the tweet to obtain
an overall sentence embedding. Then, the obtained sentence
embedding is fed to the linear classifier to predict the cor-
rect hate label. For the implementation, the text classification
library of fastText is utilized [16].

We also apply Bidirectional Long Short-Term Memory
(BiLSTM) using the fastText embeddings. We first perform
a left-to-right pass with a stack of LSTM layers and a right-
to-left pass with another stack. Then, we concatenate the
hidden representations at the end of each pass and apply
fully connected layers. Such modeling allows us to capture
sequential dependencies that might exist in two directions in
the given text.

3.3 Transformer-based languagemodels

Transformer architecture consists of encoder and decoder
parts for seq2seq training schemes [13]. However, these parts
can also be utilized separately. The encoder part is more suit-
able for text classification tasks in general. This study focuses
on theBERT [24]model consisting of a bidirectional encoder
structure. The model consists of an embedding layer, an out-
put projection layer, and several encoder blocks. Important

steps of the architecture are given as follows:

X = EmbeddingLayer(T okenized I nput),

X̂i = Layer Norm(Xi + Attention(Xi )),

Xi+1 = Layer Norm(X̂i + Feed Forw(X̂i )),

Y = Output Proj(X N+1),

(1)

where X represents the input embeddings and the input of
the first encoder block. The input of the first encoder is the
tokenized version of the given sentence or sequence. These
input tokens can be either words or subwords depending on
the tokenization algorithm. An encoder block consists of an
attention layer, a feed-forward layer, and two layer normal-
ization after these layers. There are N encoder blocks in the
model. Xi represents the input of the i th encoder block or
the output of the (i − 1)th encoder block. Y stands for the
output representations for given input tokens.

In general, training of the transformer-based language
models consists of two stages, namely, pretraining and fine-
tuning [24]. While fine-tuning BERT, we use the sequence
classification scheme. We need a representation of the over-
all sequence in such a training strategy. To this end, we use
C ∈ Y embedding, corresponding to the [C L S] token of the
input sequence. In order to use this embedding, an additional
linear layer whose weights are W K×H is employed. Here, K
stands for the number of labels, and H represents the size of
the hidden state (i.e., size of C). Then, the standard classifi-
cation loss is calculated with log(so f tmax(CW T )).

3.4 Debiasedmodels

To observe the effect of debiasing language models on
hate speech detection in the gender domain, we compare
the biased and debiased versions of one deep learning and
one transformer-based language model. In Fig. 1, a general
scheme for debiasing and hate speech detection is presented.

Since fastText consists of the conventional word embed-
dings, we apply hard-debiasing proposed in [7] on fastText

Fig. 1 Illustration of the
methodology followed for how
debiased language models are
used in hate speech detection
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word embeddings [26]. In the hard-debiasing scheme, a gen-
der direction vector (e.g.,

−→
she − −→

he) is used as a gender
subspace. In the neutralization step of the hard-debiasing,
words that are supposed to be gender neutral are made
orthogonal to the gender subspace. In the equalize phase,
the gender-neutral words are made equidistant to the pairs in
the equality sets. For example, the distance between the word
“doctor” and the words of the pair {man, woman} becomes
equal.

In order to follow the same debiasing strategy in Turk-
ish, some adjustments are necessary. For example,

−→
she − −→

he
vector is used as a gender direction vector. However, Turk-
ish pronouns do not contain any gender information. This
problem is tackled in [27], and gender-specific words for
measuring and debiasing Turkish word embeddings are pro-
posed. For instance,

−−−→
kadın − −−−→

adam (−−−−→
woman − −−→man in

English) is used as the gender direction vector. We follow
the same procedure for debiasing Turkish fastText embed-
dings.

To mitigate the gender bias in the BERT model, we fol-
low the procedure proposed in [22]. This method is based
on counterbalancing the existing bias by additional training
with a balanced dataset regarding male and female entities.
To this end, the GAP dataset is utilized. This dataset includes
sentences to resolve gendered ambiguous pronouns. Gender
entities in the GAP dataset are swapped by Counterfactual
Data Substitution (CDS). In other words, female pronouns
are swapped with male pronouns and vice versa. Then, the
BERTmodel is tuned according toMaskedLanguageModel-
ing (MLM)with themodifiedGAP dataset to counterbalance
the gender bias. After this additional tuning operation, the
resulting BERT model is used in the hate speech detection
task in the gender domain.

To observe the effect of the debiasing operation on hate
speech detection, we need to compare the debiased and fine-
tuned model with the biased fine-tuned model. At this point,
one may think that a direct comparison between the biased
and debiased models would not be a fair comparison. Since
debiasing operation includes an additional training phase,
the debiased model learns more knowledge via MLM than
the biased (regular BERT base) model. This may affect the
performance of the debiased model. In order to make a fair
comparison, we subject the BERT-base model to the same
additional training scheme as the original (unmodified) GAP
dataset. In other words, both models can learn additional
information from the GAP dataset only with the difference
in CDS processing. Hate speech fine-tuning of the biased
model is implemented as explained above.

The methodology we follow for debiasing the English
Transformer encoder is not entirely compatible with Turkish.
There is no Turkish version of the GAP corpus. Furthermore,
translation of the GAP corpus is not suitable for this task.

Table 1 The dataset statistics

Statistics Turkish English

# of Normal Tweets 10,699 12,256

# of Offensive Tweets 6521 6431

# of Hate Tweets 2780 1313

Total 20,000 20,000

Avg. # of Words 25.26 28.50

Longest Tweet Length 121 67

Shortest Tweet Length 5 5

# of Tweets w/Hashtag 7870 2733

Since modification of the GAP corpus via CDS is based on
gendered pronouns, the structure of Turkish does not allow us
to implement the same additional debiasing training. Since
the main objective of this study is to observe the effect of
gender debiasing on hate speech detection, not to develop a
debiasing algorithm for Turkish models, we leave this task
to future work.

4 Experiments

4.1 Dataset

We conduct experiments on a subset of the dataset from
[17] that only contains tweets under the “gender” topic. The
dataset consists of 20,000 English and 20,000 Turkish tweets
labeled hate, offensive, or normal by five annotators. We
focus on the gender topic to assess potential bias’s effect
on the downstream hate speech detection performance. The
dataset statistics are given Table 1.

To prevent the dataset from being biased by a certain opin-
ion or point of view, the number of tweets from a single user
does not exceed 1% of the total number of tweets. Similarly,
there is at most %80 cosine similarity between TF-IDF vec-
tors of the tweets to avoid duplicates. All tweets contain at
least five words without hashtags and URLs.

4.2 Experimental design

Since the gender identity-based hate speech dataset from
[17] has no default train and test splits, we prepare our train
and test sets. In order to validate our experimental results,
we construct ten different train and test splits. In each split,
the number of the training instances constitutes 90% of all
instances in the dataset. The remaining 10% is used for test-
ing. There is no intersection among the different test splits.
Therefore, in each experiment, the same ten splits are used.

In the implementation of models, the SVM radial basis
function kernel is applied with the C value as 1 and squared
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Table 2 The average of the 10-foldweighted F1 scores for eachmethod

Lang BERT fastText LSTM SVM

English 0.797 0.712 0.766 0.753

Turkish 0.769 0.655 0.654 0.663

The bold that indicates the highest score for each language

L2 regularization. The hyperparameters for the LSTMmodel
are as follows. The hidden dimension is chosen as 512. The
number of layers is 4; a stack of 4 LSTM layers is used.
There are two fully connected layers followingLSTMoutput,
which are of size 128. The LSTMoutput is passed to a GELU
activation function, and a ReLU activation function follows
the fully connected layers.

For the conventional fastText classification model, the
learning rate and the number of epochs are 0.01 and 10,
respectively. At the initial step, each language’s correspond-
ing pre-trained embeddings are used. For transformer-based
models, BERT-base-uncased and BERTurk-base-uncased
models are used for English and Turkish, respectively. These
models are trained along three epochs with 1e − 5 learn-
ing rate. The same hyperparameters are applied for biased
and debiased models. Model performances are measured by
weighted precision, recall and F1 scores.

4.3 Experimental results

4.3.1 Model comparison

We assess each method’s hate speech detection performance
in terms of the weighted F1 score and report them in Table
2. BERT achieves the highest score in both English and in
Turkish. Bag-of-words (BOW) representation (used in SVM
Classifier) achieves strong results such that it is the second
best method in Turkish and better than fastText in English.
Since BOW picks up on keyword structures, hate speech
might correlate with certain keywords, with a higher pre-
dominance in Turkish.

4.3.2 Effect of debiased models

The performances of the biased and debiased models are
given in Table 3 for English and Turkish in terms of weighted
precision, recall, and F1 score metrics. Debiasing operation
increases the performance of the English debiased BERT
model and Turkish fastText model. However, hard-debiasing
results in a slight decrease in the performance of the English
fastText model. One possible reason for the different out-
comes of hard-debiasing the word embeddings can be the
difference between the construction of gender subspaces in
Turkish and English. In debiasing English word embeddings,

Table 3 The average of weighted precision, recall and F1 scores of
biased and debiased models for English and Turkish hate speech detec-
tion task

Lang Model Pre Rec F1

EN fastText 0.706 0.718 0.712

EN Debiased fastText 0.706 0.717 0.709

EN BERT 0.797 0.797 0.797

EN Debiased BERT 0.809 0.806 0.807

TR fastText 0.650 0.663 0.655

TR Debiased fastText 0.662 0.673 0.663

TR BERTurk 0.769 0.774 0.769

TR Debiased BERTurk – – –

the gender subspace consists of
−→
she − −→

he vector. As men-
tioned, Turkish pronouns do not include any information
about masculinity or femininity. Therefore,

−−−→
kadın − −−−→

adam
(−−−−→
woman − −−→man in English) is used for gender direction as
a correspondence to

−→
she − −→

he. Similar cases also exist in
constructing the equality pairs for equalizing step of the hard-
debiasing.

On the other hand, the debiasing operation for the BERT
model enhances the model performance in detecting gender-
based hate speech. This emphasizes the value of a balanced
and unbiased corpus.When theMLM training scheme is con-
sidered, the gender-neutral concepts must equally occur in
the context of words with gender information. Another point
emphasizing the importance of unbiased data is the structure
of the current state-of-the-art language models. Generally,
transformer-based language models use encoder blocks to
learn the contextual information. These blocks consist of
the attention-layer, feed-forward layer and the normalization
between these layers. Removing the bias by manipulating
such nested and sizable models may not be a feasible solu-
tion. In such cases, feeding the model with balanced and
unbiased data rather than post-training debiasing may be a
more suitable solution.

To have a better insight about how and in which way
debiasing operation affects hate speech detection, we scruti-
nize some sentences whose labels are incorrectly predicted
by biased models and correctly predicted by debiased mod-
els. For the debiased Turkish fastText model, the sentence
“Kadın mücadelesini örgütlü hale getirmeyi amaçlayan kon-
feransta, feminist kadın grevinin hazırlığı yapılıyor” [At the
conference, which aims to organize the women’s struggle,
preparations for the feminist women’s strike are being made]
is predicted as normal speechwhile the biasedmodel mispre-
dicts it as hate speech. One possible reason for this situation
is that some gender-specific word vectors are biased toward
some hateful and offensive word vectors due to the large cor-
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Fig. 2 The average F1 scores of 10-folds according to each class. Hate
class has an overall lower detection score than other classes. Debiased
BERT is not available in Turkish

pora on which the initial fastText model is trained. Recall
that gender-specific words are made equidistant to gender-
neutral words in equalizing step of hard-debiasing. This may
increase the distance between some gender-specific words
(e.g., feminist) and hateful (or offensive) words. Therefore,
the model would be more fairly initialized.

4.3.3 Performance on hate classes

We analyze the performance of the models according to each
class, given in Fig. 2. We observe that the overall perfor-
mance of the hate class is lower than other classes for every
model. This might be attributed to the fact that the number of
hate instances is smaller than other classes in the dataset. All
models except LSTM achieve a higher F1 score for the hate
class in Turkish. The higher detection performance might
hint that hate speech in Turkish might be easier, perhaps due
to the higher number of hate instances in the training data.
The debiased versions of BERT and fastText increase perfor-
mance with respect to each class.

5 Conclusion

In this study, we examine gender identity-based hate speech
for English and Turkish languages by comparing the per-
formances of state-of-the-art models using 20k tweets per
language. We observe that transformer-based language mod-
els outperform bag-of-words and deep learning models. In
contrast, the conventional bag-of-words model has surpris-
ing performances, possibly due to offensive or hate-related
keywords. Furthermore, we find that the performance can
be improved by removing the gender-related bias in neural
embeddings since gender-biased words can have offensive
or hateful implications. In future work, we plan to extend
our experiments to different languages and develop novel
algorithms that remove bias in transformer-based language
models, specifically in low-resource languages such as Turk-
ish.
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