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Abstract—We focus on a visible light positioning system in which a receiver performs position estimation based on signals emitted from a number of light emitting diode (LED) transmitters. Each LED transmitter can be malicious and transmit at an unknown power level with a certain probability. A maximum likelihood (ML) position estimator is derived based on the knowledge of probabilities that LED transmitters can be malicious. In addition, in the presence of training measurements, decision rules are designed for detection of malicious LED transmitters, and based on detection results, various ML based location estimators are proposed.
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I. INTRODUCTION

Recently, visible light positioning (VLP) has emerged as an attractive approach that provides accurate location information with low implementation complexity. In the literature, various position estimation algorithms are developed and theoretical accuracy limits are investigated for VLP systems thoroughly [1], [2] (and references therein). Unlike in RF systems, position estimation based on received power measurements can achieve high accuracy in VLP systems [3]. Therefore, the received power parameter is commonly employed in VLP systems due to its low measurement cost.

In this work, we focus on a VLP system in which a visible light communication (VLC) receiver collects power measurements from signals coming from a number of light emitting diode (LED) transmitters for the purpose of localization. We also consider that the system is not completely secure and some of the LED transmitters can be malicious (controlled by a third party). Therefore, we aim to develop position estimation algorithms in the presence of malicious LED transmitters. Although various security issues in the physical layer have been investigated for VLC systems [4]–[11], there exists no such work for VLP systems in the literature. For example, [5] considers the presence of an eavesdropper and proposes a way of securing VLC links via friendly jammers. In addition, a robust beamforming approach is developed to maximize the worst-case secrecy rate in the presence of imperfect knowledge of eavesdropper’s channel. In [8], a multiple-input single-output (MISO) VLC system is investigated in the presence of multiple eavesdroppers. The transmit beamformer and jamming precoder are optimized to improve communication secrecy. In addition, the studies in [10] and [11] focus on the calculation of the secrecy capacity for VLC systems in various scenarios.

In RF systems in wireless sensor networks in the presence of malicious nodes has been considered in various studies such as [12] and [13]. However, the proposed approaches are not directly applicable to VLP systems which carry significant differences from RF based positioning systems due to distinct propagation characteristics. The main contributions and novelty of this manuscript can be summarized as follows:

- Position estimation problems in visible light systems in the presence of malicious LED transmitters are formulated for the first time in the literature.
- A maximum likelihood (ML) estimator is derived based on the knowledge of probabilities that LED transmitters can be malicious.
- In the presence of training measurements, decision rules (namely, generalized likelihood ratio tests) are developed for detection of malicious LED transmitters, and based on detection results, various ML based location estimators are derived.

In addition, simulation results are presented to investigate the performance of the proposed algorithms.

II. SYSTEM MODEL

Consider a VLP system with \( N_L \) LED transmitters at known locations denoted by \( R_i \) for \( i \in \{1, \ldots, N_L\} \). The LED transmitters communicate with a VLC receiver, which aims to estimate its unknown location \( R \) based on signals coming from the LED transmitters. The VLP system is not completely secure and it is possible that some of the LED transmitters can be hijacked by malicious third parties. The VLC receiver does not know which LED transmitters are malicious but it is aware of such a possibility. Namely, it is assumed that the VLC receiver knows the probabilities that the LED transmitters can be malicious.

The VLC receiver gathers power measurements from the LED transmitters for the purpose of localization, which are expressed as

\[
P_{R,i} = R_p P_{T,i} h_i(R_h) + \eta_i
\]

for \( i = 1, \ldots, N_L \). In (1), \( R_p \) denotes the responsivity of the photo detector (PD) at the VLC receiver, \( P_{T,i} \) is the transmit power of the \( i \)th LED transmitter, \( h_i(R_h) \) represents the channel coefficient between the VLC receiver and the \( i \)th LED transmitter, and \( \eta_i \) is zero-mean Gaussian noise with a variance of \( \sigma^2 \), which is independent of \( \eta_j \) for all \( j \neq i \) [14].

Let \( \gamma_i \) denote the probability that the \( i \)th LED transmitter is malicious. Then, the transmit power parameter in (1) is given by

\[
P_{T,i} = \begin{cases} P_{M,i}, & \text{with probability } \gamma_i \\ P_{H,i}, & \text{with probability } 1 - \gamma_i \end{cases}
\]

where \( P_{M,i} \) denotes the transmit power of the \( i \)th LED transmitter if it is malicious (i.e., controlled by a third
party) and $P_{R,i}$ represents the transmit power of the $i$th LED transmitter if it is honest (i.e., not malicious). The parameters $\{P_{L,i}\}_{i=1}^{N_L}$ are known by the VLC receiver since transmit power levels in case of honest LED transmitters are either reported to the VLC receiver or they are set beforehand for localization purposes. On the other hand, when an LED transmitter is malicious, it can change its transmit power level in order to degrade the localization performance of the VLC system. Therefore, $\{P_{M,i}\}_{i=1}^{N_L}$ are modeled as unknown parameters. Also, it is assumed that each LED transmitter can be malicious or honest independently of the other LED transmitters.

Considering a line-of-sight scenario between each LED transmitter and the VLC receiver [2], [15], [16], the channel coefficients in (1) can be calculated as

$$h_i(l_R) = \frac{(m_i + 1)A_i}{2\pi\|l_R - l'_i\|^{m_i+3}} (l'_R - l'_i)^T n'_{R,i}$$

where $m_i$ is the Lambertian order for the $i$th LED transmitter, $A_i$ is the area of the PD at the VLC receiver, and $n_R$ and $n'_{R,i}$ represent the orientation vectors of the VLC receiver and the $i$th LED transmitter, respectively [17]. It is assumed that the VLC receiver knows the parameters $A_i$, $R_i$, $n_R$, $m_i$, $l'_i$, and $n'_{R,i}$, and $\sigma_i^2$ [3], [16]. For example, the orientation of the VLC receiver ($n_R$) can be determined by a gyroscopic and the LED parameters ($m_i$, $l'_i$, and $n'_{R,i}$) can be sent to the receiver via visible light communications [3].

Remark 1: As implied from the preceding system model, malicious LED transmitters modify the transmit power levels to degrade the localization performance of the VLC system. Even though a malicious third party can control an LED transmitter, it is not practical for it to change other LED parameters such as $l'_i$, $n'_R$, and $m_i$ as their modification requires physical intervention to the system.

III. POSITION ESTIMATION IN THE PRESENCE OF MALICIOUS LED TRANSMITTERS

The aim of the VLC receiver is to estimate its location $l_R$ based on the power measurements in (1). Let $P_R$ represent a vector consisting of the power measurements; i.e., $P_R = [P_{R,1} \ldots P_{R,N_L}]^T$. Also, let $P_M$ denote the vector of unknown transmit powers in (2); that is, $P_M = [P_{M,1} \ldots P_{M,N_L}]^T$. In practice, upper and lower limits can be imposed on the elements of $P_M$ considering the specifications of the LEDs. Hence, it is assumed that $P_M \in \mathcal{P}$, where $\mathcal{P} = [P_{min,1}, P_{max,1}] \times \cdots \times [P_{min,N_L}, P_{max,N_L}]$. Similarly, let $l_R \in \mathcal{L}$, where $\mathcal{L}$ denotes the possible locations of the VLC receiver; e.g., all possible locations in a room or factory. It is assumed that there exists no prior statistical information about $P_M$ or $l_R$.

The location of the VLC receiver can be estimated via the ML estimator [18], which is stated as

$$\left(\hat{l}_R, \hat{P}_M\right) = \arg \max_{l_R \in \mathcal{L}, P_M \in \mathcal{P}} p(P_R | l_R, P_M)$$

In (3), $p(P_R | l_R, P_M)$ denotes the likelihood function, which can be calculated from (1) and (2) as follows:

$$p(P_R | l_R, P_M) = \prod_{i=1}^{N_L} \left(\frac{\gamma_i}{\sqrt{2\pi\sigma_i^2}} e^{-\frac{(P_{R,i} - P_{M,i} - \eta_{R,hi}(l_R))^2}{2\sigma_i^2}} \right) + \frac{1 - \gamma_i}{\sqrt{2\pi\sigma_i^2}} e^{-\frac{(P_{R,i} - \eta_{R,hi}(l_R))^2}{2\sigma_i^2}}$$

From (3) and (4), it can be shown, after some manipulation, that the ML estimator for the location of the VLC receiver becomes

$$\hat{l}_R = \arg \max_{l_R \in \mathcal{L}} \prod_{i=1}^{N_L} \left(\frac{\gamma_i}{\sqrt{2\pi\sigma_i^2}} e^{-\frac{(P_{R,i} - P_{M,i} - \eta_{R,hi}(l_R))^2}{2\sigma_i^2}} \right) + \frac{1 - \gamma_i}{\sqrt{2\pi\sigma_i^2}} e^{-\frac{(P_{R,i} - \eta_{R,hi}(l_R))^2}{2\sigma_i^2}}$$

where $\hat{P}_{M,i}(l_R)$ in (5) is given by

$$\hat{P}_{M,i}(l_R) = \begin{cases} P_{min,i}, & \text{if } \frac{P_{R,i}}{\frac{\eta_{R,hi}(l_R)}{P_{M,i}}} \leq P_{min,i} \\ P_{max,i}, & \text{if } \frac{P_{R,i}}{\frac{\eta_{R,hi}(l_R)}{P_{M,i}}} \geq P_{max,i} \\ \frac{P_{R,i}}{\frac{\eta_{R,hi}(l_R)}{P_{M,i}}}, & \text{otherwise} \end{cases}$$

Hence, the original formulation of the ML estimator in (3), which requires optimization over an $(N_L + 3)$-dimensional space is reduced to a three-dimensional search in (5).

IV. POSITION ESTIMATION IN THE PRESENCE OF MALICIOUS LED TRANSMITTERS AND TRAINING MEASUREMENTS

In this section, we suppose that power measurements can be taken at known locations in a given environment beforehand for training purposes. Based on those measurements, information related to maliciousness of each LED transmitter can be collected, which can then be used for the location estimation of the VLC receiver.

The power measurements at $N_V$ known locations, denoted by $l_R^{(1)}, \ldots, l_R^{(N_V)}$, can be expressed as follows:

$$P^{(j)}_{R,i} = R_p P^{(j)}_{T,i} h_i(l_R^{(j)}) + \eta^{(j)}$$

for $i = 1, \ldots, N_L$ and $j = 1, \ldots, N_V$, where $P^{(j)}_{R,i}$ is the power measurement at location $l_R^{(j)}$ due to the signal emitted from the $i$th LED transmitter, $P^{(j)}_{T,i}$ denotes the transmit power of the $i$th LED transmitter during the measurement at location $l_R^{(j)}$, and $\eta^{(j)}$ is noise component during the reception of the signal coming from the $i$th LED transmitter when the VLC receiver is at location $l_R^{(j)}$. The variance of $\eta^{(j)}$ is denoted by $\sigma_{e,j}^2$, and $\eta^{(j)}$’s are modeled as zero-mean Gaussian random variables that are independent for all $i$ and $j$.

It is assumed that an LED transmitter is either malicious or honest during the training and estimation stages; i.e., its status does not change over the time interval of interest. In addition, two scenarios, named...
Scenario 1 and Scenario 2, are considered related to the transmit powers of the malicious LED transmitters.

**Scenario 1:** Each malicious transmitter employs a fixed unknown power level during all the measurements (i.e., during the training and estimation stages). Hence, parameter \( P_{T,i}^{(j)} \) in (7) is modeled in Scenario 1 as

\[
P_{T,i}^{(j)} = \begin{cases} 
P_{M,i}^{(j)}, & \text{with probability } \gamma_i \\
P_{H,i}^{(j)}, & \text{with probability } 1 - \gamma_i
\end{cases}
\]  

(8)

for \( j \in \{1, \ldots, N_V\} \).

**Scenario 2:** In this scenario, a malicious LED transmitter is modeled to change its transmit power frequency such that its transmit power can vary for each measurement. Then, \( P_{T,i}^{(j)} \) in (7) is modeled as

\[
P_{T,i}^{(j)} = \begin{cases} 
\{ P_{M,i}^{(j)}, \} & \text{with probability } \gamma_i \\
\{ P_{H,i}^{(j)}, \} & \text{with probability } 1 - \gamma_i
\end{cases}
\]  

(9)

for \( j \in \{1, \ldots, N_V\} \).

Based on the power measurements in (7), the aim is to make a decision for each LED transmitter about its status (malicious or honest), and then to perform localization based on a given power measurement vector \( P_R \) (see (1)) by utilizing those decisions. The preceding two scenarios are investigated in the following.

**A. Detection and Estimation in Scenario 1**

In Scenario 1, the following hypothesis-testing problem can be formulated for the \( i \)th LED transmitter based on the measurements in (7):

\[
H_i : P_{R,i}^{(j)} = R_p P_{H,i} h_i(\gamma_i) + \eta_i^{(j)}, \quad j = 1, \ldots, N_V
\]

\[
M_i : P_{R,i}^{(j)} = R_p P_{M,i} h_i(\gamma_i) + \eta_i^{(j)}, \quad j = 1, \ldots, N_V
\]

(10)

where \( H_i \) and \( M_i \) denote the hypotheses that the \( i \)th LED transmitter is honest and malicious, respectively.

As \( P_{M,i} \)'s are unknown, the hypothesis \( M_i \) is a composite hypothesis and the generalized likelihood ratio test (GLRT) is a well-suited approach for this problem due to the absence of prior distributions of \( P_{M,i} \)'s [18]. The GLRT for the problem in (10) can be stated as

\[
\max_{P_{M,i} \in [P_{\min,i}, P_{\max,i}]} \prod_{j=1}^{N_V} \frac{e^{-\frac{(P_{R,i}^{(j)} - R_p P_{M,i} h_i(\gamma_i))^2}{2 \sigma_{i,j}^2}}}{\sqrt{2 \pi \sigma_{i,j}} M_i} \begin{cases} \geq \tau_i \\
\leq \tau_i
\end{cases} \quad i \in \mathcal{H}
\]

\[
\prod_{j=1}^{N_V} \frac{1}{\sqrt{2 \pi \sigma_{i,j}}} e^{-\frac{(P_{R,i}^{(j)} - R_p P_{H,i} h_i(\gamma_i))^2}{2 \sigma_{i,j}^2}} M_i
\]

(11)

where \( \tau_i \) denotes the threshold, which can be chosen according to the tradeoff between the conditional probabilities of error [18]. In particular, since the probability distribution under \( H_i \) is completely known, the probability of deciding for \( M_i \) when \( H_i \) is true, i.e., the false alarm probability, can be fixed to a suitable value for setting the threshold. The maximization problem in the numerator of (11) yields the following maximizer:

\[
\hat{P}_{M,i} = \begin{cases} 
P_{\min,i}, & \text{if } g\left(\frac{P_{R,i}^{(j)}}{N_V}\right) \leq P_{\min,i} \\
P_{\max,i}, & \text{if } g\left(\frac{P_{R,i}^{(j)}}{N_V}\right) \geq P_{\max,i} \\
g\left(\frac{P_{R,i}^{(j)}}{N_V}\right), & \text{otherwise}
\end{cases}
\]

(12)

where

\[
g\left(\frac{P_{R,i}^{(j)}}{N_V}\right) = \frac{\sum_{j=1}^{N_V} (P_{R,i}^{(j)})^2}{N_V \sum_{j=1}^{N_V} \left(h_i(\gamma_i)\right)^2} / \sum_{i,j} \frac{\left(h_i(\gamma_i)\right)^2}{\sqrt{2 \pi \sigma_{i,j}}} \log(\tau_i)
\]

Then, the GLRT in (11) can be simplified, after some manipulation, as follows:

\[
R_p (\hat{P}_{M,i} - P_{H,i}) \sum_{j=1}^{N_V} \frac{(P_{R,i}^{(j)})^2}{\sigma_{i,j}^2} \geq \sum_{j=1}^{N_V} \frac{(h_i(\gamma_i))^2}{\sigma_{i,j}^2} \frac{M_i}{\sqrt{2 \pi \sigma_{i,j}}}
\]

(14)

\[
+ 0.5 R_p^2 (\hat{P}_{M,i} - P_{H,i})^2 \sum_{j=1}^{N_V} \frac{(h_i(\gamma_i))^2}{\sigma_{i,j}^2} \frac{M_i}{\sqrt{2 \pi \sigma_{i,j}}}
\]

(15)

where \( \hat{P}_{M,i} \) is given by (12).

Let \( \hat{D}_i \) denote the decision of the GLRT in (14), i.e., the decision for the \( i \)th LED transmitter, where \( i \in \{1, \ldots, N_L\} \). When power measurements \( P_R \) are taken in (1) related to a VLC receiver at an unknown location \( I_R \), the problem becomes the estimation of \( I_R \) based on \( P_R \) and the decisions \( \hat{D}_1, \ldots, \hat{D}_{N_L} \). In Scenario 1, two approaches are considered as described in the following:

1) Algorithm 1-(a): In this algorithm, the decisions of the GLRTs in (14) and the power estimates in (12) are assumed to be perfect, and the probability distribution of \( P_R \) is determined accordingly. In particular, let \( \hat{\mathcal{H}} \) and \( \hat{\mathcal{M}} \) denote the sets of honest and malicious LED transmitters according to the decision of the GLRTs in (14); that is,

\[
\hat{\mathcal{H}} = \{ i \in \{1, \ldots, N_L\} \mid \hat{D}_i = H_i \}
\]

(15)

\[
\hat{\mathcal{M}} = \{ i \in \{1, \ldots, N_L\} \mid \hat{D}_i = M_i \}
\]

(16)

Then, the likelihood function from this perspective can be expressed as

\[
p(P_R \mid I_R) = \prod_{i \in \hat{\mathcal{H}}} \frac{1}{\sqrt{2 \pi \sigma_i}} e^{-\frac{(P_{R,i} - P_{H,i} R_p h_i(I_R))^2}{2 \sigma_i^2}}
\]

(17)

and the resulting ML estimator can be derived as

\[
\hat{I}_R = \arg \min_{I_R \in \mathcal{L}} \sum_{i \in \hat{\mathcal{H}}} \frac{(P_{R,i} - P_{H,i} R_p h_i(I_R))^2}{2 \sigma_i^2} + \sum_{i \in \hat{\mathcal{M}}} \frac{(P_{R,i} - \hat{P}_{M,i} R_p h_i(I_R))^2}{2 \sigma_i^2}
\]

(17)

where \( \hat{P}_{M,i} \) is as in (12) for \( i \in \hat{\mathcal{M}} \).
2) Algorithm 1-(b): In this algorithm, the estimates in (12) are still assumed to be perfect but possible errors in the decisions of the GLRTs in (14) are taken into consideration. Specifically, the probability that the $i$th LED transmitter is malicious is calculated as follows:

$$
\hat{\gamma}_i = P(M_i | \hat{D}_i) = \frac{\gamma_i P(\hat{D}_i | M_i)}{\gamma_i P(\hat{D}_i | M_i) + (1 - \gamma_i) P(\hat{D}_i | H_i)}
$$

(18)

where $\gamma_i = P(M_i)$ as defined before. In other words, in Algorithm 1-(b), the probabilities are updated according to the decisions produced by the GLRTs in the training stage. Then, the ML estimator is obtained as follows:

$$
\hat{\theta}_R = \arg \max_{\theta_R \in \Theta} \prod_{i=1}^{N_t} \left( \frac{\hat{\gamma}_i e^{-(P_{h,i} - P_{h,i})^2/2\sigma^2_e}}{\sqrt{2\pi\sigma^2_e}} + \frac{\gamma_i}{\gamma_i P(\hat{D}_i | M_i) + (1 - \gamma_i) P(\hat{D}_i | H_i)} \right)
$$

(19)

where $\hat{\gamma}_i$ is given by (18) and $\hat{P}_{M,i}$ as in (12). It should be noted that $P(\hat{D}_i | M_i)$ and $P(\hat{D}_i | H_i)$ can be calculated for the GLRT in (14) based on analytical approaches or simply via Monte-Carlo trials.

B. Detection and Estimation in Scenario 2

In this scenario, the hypothesis-testing problem for the $i$th LED transmitter can be stated as

$$
H_i : P_{R,i}^{(j)} = R_p P_{h,i} \tilde{h}_i + \eta_i^{(j)}, \quad j = 1, \ldots, N_V
$$

$$
M_i : P_{R,i}^{(j)} = R_p P_{M,i}^{(j)} \tilde{h}_i + \eta_i^{(j)}, \quad j = 1, \ldots, N_V
$$

(20)

Then, the GLRT is given by

$$
\max_{\{P_{R,i}^{(j)}\}_{j=1}^{N_V}} \prod_{j=1}^{N_V} \frac{1}{\sqrt{2\pi\sigma^2_{e,j}}} e^{-(P_{R,i}^{(j)} - P_{R,i}^{(j)} - \eta_i^{(j)})^2/2\sigma^2_{e,j}}
$$

(21)

where $\kappa_i$ denotes the threshold. The maximization problem in the numerator of (21) can be solved in closed form, which leads to the following simplified form of the GLRT after some manipulation:

$$
\sum_{j=1}^{N_V} \frac{1}{\sigma_{e,j}} \left( R_p P_{R,i} \tilde{h}_i (P_{R,i}^{(j)} - \hat{P}_{M,i}^{(j)})^2 \right) M_i \geq \kappa_i \log(\gamma_i)
$$

(22)

$$
+ 0.5 R_p^2 (\tilde{h}_i (P_{R,i}^{(j)}))^2 \left( P_{R,i}^2 - (\hat{P}_{M,i}^{(j)})^2 \right) \quad \hat{P}_{M,i}^{(j)} = \left\{ \begin{array}{ll}
\frac{P_{min,i}}{R_p h_i (l_{R,i}^2)} & \text{if } P_{R,i}^{(j)} \leq P_{min,i} \\
\frac{P_{max,i}}{R_p h_i (l_{R,i}^2)} & \text{if } P_{R,i}^{(j)} \geq P_{max,i}
\end{array} \right.
$$

(23)

where

$$
\hat{P}_{M,i}^{(j)} = \left\{ \begin{array}{ll}
\frac{P_{min,i}}{R_p h_i (l_{R,i}^2)} & \text{if } P_{R,i}^{(j)} \leq P_{min,i} \\
\frac{P_{max,i}}{R_p h_i (l_{R,i}^2)} & \text{if } P_{R,i}^{(j)} \geq P_{max,i}
\end{array} \right.
$$

(23)

Let $\hat{D}_i$ denote the decision of the GLRT in (22) for $i \in \{1, \ldots, N_L\}$. When power measurements $P_{R}$ are taken as in (1) related to a VLC receiver at an unknown location $l_{R,i}$, the estimation of $l_{R,i}$ can be performed via the following algorithms in Scenario 2:

1) Algorithm 2-(a): In this algorithm, the decisions of the GLRTs in (22) are assumed to be correct and the likelihood function is stated as

$$
p(P_{R} | l_{R,i}, P_{M}) = \prod_{i \in \hat{H}_i} \frac{1}{\sqrt{2\pi\sigma^2_e}} e^{-(P_{R,i} - P_{R,i} h_i (l_{R,i})^2)/2\sigma^2_e} \times \prod_{i \in \hat{M}_i} \frac{1}{\sqrt{2\pi\sigma^2_e}} e^{-(P_{R,i} - \hat{P}_{M,i} (l_{R,i}) h_i (l_{R,i})^2)/2\sigma^2_e}
$$

(24)

where $\hat{H}_i$ and $\hat{M}_i$ are as defined in (15) and (16), respectively, for the GLRTs in (22). Then, the corresponding ML estimator is derived as

$$
\hat{l}_{R,i} = \arg \min_{l_{R,i}} \sum_{i \in \hat{H}_i} (P_{R,i} - P_{R,i} h_i (l_{R,i}))^2/2\sigma^2_e + \sum_{i \in \hat{M}_i} (P_{R,i} - \hat{P}_{M,i} (l_{R,i}) h_i (l_{R,i}))^2/2\sigma^2_e
$$

(25)

where $\hat{P}_{M,i} (l_{R,i})$ is as in (6) for $i \in \hat{M}_i$.

2) Algorithm 2-(b): In this algorithm, possible errors in the decisions of the GLRTs in (22) are considered by updating the probabilities that the LED transmitters can be malicious as in (18). Then, the ML estimator is designed as in Section III by replacing $\gamma_i$’s with $\hat{\gamma}_i$’s. Consequently, Algorithm 2-(b) can be expressed as in (5) and (6) by replacing $\gamma_i$’s in (5) with $\hat{\gamma}_i$’s obtained from (18).

Remark 2: It is noted that the estimates obtained in the training stage for the power levels of the malicious LED transmitters in (23) are not employed during the estimation stage since the power levels of the malicious LED transmitters vary in Scenario 2 (i.e., they become different in the estimation stage).

V. SIMULATION RESULTS

In this section, simulations are conducted to evaluate the performance of the proposed approaches. A room with dimensions $4 \times 4 \times 3$ meters (width, depth and height, respectively) is considered. The number of LED transmitters is taken as $N_L = 9$ and they are placed at the following locations: $\{-1, 1, 3\}, (0, 1, 3), (1, 1, 3), (-1, 0, 3), (0, 0, 3), (1, 0, 3), (-1, -1, 3), (1, -1, 3)\}$ (all in meters) such that they cover the room in a symmetric manner, where $\{0, 0, 0\}$ corresponds to the center of the room floor.
The orientation vectors, $n_{i}$'s, are taken as $[0, 0, -1]^T$ for all LEDs. The PD is taken as $A_R = 1 \text{ cm}^2$, and the responsivity of the PD is set to $R_p = 1$. In the simulations, $\gamma_i$'s are set to the same value of $\gamma$, that is, $\gamma_i = \gamma$ for $i = 1, \ldots, N_L$. Moreover, the noise variances are assumed to be the same, that is, $\sigma_i^2 = \sigma^2$ for $i = 1, \ldots, N_L$. To evaluate the performance of the algorithms, simulations are performed for different levels of noise variances.

To investigate the performance of the proposed ML estimator in (5), the location of the VLC receiver is considered to be at a fixed height of 0.85 meters in the simulations (i.e., a two-dimensional localization scenario is considered [19]). Moreover, the orientation of the receiver is specified as $\hat{H}$, and Section IV are generic for any three-dimensional localization scenario is considered [19]). Moreover, the orientation of the receiver is specified as $\hat{H}$, and Section IV are generic for any three-dimensional localization scenario is considered [19]).

In Fig. 1, the RMSE performance of the proposed ML estimator in (5) is plotted versus $\gamma$ for two different noise levels, namely, $\sigma^2 = 10^{-5}$ (dashed lines) and $\sigma^2 = 10^{-6}$ (solid lines). For comparison purposes, we also consider the case in which the VLC receiver is unaware of the security issue and assumes that all the LED transmitters are honest. In this case, the VLC receiver employs the model in (1) with $P_{R,i} = P_{H,i}$ for $i = 1, \ldots, N_L$, which results in the following ML estimator:

$$R_{\text{ML}} = \arg\min_{R_i} \sum_{i=1}^{N_L} \gamma R_i - \frac{P_{H,i} h_i(R_i)^2}{2\sigma_i^2}.$$ 

This ML estimator is labeled as “ML – Unaware” in Fig. 1. As another way of comparison, the ML estimator in the presence of perfect knowledge of malicious LED transmitters is considered, which is given by (25) when $\hat{H}$ and $\hat{M}$ are equal to the correct sets of honest and malicious LED transmitters, respectively. This ML estimator is labeled as “ML – Perfect” in Fig. 1. The results in the figure show that the proposed estimator in (5) provides performance improvements (especially for large $\gamma$) over the estimator that assumes that all the LED transmitters are honest. Also, the estimator that perfectly knows which LED transmitters are malicious provides a performance lower bound, as expected. In addition, the estimators have higher RMSE values as $\gamma$ increases due to the increased level of uncertainty about transmission powers.

To evaluate the performance of the algorithms in Section IV-A, a similar setup is used. The algorithms in this section require a training phase. For this purpose, $N_V$ is set to 4 by considering a $2 \times 2$ grid of training locations at the following points: $\{(-2, 0.85), (2, 2, 0.85), (-2, -2, 0.85), (-2, -2, 0.85)\}$ meters. Again $10^4$ different sets of honest and malicious LED realizations are used to obtain average performance results. The same LED transmitter powers as in the previous part are used in both the training and estimation phases since in Scenario 1, transmit powers of malicious LED transmitters do not change over time. In addition, to set the values of $\tau_i$ for the decision rule in (14), a Neyman-Pearson type approach is followed. Namely, for each noise variance $\sigma_i^2$, $\tau_i$'s are determined so as to set the false alarm probability of each decision rule to a fixed value of $P_F$ for each LED transmitter. In the simulations, two different values of $P_F$ are considered, namely, $P_F = 0.01$ and $P_F = 0.5$. Based on the obtained thresholds, the conditional error and correct decision probabilities, i.e., $P(D_i|\mathcal{M}_i)$ and $P(D_i|\mathcal{H}_i)$ are calculated using $10^5$ Monte-Carlo trials and employed in Algorithm 1-(b).

To provide comparisons, the “ML – Perfect” estimator is also considered, which knows not only the malicious LED transmitters but also their transmit powers in this scenario. Fig. 2 shows the RMSE performance of the algorithms versus the noise level, $\log_{10}(1/\sigma^2)$, where $\gamma = 0.5$. It is observed that, for $P_F = 0.01$, Algorithm 1-(a) has the same performance as the “ML - Unaware” estimator up to 100 dB and then gets close to “ML – Perfect” at low noise variances. For $P_F = 0.5$, Algorithm 1-(a) performs worse than “ML - Unaware” up to 98 dB but afterwards it achieves lower RMSEs than the case of $P_F = 0.01$. The main reason for this behavior of Algorithm 1-(a) can be explained as follows: Algorithm 1-(a) estimates the powers of the LED transmitters reasonably well at lower noise variances (see (12)). Even if there exist false alarms, the positioning error can be low as power estimates close to real values. Moreover, it is noted from Fig. 2 that the performance of Algorithm 1-(b) is not affected significantly by the false alarm probability $P_F$ (equivalently, the thresholds). This is because, in Algorithm 1-(b), the probability that an LED transmitter is malicious, $\gamma_i$, is updated based on the observations (see (18)). Thus, Algorithm 1-(b) is robust to changes in the threshold values $\tau_i$ as opposed to Algorithm 1-(a), which is a practical advantage.

For performance evaluation of the algorithms in Section IV-B, $10^4$ different sets of honest and malicious LED realizations are employed with a $\gamma_i$ value of 0.5. As opposed to Scenario 1, in this scenario, the transmit powers of malicious LEDs are different at each measurement, both in the training and estimation phases.
Again, $N_V$ is chosen as 4 by considering the same training points as in the previous case. The training is performed according to the decision rule in (22). To determine $\kappa_i$ values, the same approach as in Scenario 1 is taken by setting $P_F = 0.01$ and $P_F = 0.5$. Then, based on the $\kappa_i$ values, the conditional probabilities $P(\hat{D}_i | M_i)$ and $P(\hat{D}_i | H_i)$ are calculated using $10^5$ Monte-Carlo trials and employed in Algorithm 2-(b). The results in Fig. 3 reveal that for $P_F = 0.01$, the performance of Algorithm 2-(a) is the same as “ML-Unaware” up to 100 dB and then converges to “ML-Perfect” at low noise variances. However, for $P_F = 0.5$, it performs closely to “ML-Perfect” at high noise variances but does not converge to “ML-Perfect” at low noise variances. In addition, it is observed that the performance of Algorithm 2-(b) is not affected by the false alarm rate $P_F$ as in Scenario 1. Thus, Algorithm 2-(b) is robust to changes in $\kappa_i$ values.

Finally, it is observed that if the false alarm probability can be adapted according to the noise variance, the performance of Algorithms 1-(a) and Algorithm 2-(a) can be enhanced. Namely, lower (higher) false alarm rates can be chosen for higher (lower) noise variances.

VI. CONCLUDING REMARKS

Position estimation problems have been formulated for VLP systems in the presence of malicious LED transmitters. An ML estimator has been derived based on the knowledge of probabilities that LED transmitters can be malicious. In addition, in the presence of training measurements, GLRTs have been employed for detection of malicious LED transmitters, and based on the decisions of the GLRTs, various ML based location estimators have been developed. As a possible direction for future work, uncertainties in the knowledge of the probabilities that the LED transmitters are malicious (i.e., $\gamma_i$’s) can be considered.
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