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Abstract—Bug tracking is the process of monitoring and reporting malfunctions or issues found in software. While there is no consensus on a formally specified bug tracking process, some certain rules and best practices for an optimal bug tracking process are accepted by many companies and open-source software (OSS) projects. Despite slight variations between different platforms, the primary aim of all these rules and practices is to perform a more efficient bug tracking process. Practitioners’ non-compliance with the best practices not only impedes the benefits of the bug tracking process but also negatively affects the other phases of the life cycle of software development.

In this study, based on the results of a multivocal literature review, we analyzed 60 sources in academic and gray literature and propose a taxonomy of 12 bad practices in the bug tracking process, that is bug tracking process smells. To quantitatively analyze these process smells, we inspect bug reports collected from six projects. Among these projects, four of them are Jira-based (MongoDB Core Server, Evergreen, Confluence Server & Data Center, Jira Server & Data Center) and the other two are Bugzilla-based (GCC and Wireshark). We observed that a considerable amount of bug tracking process smells exist in all projects with varying ratios.

Index Terms—the bug tracking system, process mining, conformance checking, anti-patterns, bug tracking smells, process smell

I. INTRODUCTION

Bug tracking (BT) is a methodology for reporting and keeping track of the bugs in software products. In a Bug Tracking System (BTS), each item is followed and tracked through to completion with informative reports which display the progress. While there is no agreement on a formally specified BT process, some certain rules and best practices for an optimal BT process are reported in both white [1]–[3] and gray literature. Practitioners’ non-compliance with the best practices impedes the benefits of the BT process and should be avoided.

To collect the set of deviations from the best practices, we explore the bad practices that developers follow throughout the BT process, in this study. To denote these bad practices, we use the term bug tracking process smells. Some of the issues in the BT process have been referred to in previous work from various perspectives, such as reassignment of fields [4] and bug reports without comments [1]. Gupta [5], [6] proposes a framework called Nirikshan to observe inconsistencies between the runtime process model (real-life model) and the design-time model (ideal model) within the bug life cycle of an OSS project. However, none of them have gathered the bad practices followed during the BT process with a systematic approach. We believe that this set of bad practices would be valuable for software practitioners to identify possible bottlenecks or problem areas in the bug tracking process.

To the best of our knowledge, this is the first systematic study to collect bad practices in the process of BT. To explore these bad practices further, we identify the following research questions within our study:

RQ1- What are the observed bad practices followed by developers during the bug tracking process?

To address this RQ, we scanned academic and gray literature. We reviewed the studies that address bad practices (anti-patterns) and problems encountered during the BT process. Afterward, we proposed a taxonomy of BT process smells to illustrate the cases where the developers do not conform to the ideal BT process.

To show quantitative evidence for BT process smells gathered in our taxonomy, the following research question is defined:

RQ2- How frequently does each BT process smell occur in practice?

To answer this research question, each BT process smell is empirically evaluated by mining BT histories of six projects; two Bugzilla Projects (Wireshark, GCC), and four Jira Projects (MongoDB Core Server, Evergreen, Confluence Server & Data Center, Jira Server & Data Center). We aim to analyze the frequency of each process smell over time to answer this research question.

The empirical results of our study indicate that the BT process smells introduced in our taxonomy exist in every project with different ratios. Also, we observed that over time, the occurrence of bug tracking process smells in some software projects are decreased. The reason for this might be associated with the advancements in BT tools and improved best practices for the BT process.
The following section discusses the related work. Section III explains our research methodology. Section IV demonstrates our BT process smells taxonomy and the technique for detecting each type of smell. Section V gives the empirical evaluation of BT process smells on six projects. Section VI addresses the validity threats of this study and lastly, Section VII presents our conclusion and future work.

II. RELATED WORK

The vast number of process logs from real-life software projects recently have enabled mining these processes to find cases in reality that contradict the ideal process definitions. Gupta [5], [6] puts forward a framework called Nirikshan that will help to observe any anomalies between the runtime process model (real-life model) and the design-time model (ideal model) within the bug life cycle of an OSS project. In Gupta et al. [7], The Chromium project’s bug life cycle is elaborated by issue tracking, mining peer code review, and version control systems. Additionally, certain deviations from the optimal method and bottlenecks are detected and diagnosed during the life cycle. Halverson et al. [8] worked on the visualization of state changes and unveil the problematic bug patterns like multiple reopen/resolve cycles. They proposed a visualization that emphasizes the social aspects of bug reports and change requests. D’Ambros et al. [9] used data from a release history database for the visualization of a bug’s life-cycle. Their tool focuses on the activity, time, and priority/severity features of the bug. An interactive approach was introduced by Knab et al. [10] for visualizing the patterns of process life-cycle and effort estimations using event logs and bug reports in BTS to detect flaws, outliers, and other interesting properties.

Other methodologies focus on the quality of bug reports, Ko et al. [11] provided finer tool support for bug reporting. They analyzed the linguistic attributes of the bug report descriptions for the improvement of bug reports’ quality. Hooimeijer et al. [12] presume that high-quality bug reports are addressed faster as compared to the low-quality bug reports. Based on this presumption they anticipate if a bug is resolved in a specified time by using different bug report characteristics, e.g., submitter reputation, readability, severity, etc.

III. RESEARCH METHODOLOGY

In our research, we follow a mixed-methods-based approach. We used this research methodology to support our qualitative analysis with quantitative results [13]. The objective of this study is to recognize the bad practices (smells) in the BT process (RQ1) and to perform a quantitative analysis on BT data (RQ2) to show that these smell categories exist in bug tracking systems (further details of the study setup are expanded in Section V). To identify the bad practices, we used Multivocal Literature Review (MLR) as described in Section III-A through III-D.

A. Review Method

We selected MLR as a review method following the guidelines of Garousi et al. [14]. Generally in an SLR, the search is only limited to the academic literature [15]. However, it is seen that many software developers do not publish their work formally in academic forums [16], that is to say if we are not considering the gray literature (GL), then we might limit the voice of practitioners. Thus, we included GL (blog posts, white papers, articles, etc) as well. We believe that the usefulness and relevance of our study for both industrial and academic points of view (practitioners and researchers) would be increased [17] by including the GL. Therefore, we constructed the literature search in two major steps.

- First, we conducted an SLR and performed a search using a search string in Google Scholar, then used those as a starting point for backward and forward snowballing of academic literature.
- Second, Google Search Engine was used to search for relevant GL sources.

The flow diagram of our MLR is shown in Figure 1.

B. Search Strategy

Based on our research goal and the RQs, we defined the search strings. Then, we looked up the searches in Google Scholar for formally published academic papers, and for GL we used the Google search engine. The initial search results for academic papers gave us 1704 results related to our search string. The search string for academic literature is as follows.

(“Issue” OR ”Bug” OR ”Defect”) AND (“Tracking” OR ”Management”) AND (“Bad Practice” OR ”Smell” OR ”Anti-pattern”)

For GL, we searched for the terms “bug tracking (219 results)”, “bug management (208 results)”, ”defect tracking (230 results)”, ”defect management (255 results)”, ”issue tracking (234 results)”, and ”issue management (244 results)” and their back-links on Google Search. We came up with a total of 1390 sources in the initial pool.

To include all the relevant sources, we conducted snowballing, as suggested by SLR guidelines [15], on the set of selected papers in our initial search pool. We carefully read each paper and looked for the potential bad practices followed during the BT process.
C. Exclusion/Inclusion Criteria & Quality Assessment

We defined the exclusion and inclusion criteria carefully to ensure that we included all the sources that are relevant to our study and excluded all the out-of-scope sources. For the quality evaluation of sources, we followed the checklist proposed by Garousi et al. [14].

As inclusion criteria, we searched for studies describing the non-ideal or bad practices followed during the BT process. We included studies that discuss the anti-patterns in BT and deviation from the ideal BT process. As an exclusion criterion, we eliminated the studies written in a language other than English. We also only considered the relevant sources with clear author information (anonymous sources are eliminated) in Gray Literature.

D. Data Extraction & Final Pool of Sources

For academic literature, we came up with a list of 35 primary studies after applying inclusion/exclusion criteria. Each resulting paper was mapped to the related BT process smell. For GL, we shortlisted 25 sources and each source is referring to at least one smell/bad practice. We have provided the finalized sources list online2 for ensuring the transparency of our study.

IV. TAXONOMY OF BUG TRACKING PROCESS SMELLS (RQ1)

RQ1 is about compiling the bad practices which are being followed by developers during the BT process. MLR was conducted and we observed the potential bad practices which are not complying with the ideal flow of the BT process and this leads us to 12 BT process smells. A summary of the proposed BT process smells taxonomy is given in Table I. In this section, each smell is introduced in the following format: (1) a detailed description of the smell (2) our smell detection methodology.

A. Unassigned Bugs

Each reported bug must be triaged to decide if this bug describes a significant and novel enhancement or problem, it must be assigned to an appropriate developer for further investigation. [18]. Once a bug is assigned, it is resolved according to the priority, severity, and workload of the developers after the bug status is set as open. However, this is a very time-consuming process, research has been done to automatically assign a competent developer to the new bug reports [19], [20]. Bug assignment lets users focus on their assigned duty and ease the process of tracking a bug life cycle. However, it is observed that there are bugs that have no assignee at all even if the bug is resolved. This is a potential indicator that the BT process is not followed properly [21]. Thus, we consider it a process smell and call it unassigned bugs. Potential impacts of not assigning a developer to a bug could be loss of traceability [22] and delays in bug resolution [23].

Smell Detection Method: First, we check whether the bug is fixed and closed. If so, we check whether the assignee field is empty or not. However, there are also some cases where the assignee field is not empty but an invalid email address is written. For instance, if unassigned@gcc.gmu.org address is used as an assignee email, we consider this case a smell.

B. No Link to Bug-Fixing Commit

In software engineering, software artifacts especially commit logs and bug reports are widely used. To obtain useful information about a software project’s evolution and history, bug reports and commit logs should be integrated. Ideally, in a BTS, all bug-fixing commits should be linked to their respective bug reports [24]. If a proper bug is closed without any link to the bug-fixing commit, then in the future, it will be difficult to discover what happened with that bug. In our case, we see this as a process smell and we call this No Link to Bug-Fixing Commit. The potential impact of this process smell is losing tracks of the bugs and eventually the traceability of the bug decreases [25]. It also affects the related software development tasks such as prediction of bug locations, recommendation of bug fixes, and software cost [25].

Smell Detection Method: First, we check whether the bug is fixed. If so, we check the comments and designated fields to find a link to the version control system.

C. Ignored Bugs

In a BTS, once the bug is opened, it should not be left unattended or open for a long time. The knowledge of the bug may be forgotten over time [26]. Even if it is not closed, some progress should be made to resolve the bug. However, it is seen that there exist some bugs which are neither assigned to anyone nor resolved. They are left in an idle state for a long time (six months or longer). Another scenario could be an Incomplete resolution of bugs. It is observed that some bugs are marked as Incomplete resolution states. No information is given in the bug report about what has been done to make such bugs incomplete. For both the above-mentioned scenarios, we call this Ignored Bugs smell. The potential impact of this process smell is to create a delay in the bug resolution process [27].

Smell Detection Method: We compare the date the bug was created and the date of the first activity in the bug history. If the first activity is at least six months after the bug is created, we consider it a smell.

D. Bugs Assigned to a Team

During the bug resolution process, a bug must be assigned to a particular developer so that it could be resolved. During our analysis, we observed that some of the bugs are assigned to a team rather than a particular developer. Moreover, in some of those cases, it is also observed that these bugs had no fixes or any comments in a short time, which is a deviation from the ideal BT process. However, in distributed environments, a network of people may cause the dispersal of responsibility as “everybody’s problem becomes nobody’s responsibility” [28]. Whenever a bug is assigned to any team, and it is not specified which member of the team is going to solve

2https://figshare.com/s/f8ce1820d9a371a73071
that bug; it becomes everyone’s problem but no one has its responsibility individually. We call these Bugs Assigned to a Team smell. Potential impacts of this process smell could be loss of traceability and accountability of bugs [29]. The problem of team bug-assignment was introduced by Jonsson et al., [29], [30] in which instead of a single developer, bugs are redirected to one of the many accessible teams.

Smell Detection Method: First, we check whether the bug is assigned. If so, we search for the selected keywords: "team", "group" and "backlog" in the assignee field. We found those keywords by manually inspecting the assignee names in each project. For example, in MongoDB Core Server project history, there are some bugs assigned to Backlog - Sharding Team, we consider it a smell.

E. Missing Priority

During the life cycle of a bug, the bug’s priority plays a very important role in its resolution [31]. Whenever a bug is reported, it might be possible that many other functionalities of the system are dependent on that particular bug, so it needs to be resolved as soon as possible. Priority refers to how quickly a bug needs to be resolved and the order in which developers have to fix bugs [32], [33]. Correctly assigning bug priority is integral to successfully plan a software development life cycle. There are different levels of bug priority e.g. Low priority, Medium priority and High priority depending upon its affect on the system. We are considering not prioritized bugs as a process smell and call it missing priority. The potential impact of this process smell is on the development-oriented decisions (time and resource allocation) [34].

Smell Detection Method: We check whether the priority field is valid or not. Some of the invalid priority strings are None, Not Evaluated, and "--".

F. Not Referenced Duplicates

If the problem of duplicate bug recognition is solved, it enables the developers to fix bugs more efficiently rather than waste time resolving the same bug. [35], [36]. However, it is observed that some bugs that are marked as duplicates in BTS are not referenced to the original bug within the references section of a bug report. Instead, the reporters only put the duplicate keyword into the status section, which reduces the traceability. Most of the bugs have their duplicate bug referenced correctly on the references section which increases the traceability of the bug. However, some of them do not have their duplicate bug IDs in the references section. As far as we have observed, most of these bugs still reference the duplicate bug in some way, such as referring to it in the comment section. But some of them are marked as duplicate and do not have any reference to the duplicate bug, and it is a deviation from ideal BT behavior. Therefore, we call it not referenced duplicates smell. The potential impact of this process smell is on the identification of master bug reports [37].

Smell Detection Method: First, we check whether the bug is marked as a duplicate. If so, we check the linked issues field to find whether the duplicate bug is linked and has a reference to the other bug.

G. Missing Environment Information

During the BT process, it is necessary to know where the bug has been encountered [33] as bugs often only happen in certain environments [38]. It is critical to ensure that all the information related to the environment of that particular bug is listed (e.g. operating system (OS), the browser, the version of hardware and software, and a component of the system in which that bug is encountered [21]). Every field has its importance, and if they are mentioned, they help the developer to resolve the bug quickly. A version of the product is an important field. If version information is missing in the bug report, the developer does not know in which version the user or tester is having this bug. So, missing version information in the bug report is considered to be a smell. To have complete information about a bug, the component information should also be mentioned in the bug report [3]; otherwise, it would be difficult to locate the bug within the product. Similarly, it is important to know on which OS the bug was encountered (e.g. Windows, Linux, macOS). Therefore, we are also considering the missing component and OS information a process smell. If all of this information is missing, then we call this smell Missing Environment Information. The potential impact of this process smell is on the bug replication. The bug with no environment information is difficult to reproduce [32].

<table>
<thead>
<tr>
<th>Smell Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unassigned Bugs</td>
<td>No assignee, but the bug is fixed and closed</td>
</tr>
<tr>
<td>No Link to Commit Bug-Fixing Commit</td>
<td>If a proper bug is closed without any link to bug-fixing commit in the reference section</td>
</tr>
<tr>
<td>Ignored Bugs</td>
<td>Bugs that are left open for a long time or bugs that have incomplete resolution</td>
</tr>
<tr>
<td>Bugs Assigned to a Team</td>
<td>The bugs which are assigned to a team but not a particular assignee</td>
</tr>
<tr>
<td>Missing Priority</td>
<td>The priority of the bug has not been set</td>
</tr>
<tr>
<td>Not Referenced Duplicates</td>
<td>Duplicate bugs that do not have the reference to their original bug</td>
</tr>
<tr>
<td>Missing Environment Information</td>
<td>Environment information (Version, OS, and Component of the product) about the bug is missing</td>
</tr>
<tr>
<td>Missing Severity</td>
<td>The severity of the bug has not been set</td>
</tr>
<tr>
<td>Reassignment of Bug Assignee</td>
<td>Fixer for the bug is assigned more than once to a certain bug</td>
</tr>
<tr>
<td>No Comment Bugs</td>
<td>A resolved bug with no comments</td>
</tr>
<tr>
<td>Non-Assigned Resolver of Bug</td>
<td>When a bug is resolved by any person other than assignee(s)</td>
</tr>
<tr>
<td>Closed-Reopen Ping Pong</td>
<td>Bugs which are reopened several times</td>
</tr>
</tbody>
</table>
Upon identification of a bug, the bug report is submitted to a BTS. The bug report is triaged and the severity (e.g., low, medium, high) of the bug is assigned after a bug report has been submitted. The task of assigning a bug severity is a resource-intensive task [39]. Severity ratings help in determining the priority of a bug i.e. in which order the bugs should be fixed. A bug could be incorrectly prioritized if the severity of the bug is not mentioned, which in turn can affect the quality of the product that is being developed. It also helps into whom the bug should be assigned to fix it. [21], [33]. Therefore, it needs to be ensured the bug severity is correctly assigned. Several methods have been developed to automate the assignment of a bug severity [40]. In our case, if the severity information is missing, we consider it a process smell and call this smell missing severity. The potential impact of this process smell is; it affects the resource allocation and planning of other bug fixing activities [41].

**Smell Detection Method:** We check whether the severity field is valid or not. Some of the invalid severity strings are N/A and "—". The detection mechanism may change across different BT tools. For example, Jira does not include a severity field by default but some organizations create their custom fields. For example, in the Atlassian organization, Symptom Severity and Common Vulnerability Scoring System (CVSS) severity fields are introduced. We treat them as an ordinary severity field while mining the bug tracking history.

**I. Reassignment of Bug Assignee**

Research shows that the time-to-correction for a bug is increased by the reassignments of developers to a bug [20]. Therefore, we consider the reassignment of developers to the same bug a process smell and call this smell reassignment of the bug assignee.

The potential impact of this process smell is an increase in the bug fixing time, which eventually delays the delivery of the product [4].

**Smell Detection Method:** The mining strategy for this smell is to look in the bug history for the assignee property. If the assignee field is changed more than once, then we count it as a smell.

**J. No Comment Bugs**

Generally, one of the important sources of information for developers during the software development life cycle is the bug reports and the comments that are associated with bug reports [1], [33]. When stakeholders or developers do not understand the bug then at that time comments play a vital part [42].

In BTS, comments can be posted by anyone in response to an initial bug report. Therefore, it means that for some notions of popularity, comment count can be used as a proxy. Textual contents of bug reports such as descriptions, summaries, and comments have been utilized by textual information analysis-based approaches to detect the bug duplicates [43]. In proposing the Bug Reopen predictor [44] features like description features, comment features, and meta-features are being used. For identifying the blocking bugs [45], the most important features are comment size, comment text, reporter’s experience, and the count of developers. Comments on the bug report serve as a forum for discussing the feature design alternatives and implementation details. Generally, the developers who have interests in the project or who want to participate post the comments and indulge in a discussion on how to fix the bug. Considering the importance of comments in bug reports, we observed that some bug reports have no comments and consider it a process smell. We call this smell no comment bugs. The potential impact of this process smell is on the bug resolution time and other linked software development activities such as developer recommendation, duplicate bug detection, and bug reopen prediction [12], [46].

**Smell Detection Method:** First, we check whether the bug is closed. If so, we check whether there is at least one comment in the bug.

**K. Non-Assignee Resolver of Bug**

In BTS, whenever a bug is encountered, it should be well documented and then resolved so that it can be traced later on if required. Therefore, it is important for traceability that bugs are assigned and resolved by the same person during their life cycle. To promote traceability, whoever is the assignee of a bug, that person should be the person to resolve the bug. Applying this will be helpful to have a “go-to person” if things fail. However, if this practice is not followed, it could be difficult to understand why some person has resolved a bug. If someone other than the assigned-to developer (but not the person who submitted it, i.e. reporter) resolves the bug report, then we consider it a process smell and call it a non-assignee resolver of the bug. The potential impact of this process smell is on the traceability of a bug [22].

**Smell Detection Method:** First, we check whether the bug is assigned and closed. If so, we compare the assignee and the person who resolved the bug.

**L. Closed-Reopen Ping Pong**

Reopened bugs are those that were previously closed by the developers but were later reopened for various reasons (such as not reproduced by the developer or improperly tested fix). Reopened bugs reduce the overall software quality, increased maintenance expenses, as well as unnecessary rework by busy developers [47]. In a project, when a significant number of bugs are reopened frequently, then it can be an indication that the project is already in trouble, and maybe heading towards trouble soon [48]. We call this smell closed-reopen bug ping pong; as it is the ping pong among the bug states during its life cycle. Potential impacts of reopened bugs could be; they take a notably longer time to resolve [49]. Reopened bugs also increase development costs, affect the quality of product,
prediction of release dates reduce the team morale leading to poor productivity [48].

**Smell Detection Method:** We check the history of the status field of the bug. Some projects explicitly use REOPENED value for the status field while others do not. In such cases, we check whether the status field is changed from Closed to another value, and we count it as a smell.

**V. Results (RQ2)**

RQ2 investigates whether the BT process smells we proposed in our taxonomy exist in real-life BT data and to what extent. To answer this research question, each BT process smell is empirically evaluated by mining the BT histories of all six projects. The details about the dataset, data cleaning procedure, and the details of the mining process are given in the following subsections.

**A. Dataset**

We analyzed six large-scale software projects that have a publicly available issue tracking systems. The projects are GCC\(^3\), Wireshark\(^4\), Confluence Server and Data Center\(^5\), Jira Server and Data Center\(^6\), MongoDB Core Server\(^7\), and Evergreen\(^8\). While selecting the projects, in addition to the data availability criteria, we considered the tool and organization diversity; the projects belong to four different organizations (Atlassian, Mongo, GNU Project, and Wireshark Team) and use two different issue tracking tools (Jira and Bugzilla).

We utilized the Perceval tool [50] to fetch the issue tracking histories of those projects. When fetching the histories, no time limit is set. Therefore, the dataset includes all the issues of projects up to December 2020 except Wireshark. The issue tracking system of Wireshark was migrated from Bugzilla to GitLab in August 2020. Thus, the latest issue of the Wireshark project is updated in August 2020. The starting dates are given in Table II. Also, we share the project history datasets in our replication package\(^9\).

<table>
<thead>
<tr>
<th>Project</th>
<th>Starting Year</th>
<th>Number of Issues</th>
<th>Number of Bugs</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCC</td>
<td>1999</td>
<td>170741</td>
<td>207144</td>
</tr>
<tr>
<td>Wireshark</td>
<td>2005</td>
<td>16609</td>
<td>13402</td>
</tr>
<tr>
<td>Jira Server and Data Center</td>
<td>2002</td>
<td>46697</td>
<td>21609</td>
</tr>
<tr>
<td>Confluence Server and Data Center</td>
<td>2003</td>
<td>42534</td>
<td>25841</td>
</tr>
<tr>
<td>MongoDB Core Server</td>
<td>2009</td>
<td>30147</td>
<td>22593</td>
</tr>
<tr>
<td>Evergreen</td>
<td>2013</td>
<td>10545</td>
<td>20024</td>
</tr>
</tbody>
</table>

**B. Data Cleaning and Preprocessing**

After downloading the histories of the issue tracking systems, we extracted the bug reports. An issue may fall into one of the different categories such as feature requests, bug reports, and enhancements. We only processed bug reports and removed other types of issues from our dataset.

The default issue type in Bugzilla projects is a bug. However, as some issues are marked as enhancements in the Severity field, we filtered them out. In Jira, we only included the issues whose type is bug or defect. The total number of bugs and issues are shown in Table II.

**C. Mining Bug Tracking Process Smells**

Following the retrieval of project histories and filtering irrelevant issue types, we run the smell detection scripts which generate a matrix of bugs and process smells. In the matrix, each row corresponds to a bug, and the columns represent the process smells in addition to the bug metadata such as unique bug identifier and date created. The flow of the evaluation is visualized in Figure 2.

Based on the generated matrix, we analyze the density of the smells for each project. Table III displays the total number of bug reports that have the appropriate process smells for each project. The True column expresses how many of the eligible bugs have the corresponding process smell, the False column expresses how many of the eligible bugs do not have the corresponding process smell and the NA (not applicable) column expresses how many bugs are not eligible for that process smell.

For example, in the Evergreen project, 637 bug reports are assigned to a team, 2006 bug reports are not assigned to a team. Also, 45 bug reports are marked as NA for that smell. A bug report is marked as NA if it does not hold the precondition of the corresponding process smell. For example, to be considered an Assigned to a Team smell, a bug report must be assigned. That is, 45 bug reports are neither assigned to a team nor a person. All preconditions are given in the smell detection methods of each process smell in Section IV.

A visual demonstration of Table III is given in Figure 3. It shows the ratio of process smells for each project, the smell ratio is normalized according to the number of bugs. For example, in the Evergreen project, 637 bugs are assigned
shows how the number of Missing Severity smells decreases over time. After Atlassian added a new severity field to their projects in August 2016\footnote{https://www.atlassian.com/blog/announcements/realigning-priority-categorization-public-bug-repository}, the ratio of this process smell declined rapidly. However, the decline does not begin in 2016. The reason behind the drop before 2016 probably depends on the lifetime of the bugs because we count a bug as belongs to the year it was created. In other words, even though a bug is created before 2016, its severity field is updated after 2016 and that is why we observe the decline.

For the same project, no smell data is available for \textit{Resolver is not Assignee} smell after 2018. To understand the reason behind that, we analyzed the bug transition history of this project before and after 2018. Our analysis shows the project stopped using the \textit{Resolved} state and bugs are no longer transitioned to the \textit{Resolved} state.

\section{D. Comparison of Bug Tracking Tools}

The results of the empirical analysis are given in Table III which implies that each BT process smell occurs with varying ratios in all six projects. For two Jira projects (Confluence Server & Data Center and Jira Server & Data Center), \textit{No link to Bug-Fixing Commit} gives no results. Due to the privacy policy of these projects, we could not access the commit links. In two of the Jira projects (Evergreen & MongoDB Core Server), there is no severity field however in the other

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{heatmap.png}
\caption{Heatmap of Smell Ratio}
\end{figure}

To a team and the total number of bugs that are eligible for this smell is $583 + 2060 = 2643$. Thus, the ratio is $637/2643 = 0.24$ which is shown in lighter blue in the figure.

Since Atlassian projects (Jira and Confluence) are closed source projects, we could not find any link from their issue tracking systems to a version control system. Therefore, we mark those smells as not applicable to those projects and the corresponding cells in Figure 3 are left blank. We also evaluated how the number of BT smells changes over time. Figure 4 shows the change of the smell ratio for each project over the years. It can be observed that the number of process smells tends to decrease over time for almost all the projects.

To understand the possible reasons for the decrease, we investigated the change of all BT process smells in a project. For instance, \textit{No Link to Bug-Fixing Commit} smell has a sudden drop in the Wireshark project starting from 2013, which is shown in Figure 5. While searching the mail lists, we found out that Wireshark developers adapted Git and Gerrit tools in December 2013\footnote{https://www.wireshark.org/lists/wireshark-dev/201312/msg00217.html}. Links between commits and bugs are connected after the adaptation of those tools.

Another decrease in the number of BT process smells can be observed in Confluence Server & Data Center project. Figure 6

\begin{table}[h]
\centering
\caption{Number of Bug Reports that have the Corresponding Smells for Each Project (B: Bugzilla, J: Jira)}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|c|c|c|}
\hline
  & Confluence (J) & Evergreen (J) & GCC (B) & Jira (J) & MongoDB Server (J) & Wireshark (J) \\
\hline
  & False & True & NA & False & True & NA & False & True & NA & False & True & NA \\
\hline
Assigned to a Team & 10917 & 0 & 19924 & 2006 & 637 & 65 & 23325 & 0 & 36659 & 0 & 14647 & 17953 & 2118 & 2522 & 219 & 0 & 13201 \\
\hline
Ignored & 25030 & 823 & 0 & 24671 & 17 & 0 & 66955 & 2532 & 0 & 20492 & 1203 & 0 & 22300 & 89 & 0 & 12655 & 965 & 0 \\
\hline
Missing Environment & 24700 & 1833 & 0 & 22256 & 143 & 0 & 97184 & 0 & 0 & 20413 & 1194 & 0 & 20250 & 2232 & 0 & 13200 & 0 & 0 \\
\hline
Missing Priority & 28941 & 0 & 0 & 2888 & 0 & 0 & 89184 & 0 & 0 & 20509 & 0 & 0 & 22599 & 2 & 0 & 15450 & 0 & 0 \\
\hline
Missing Severity & 30481 & 17581 & 0 & 0 & 2888 & 0 & 89184 & 0 & 0 & 30016 & 12543 & 0 & 0 & 22599 & 2 & 0 & 15450 & 0 & 0 \\
\hline
No Comment & 19631 & 2035 & 2006 & 10441 & 388 & 581 & 72000 & 8 & 12118 & 27959 & 3845 & 0 & 20342 & 1135 & 0 & 15450 & 0 & 0 \\
\hline
No Link to Commit & 0 & 0 & 25841 & 1433 & 331 & 924 & 3997 & 0 & 0 & 21099 & 9495 & 3589 & 9509 & 8688 & 0 & 10448 & 0 & 0 \\
\hline
Not Referenced Duplicate & 2302 & 636 & 23083 & 182 & 51 & 2455 & 8277 & 0 & 81507 & 2124 & 230 & 19255 & 2499 & 143 & 19060 & 2972 & 0 & 10448 \\
\hline
Reassignment & 25546 & 2295 & 0 & 2035 & 556 & 0 & 87159 & 2445 & 0 & 18732 & 2384 & 0 & 16500 & 6631 & 0 & 15451 & 59 & 0 \\
\hline
Reopen PingPong & 25213 & 628 & 0 & 2557 & 129 & 0 & 68116 & 1668 & 0 & 21309 & 300 & 0 & 21415 & 678 & 0 & 15450 & 0 & 0 \\
\hline
Resolver is not Assignee & 5893 & 3498 & 15450 & 491 & 75 & 2122 & 18162 & 1342 & 47180 & 4165 & 2055 & 15391 & 8616 & 1414 & 12653 & 88 & 123 & 12309 \\
\hline
Unassigned & 6235 & 2665 & 10951 & 1116 & 6 & 1386 & 21110 & 16996 & 31198 & 35795 & 1319 & 11355 & 12753 & 351 & 9509 & 188 & 9556 & 5579 \\
\hline
\end{tabular}
\end{table}
two Jira projects (Confluence Server & Data Center and Jira Server & Data Center) severity is defined in terms of custom-field as ‘Symptom Severity’. On the other hand, since severity is a mandatory field that needs to be set while submitting a bug report in Bugzilla’s projects, the smell ratio is 0%. The closed-reopen ping pong does not exist for one of the Bugzilla projects (Wireshark). We observed that the ratio of closed-reopen ping pong is comparatively less than other smell categories. This potentially shows that reopening the bug is avoided during the BT process as it increases maintenance costs [49].

Figure 7 shows the percentage of bugs affected by the multiple smells. The numeric values from 0 to 6 indicate the number of smells. The bugs in Evergreen and MongoDB Core Server projects have at least one smell. Also, no bug has more than six smells in any project. Figure 7 implies that the majority of bugs have one or two smells.

E. Time-Based Analysis

We also demonstrated how the number of BT process smells changes over time. Figure 4 shows the change of the process smell ratio for each project over the years. If we look at these concerning the BT tools, then we can say that over time BT tools evolved and get more advanced. As it is already mentioned, for obtaining the severity of Jira projects, the custom user-defined field Symptom Severity was analyzed. Some Jira Projects like MongoDB Core Server & Evergreen lacks the severity field as shown in Table III. Consequently, it is observed that over the years, best practices for the BT process have been adopted. Figure 4 shows that some projects were slow in adopting best practices like GCC & MongoDB Core Server. The graph shows that practices being followed within the organizations related to these projects evolved slowly over time. Whereas, in other projects, Confluence Server & Data Center, Jira Server & Data Center, Evergreen, and Wireshark the best practices were adopted quickly to avoid bad practices during the BT process over time.

VI. THREATS TO VALIDITY

Although our analysis provides some useful and interesting results, there are a number of risks to our analysis’s validity that must be examined. There are three major risks to our analysis’s internal validity..

Organizational Practices: As different organizations follow their own set of rules and best practices, a few of our process smells (Bugs Assigned to Team and Non-Assignee Bug Resolver) can be subject to discussion. For example, if bugs are marked resolved by only the team leads in a project, we cannot claim that non-assignee resolver of bug smell exists. Because it is not a mismatch between the assignee and resolving person due to organizational discrepancies, it is simply the organizational rule. These kinds of smells’ detection methods should be adapted to organizations and systems. Regarding the Missing Environment Information smell, bug reporters may prefer indicating the environment information into the bug description and leave the corresponding fields blank. We count such a case as missing environment information, although it may not be, since that information might be mentioned inside the bug description. However, we believe this is still a bad practice as it prevents people from searching and filtering environment information.

Tool Dependency: For the projects that use Jira, one might argue that the Missing Severity smell should not be counted since Jira does not provide a severity field by default. Despite the lack of severity field, Jira still provides mechanisms to
add custom fields. It is the project members’ responsibility to customize the tool. Since severity is an important property of a bug, not tracking this property should still be counted as a process smell.

**Configurable Thresholds:** Within the smell detection methods, we made few assumptions on the configurable parameters and definitions (e.g. ignored bugs time duration is 6 months and as for reassignment of bug, if a bug is reassigned more than once). These thresholds are subject to discussion and could be configured depending on the project. Also, we are planning to survey experienced developers for expert opinions about the thresholds and definitions of our proposed BT process smells.

To improve the study’s replicability, we share the traceability table from primary studies of process smell categories for the MLR, the dataset that we used to mine BT process smells, and the source code.12

External validity threats are a concern with respect to the generalization of results, i.e. to which extent we can generalize our results. To mitigate these threats we conducted our study on six projects from two different tools, i.e. Jira & Bugzilla. To improve the generalizability, we are planning to conduct our study on more projects and tools in the future.

### VII. Conclusion and Future Work

In this study, we proposed a taxonomy of 12 process smells in the bug tracking process. To observe their presence in practice, we conducted an empirical evaluation of BT process smells by mining bug reports of six projects from Jira & Bugzilla (GCC, Wireshark, Jira Server & Data Center, Confluence Server & Data Center, MongoDB Core Server, and Evergreen). We can summarize the main contributions of our study as follows:

- Proposed a novel taxonomy of BT process smells (Table 1), based on a multivocal literature review.
- Performed an empirical analysis to demonstrate that all the process smells occur in software bug reports with varying ratios.
- Observed that over time, the occurrence of some specific BT process smells in software projects is decreased. The reason for this improvement might be associated with the advancements in BT tools and improved best practices for the BT process.

The implications of our study for researchers and practitioners are three-fold. First, our proposed taxonomy can be used as a baseline to be extended by researchers. Second, for practitioners, the BT process can be enhanced by introducing suitable tools for an improved BT process. Finally, our proposed taxonomy could be used for developing automated (or semi-automated) BT process smell detection systems by mining software repositories.

As future work, we are planning to expand our taxonomy with potential root causes and perform a similar empirical evaluation on a more diverse set of BT tools such as GitHub Issues.

To observe the perceived importance of each BT process smell, we are also planning to survey among experienced developers working in the industry.
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