Creation of a Serious Game For Teaching Code Review: An Experience Report
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Abstract—Code review, a manual inspection of source code by developers other than the author, is a frequently used practice for improving code quality in the software development lifecycle. Employing a tool-based review of code changes has become the norm for a wide variety of open source and industrial systems. Despite its widespread usage and importance, software development practices such as code review are often not addressed in typical Software Engineering education. To address this knowledge gap, we propose to use a serious game approach for teaching code review practices. In this study, we define our learning objectives and design a code review serious game along with its companion quizzes. Then we conduct a small preliminary experiment in order to procure feedback. Using the results of the experiment and participant interviews, we improve our game prototype for integration into a software engineering course while optimizing the initial experiment for student's benefit. We document the process, lessons learned and the future directions of the game. The results we gather indicate that the game is ready to be used in a software engineering course setting.
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I. INTRODUCTION

Code review process is established as an essential part of application life-cycle management, since it plays an important role in reducing software defects and improving quality of software projects [1]. Despite its widespread usage and importance in the industry [2], code review practice is often not explicitly addressed adequately in typical Software Engineering or Computer Science curricula [3]. To address this knowledge gap, we would like to teach the best practices, workflow and potential code quality improvements in the code review process. From our earlier experiences in capstone projects, students were applying code reviews with real tools used in practice, however since they do not have any prior code review training, the maturity of the code review processes were low.

To address this, we propose to use a serious game based approach for teaching code review process. This would be complimented by conducting code reviews in capstone projects.

We believe serious game is the right format, since learning by practicing is a significant portion of software engineering education and game formats are proven to increase user engagement, serious games are a viable format for teaching software engineering related processes [4].

The main objective of this study is to design a code review serious game that can be integrated into software engineering related course. Whereas the objective of the planned future work which this study builds towards is teaching the code review concept including its benefits, competences, characteristics and theoretical knowledge. To achieve these objectives, this study makes the following contributions:

- Developed the first serious game on code review that is based on a defect classification that uses code review related defect types.
- Created companion quizzes and tutorials in order to ease the game’s integration into a university course.
- Shared our experiences of creating this game and lessons learned throughout the process.

The next section provides a background, while Section III provides a detailed insight into the game including its learning objectives, flow and content creation. After discussing the preliminary evaluation of the project’s current version in Section IV, the paper concludes with the future work in Section V.

II. BACKGROUND

Code Review (CR) is a process that is widely utilized in industrial and open source software community [5]. Because of code review’s widespread usage across the industry, being able to review code is one of the most important skills to prepare the university students for the software industry. To teach this crucial skill, several studies use serious game format for teaching CR practices.

Serious games are often utilized for increasing the entertainment and engagement factors in the learning process beyond traditional learning while having learning objectives, interactive elements and some game elements [6]. The following studies are examples of CR related serious games where the main focus is to teach CR in a university setting.

Xie et al. [7], [8] designed Pex4Fun which provides coding duels. The aim of the player is modifying the given code’s behavior until it is correct. During this process, feedback for their code is provided to the player and skills like testing, debugging and inspecting code are improved. So, the game provides a platform to teach CR indirectly.

Atal and Sureka [9] designed Anukarna which focuses on teaching the benefits and best practices of CR in a software
engineering process based serious game. The game is decision-making based and the order of decisions simulates a project’s CR workflow. The game is set on a game tree where correct decisions give access to higher scored nodes. Anukarna provides fewer game elements than its counterparts, however, it establishes a clear mapping between learning objectives and decisions made during gameplay.

Lastly, Guimaraes [10] has the most similar approach to our design. Players review the code in order to find the defects and select the reasons for the defects from a predefined list either by themselves or in as a team where their defects are grouped by voting for the final submission. Lack of emphasis on game elements and challenging content are its major shortcomings. Moreover, being a desktop application limits the game’s accessibility for software engineering courses.

III. GAME DESIGN

This section describes the work done regarding the application in four subsections. Section III-A defines our learning objectives, while Section III-B presents a mapping between learning objectives and features where we treat learning objectives as application requirements. Section III-C describes the overall game mechanics and how defect classification fits into the game flow. Section III-D discusses the challenges that occurred during content creation for the levels of the game.

A. Learning Objectives

To teach the code review practice to undergraduate students, we established two main categories for learning objectives from several studies [1], [5], [11], [12]. The first one is teaching the overall CR workflow and its best practices while the second one is teaching students the skills to find defects in a given code piece. CR has been utilized not just for finding defects but also for other purposes like understanding defects and anti-patterns, transferring knowledge between developers and exploring alternatives to existing solutions [5].

B. Mapping Learning Objectives to Game Design

All of our learning objectives have at least one corresponding feature in our game design for them to be realized. We have five main learning objectives under two categories mentioned in Section III-A. Part-a in Figure 1 shows the first category consisting of review related parameters like review size and time spent and process related parameters like CR actors, their responsibilities, review checklists etc. Part-b in Figure 1 shows the second category with code quality related objectives which are defect classification, code standards and teaching the skills to find code smells. Part-c illustrates our game elements while connections imply that a game element plays a role in the realization of a given learning objective. For example, the defect classification objective is realized by hint, retrying and defect type selection game elements.

C. Game Flow

The ultimate goal regarding the implementation of the Code Review Serious Game (CRSG) is to accurately simulate a real-world CR scenario while incorporating our learning objectives. In order to achieve this, we designed an interface that is divided into three parts; the editor, help menu and the defect list. This interface can be seen in Figure 2 where the editor is on the right, defect list is on the upper left and help menu is on the lower left.

The code that is associated with a challenge is displayed on the editor in read-only form. This piece of code is manually injected with examples of defects from our defect classification. The players are expected to inspect this code and select the lines containing defects. After the corresponding line(s) is selected, players add it to their defect list and choose a reason for the defect. This process is repeated until no more defects can be detected. The reasons are presented in a nested menu in order to represent the taxonomy provided by the defect classification of Mäntylä et al. [13]. We adapted it by subtracting some subcategories like “timing” and “memory leak” for simplicity which our planned or existing game content would not cover. An example selection from the final taxonomy (that is represented as the nested menu) is illustrated in Figure 3 while all of the options can be seen in Figure 4. After the defect list is completed, the player submits it to get evaluated against the answer key. Then, we calculate player metrics like scores, time spent, number of false positives and number of hints used. Figure 2 shows a screenshot from the last level of the game, after a user has pressed “see answers”.

The guide section is available at any moment during the game, presenting the players with; description of the current level, a guide explaining the items in the defect classification and a general CR checklist. There are five levels in the current version with an increasing order of difficulty. The initial levels focus on evolvability and programming style related defects. As the players proceed, new levels introduce different and more complex defects.

Fig. 1. Mapping learning objectives to game concepts where squares are learning objectives and circles are game elements.
D. Content Creation Challenges

Coming up with realistic CR scenarios in a limited setting, which we present a piece of code or a single file to the player, is a hard task because the players cannot see the rest of the hypothetical repository. In order to create a game with a realistic CR setting, players are not allowed to edit the code in the challenge. Moreover, because of this approach players cannot compile the code. This aspect deprives the players from “experimenting” with the given code piece. The only point players are aware of is that the code given does not produce any compile time errors. This is an important assumption to make, since the code to be reviewed in a real setting must be complete and tested. Therefore, we are not including any defects that would cause compile time errors in our challenges.

Generating appropriate errors that can occur in CR in this limited environment causes the content to move towards very simplistic errors like false comments or indentation related errors. Even though these types of errors are a legitimate part of errors detected during CR, their dominance over more “complex” defects causes the challenges to have a theme resembling “fix the style of the given code” which is not ideal for our use case.

The counterpart of this effect also occurs, making the challenges too difficult or detail oriented. Although the scenario of a harder challenge is more desirable, the level of difficulty needs careful tracking since one of the goals for this game is to be “playable” by students. Therefore, challenges that contain defects related to complex algorithms or index tracing are avoided. Otherwise, the challenges where we aim to create a realistic CR setting turns into a programming skill-oriented exercises. Some challenges can include these types
of “programming skill” oriented challenges but similar to the too simplistic defect scenario, we do not want this element to turn into the dominant theme for our game.

IV. PRELIMINARY EVALUATION

This section describes the preliminary evaluations in three subsections. Section IV-A explains our experiment setting while Section IV-B presents the feedback given by the participants. Section IV-C discusses how the game and the experiment should evolve regarding the feedback given. We shared the raw data of the experiment results online. 1

A. Experiment Setting

Our preliminary experiment consisted of three steps. The process started with a pre-survey asking for the general educational background of the participants as well as their familiarity and confidence level with CR and its related concepts. After this initial step, the experiment continued with the pre-quiz. It consists of 27 questions which range from measuring simple CR related knowledge to interactive questions where a piece of code and some background information are given to the participants. They were then asked to conduct a review and find the defect(s) in the code piece. One of the questions from the quiz is given as an example below.

Q26) Inspect the following code snippet, unfortunately, the author did not test it well. Now, as the reviewer, you must find the defect that the author missed using the provided test case. What is the output of the test case?

```java
public class Case {
    public static void switchCase Primer (int caseIndex) {
        switch (caseIndex) {
            case 0:
                System.out.println("0");
                break;
            case 1:
                System.out.println("1");
                break;
            case 2:
                System.out.println("2");
                break;
            default:
                System.out.println("3");
        }
    }
    // Test Case
    public static void main(String [] args) {
        for (int i = 0; i < 4; i++) {
            switchCasePrimer(i);
        }
    }
}
```

A) 01123 B) 01232 C) 01223 D) 1123

Before starting the game, participants were given a short tutorial on a practice level. Then, all five levels were played till completion. Completion times for the participants for each step are measured and recorded. Participants could make use of the presence of the authors or the internet for their Java related questions.

The last step of the experiment started with the post quiz consisting of the same 27 questions. The aim here was to observe game related effects on the participants’ answers. With a similar approach taken with the quiz, a post survey focusing on participants’ experiences was given. This post survey also included the same questions about CR related concepts so we would be able to observe any changes to the answers provided by the participants. After concluding the experiment, we also conducted follow up interviews with all participants regarding their experiences and feedback for the quiz questions.

All of the seven participants of the experiment are computer science students. Out of these seven participants, four of them were graduate students and three of the are senior year students. These participants are at a higher knowledge level than our target audience for CRSG regarding their software engineering skills therefore they are a good source for getting proper feedback.

B. Feedback From Participants

In this section, we incorporate the interview results with observations from surveys & quizzes, and then discuss everything we have gathered from the experiment under the following subheadings: mistakes, advice and clarifications. Also, Table 1 presents durations obtained from the experiment phases.

**Mistakes:** As with any application, CRSG had some bugs while some of the experiment questions were unclear. Fortunately, none of the complications or bugs blocked participants from answering the questions or playing the game. While conducting the interviews, the interviewees were presented with our answer key for all of the questions asked. Due to some wording problems such as asking for “side effects” of the CR process instead of “side benefits”, participants were confused. With CRSG, the feedback leads us to some poor design elements. In some levels, the defects we used could be explained using different reasons from our defect classification. For example, an array indexing related defect could be explained by both “Algorithm/Performance” and “Data and Resource Manipulation”.

**Advice:** Most of the advice of participants points out the shortcomings of our defect classification. Some participants stated that they would like code examples to be provided for error reasons. Some others stated that it is hard to navigate the user guide, thus it should be introduced in a separate page or exercise. Also, it is stated that the usage of guide inside the browser was inefficient because it required a lot of scrolling. Moreover, some participants thought that the game was too

| TABLE I |
| EXPERIMENT SETUP DURATIONS |
|---|---|---|
| Phases of Experiment | Min. Duration | Max. Duration |
| Pre-Survey | 5 min. | 8 min. |
| Pre-Quiz | 19 min. | 34 min. |
| Play Session | 35 min. | 61 min. |
| Post Quiz | 7 min. | 13 min. |
| Post Survey | 5 min. | 20 min. |

---

1https://figshare.com/s/d102309b6848a53a2d8f
2‘1’ is printed twice since case 0 is missing a break statement.
hard to be finished reliably. A quote from an interview is provided as an example below:

“It was an enjoyable game for learning reviewing and practicing java skills. It could have more levels with smaller increases in difficulty, current version ramps up in difficulty too quickly.”

Confusions: The inconsistencies in the experiment results indicated some confusing points that originated from participants’ unfamiliarity with CR concepts such as review checklists. Also, users were confused about defects covering multiple lines and whether using hints affected their scores during the experiment.

C. Discussion

Since the experiment duration presented in Table 1 is longer than we prefer for a larger scale experiment due to feasibility, we utilized the interview feedback to make some omissions. During the interviews, participants were given a 5-point Likert scale for evaluating each question in the quiz regarding their quality and ability to measure the benefits of CRSG. We assigned a score (1 to 5) to each point in the Likert scale and calculated the average point for each question. The average for all questions is 3.9/5.0 and there are some questions significantly below the average. Additionally, we asked participants to evaluate whether playing the game did or would create a difference in their approach to what is asked for each question in a binary format. We summed their answers for each question and the questions which get 0 or 1 out of 7 are also assumed to be below average. We plan to omit below average questions in our next experiments in both cases. Our intention here is to increase the experiment quality while decreasing the time spent.

Comparing the results of pre & post quiz answers for all participants, it is possible to say that for all questions, at least 1 participant got a higher score from that question. For questions with multiple correct options, the selection of the right choices increased. For example, in the post quiz, we observed that all of the participants were aware that reviewers do not edit source code, although this was not the case before the game. Moreover, one of the quiz questions was asking about what to include while opening a defect during the code review. The game did not have an explicit way of asking about what to include while opening a defect during the game. Participants were given a 5-point Likert scale for evaluating each question in the quiz regarding their quality and ability to measure the benefits of CRSG. We assigned a score (1 to 5) to each point in the Likert scale and calculated the average point for each question. The average for all questions is 3.9/5.0 and there are some questions significantly below the average. Additionally, we asked participants to evaluate whether playing the game did or would create a difference in their approach to what is asked for each question in a binary format. We summed their answers for each question and the questions which get 0 or 1 out of 7 are also assumed to be below average. We plan to omit below average questions in our next experiments in both cases. Our intention here is to increase the experiment quality while decreasing the time spent.

Comparing the results of pre & post quiz answers for all participants, it is possible to say that for all questions, at least 1 participant got a higher score from that question. For questions with multiple correct options, the selection of the right choices increased. For example, in the post quiz, we observed that all of the participants were aware that reviewers do not edit source code, although this was not the case before the game. Moreover, one of the quiz questions was asking about what to include while opening a defect during the code review. The game did not have an explicit way of conveying this information but, since line numbers carried a big role in defect marking and selection phase, participants understood that it was an essential piece of information. However, there were also a small number of negative changes in participants’ answers between pre & post quizzes. During the interviews, we confirmed that these negative effects were due to the long experiment duration. We also aim to eliminate other shortcomings found during the experiment in upcoming versions of CRSG. For example, next version will allow for multiple reasons to be correct for error reason selection. Additionally, we aim to create more and higher quality content for the game to further increase its usefulness as a course assignment. Moreover, we intend to share CRSG and all its related materials with the education community as an open source project to get more feedback.

V. Future Work and Conclusions

In this study, we shared our experiences of creating a serious game which aims to teach the concept of code review. After a review of the related literature, we first determined the learning objectives of the game and then designed the game flow utilizing a defect classification [13]. The game and its companion artifacts were evaluated by seven computer science students. Their feedback will be used as a guide in the next iterations of the game. According to the survey results, majority of the participants evaluated the game as pretty enjoyable while the rest were feeling neutral about it. After we improve CRSG according to the feedback, we plan to integrate the game into the syllabus of an object-oriented software engineering course. The larger number of participants will allow us to further statistically validate our approach.
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