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ABSTRACT

The aim of this paper is to provide insights for better modeling hub location problems to help create a road map for future hub location research. We first present a taxonomy to provide a framework for the broad array of hub location models, and then seek to identify key gaps in the literature that provide opportunities for better models. We provide some new perspectives in several areas, including the historical evolution of hub location research, models for economies of scale, and relevant characteristics of different applications. We also provide a succinct summary of state-of-the-art formulation and solution approaches. We conclude with a set of themes that can be addressed in the future for better modeling hub location problems.
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1. Introduction

Hub location problems (HLPs) provide a rich source of challenging models based on real-world transportation and telecommunications systems. Hubs are facilities of various types that perform switching, sorting, connecting, and consolidation/break-bulk functions for traffic (e.g., passengers, freight or information) between many origins and destinations. HLPs necessarily address the location of hub facilities, but also include network design decisions. Broadly speaking, HLPs consist of locating hub facilities, designing the hub network and of determining the routing of flows through the network, while optimizing a cost-based or service-based objective.

The primary advantages of hub networks stem from (i) lower movement (i.e. transportation or transmission) costs from consolidated flows that exploit economies of scale, especially between hubs, (ii) reduced costs from establishing a sparser network to connect many dispersed origin–destination (O–D) pairs, and (iii) better service from allowing more frequent connections due to the consolidated flows. Real-world examples of hub networks include passenger and freight airlines, less-than-truckload (LTL) and truckload (TL) transportation, postal operations, express shipment and cargo delivery, liner shipping, public transit, and computer and telecommunication networks.

In this paper, we identify some important gaps in the hub location literature and highlight key themes for future research. These key themes include modeling of economies of scale, including time considerations and more complex objectives, better modeling real-world details, selecting formulations and solution approaches, new application areas, and developing insights. We hope this paper provokes a deeper assessment of the choices made to model various HLPs which leads to better models that more accurately reflect real-world hub systems while retaining computational tractability.

Network hub location models include origin/destination (O/D) nodes, hub nodes (to be located), an access network to connect the non-hub O/Ds to hubs, and an inter-hub network connecting the hubs. In hub location models, one key modeling decision is whether to assume the topology of the access and inter-hub networks, or to let this emerge based on the models for the underlying costs, revenues, service, and performance. Another important modeling decision is to properly account for the different link (edge/arc) types, such as for different transportation modes or cable/transmission types, that occur in real-world hub networks.

To provide a framework for the broad array of hub location problems and models, we present a taxonomy in Fig. 1 built around the problem setting, the nature of demand, the objectives and constraints. Consideration of these elements is useful in
building effective models that better reflect the relevant real-world characteristics being modeled. The problem setting for HLPs is a fundamental driver for the modeling decisions. Key features of the problem setting include the context (transportation, telecom, single or multiple transportation modes, etc.), whether for a single firm or a competitive setting, whether in the private or public sector, etc. Given the wide range of applications and problem settings, building a single model that handles well all features of HLPs is unrealistic.

The nature of the demand for service is a key aspect of modeling HLPs for various settings. In HLPs, each element of the demand is a request for service for a specified O–D pair; e.g., transportation of a given amount of freight, passengers, or information from a specified origin to a specified destination, possibly via hubs to be located. O–D pairs are allocated to one or more of the hubs being located, where the hubs are intermediate points that provide a desirable service (e.g., consolidation or sorting of the flows) along the O–D flow paths. Demand may be categorized as deterministic or uncertain, static or dynamic, splittable (i.e., some O–D demands may be split to follow different O–D paths, as for packet switching in telecom) or not, and integer (e.g., freight may be packed in large containers transported as unit loads for all or part of an O–D trip) or not.

Objectives in hub location models address economic or service measures, with cost (or a weighted distance) minimization being the most common. However, there are models with objectives related to profit, competition (e.g., maximize market share captured), reliability, congestion, robustness, environmental performance and equity. Note that traditional service measures for center and covering problems can have multiple interpretations in HLPs, such as minimizing the longest O–D path length, or minimizing the longest arc in any path. Multi-objective models or broader measures like utility may better reflect real-world considerations, though at an increase in the complexity of modeling and computation.

Constraints are essential in hub location models to delimit the allowable activities and operations, as well as the design of the network itself. These are generally derived directly from the real-world setting, such as for vehicle or facility capacities. However, constraints also arise indirectly as with topological restrictions captured in variable definitions (e.g., single allocation access networks), or by modeling a level of service goal (e.g., seeking shorter flight times by using hop constraints to limit the number of hubs in an O–D flow path). Due to the intermediate nature of hubs in O–D paths, their capacities can be modeled as the flow moving through, entering, or leaving the hub. Arc capacities are important in some settings, and may be measured in terms of vehicles or frequencies, or simply flow units. Note that capacities will generally depend on the available equipment and infrastructure (e.g., airport gates, roads, sorting equipment, communication links, vehicles, etc.) and capacities should have time dimensions to reflect the resources being used (e.g., packages per hour that can be processed), though these are often not explicit in hub location models.

Network topology constraints (or assumptions) are commonly used to force certain topologies (e.g., single allocation of non-hubs to hubs), often as a proxy for some aspects of service or cost. The topology of the inter-hub network (e.g., complete, tree, ring, etc.) is especially important to reflect the cost and service aspects of establishing the network, as well as the reduced costs from consolidation of flows between hubs. Hub location-routing models include constraints on routing aspects to model multi-stop collection and distribution routes at hubs. Finally, budget constraints are used in a variety of ways, such as exogenous limits on the number of hubs or number of vehicles, or on various aspects of system costs.

Service in real-world hub systems can usually be viewed in terms of customer satisfaction (with dimensions such as price and quality) and/or time (e.g., delivery time(s), delays, etc.) though broader operational or performance metrics such as late arrivals, congestion and waiting times (e.g., from queueing), or reliabili-
ity can also be relevant. Service is commonly modeled via constraints, (e.g., maximum or average delivery time, hop constraints for paths), but it can also be an objective, as for center and covering problems (or maximizing utility). Note that using constraints and assumptions to enforce certain features in hub location models can create unintended consequences and unnecessarily limit the response of the model to varying inputs. One important example of this is how assumptions in the classic HLPs often lead to improper modeling of economies of scale. This is very important as economies of scale often provide a major reason for adopting hub-and-spoke network designs; thus, the issue of modeling economies of scale is addressed in some detail in Section 3.

In practice, hub networks are determined by, and evolve in response to, economic and service pressures, so one goal of hub location research should be to replace artificial assumptions and constraints with better models for cost and service. This will allow the fundamental cost and service performance to drive the design of the network, including location of hubs. Thus, a key question for better modeling HLPs is how to properly model the costs and service. Within this question are important sub-questions about: (i) How to handle time dimensions of cost and service, (ii) How to allocate costs to nodes and arcs (or vehicles) in the models, and (iii) How to model the time spent at nodes and arcs. In real-world hub systems there are capital costs and operating costs. Capital costs are incurred for facilities, equipment, network infrastructure, and vehicles, and these are usually reflected in fixed costs for establishing (locating) hubs, for establishing connections between nodes, and for acquisition of vehicles. Operating costs are incurred for labor (for handling, driving, etc.), fuel and maintenance, and these are reflected in transportation costs, and material (or passenger) handling costs. These costs may be combined in an objective or used in budget constraints.

The time dimension of demand is another area that needs more careful attention in model building, as time is an essential aspect of transportation and logistics, as well as telecommunications (though on a different scale), that is linked to both service levels and financial measures. Hub location models typically and importantly require a coordination of flows across time to allow for efficient consolidation, switching and sorting. Demand in HLPs is generally presented as a set of numbers, one for each O-D pair, without detailed explanation of the represented time frame. This implies a common time period for all O-D pairs, so HLPs are generally solved for a single time period (e.g., month or year) which is presumed to repeat. Yet, demand is necessarily a rate in units of flow per unit time (e.g., passengers or tons per week), and it is generally dynamic in practice, especially over longer time periods (e.g., air passenger travel and freight shipment patterns vary widely, though somewhat predictably, throughout the year). Furthermore, the operations in a hub network occur on a relatively small time scale (e.g., hours or seconds), as movement on arcs consumes time for transportation or transmission, and the key activities to consolidate and connect traffic at hubs necessarily involves temporal coordination of incoming and outgoing flows. This time dimension has rarely been dealt with in the literature on hub location and we address this further in Section 3.

To this date, most papers on hub location are oriented to the design of airline, cargo delivery and telecommunications networks. These applications are rich enough to span a very large number of papers. However, new applications are appearing, in completely unrelated areas, and in our view, the models and mathematical methods developed for applications in transportation could enrich other fields, extending even to neuroscience (Esfahiani, Bertolero, Bassett, & Betzel, 2020). We review the particularities of some known applications and propose some extensions in Section 4.

Proper modeling of the economic aspects, network constraints, practical aspects of old and new applications, and service needs, require a huge effort dedicated to innovative modeling and development of solution methods. Further complexity is introduced by the practical need to model dynamics, as with changing capacities over time in response to changing demands (e.g., to reflect seasonal shipping and travel patterns), or disruptions. While impressive progress has been made in optimizing (often idealized) mathematical models of HLPs, we believe there are still great opportunities for significant contributions, especially from developing and solving better hub location models. We present a succinct summary of promising formulations and solution algorithms in Section 5.

The goal of this paper is not to provide a comprehensive survey of past hub location research, as there are several good reviews and surveys (e.g., Alumur & Kara, 2008; Campbell & O’Kelly, 2012; Contreras, 2020; Contreras & O’Kelly, 2019; Farahani, Hekmatfar, Arabani, & Nikbakhsh, 2013). While our goal is more forward looking, we do briefly note below some recent publications (since the surveys above) to show the very wide range of activity in the field.


Some new applications have also been addressed in the recent literature. Dukkanici, Peker, and Kara (2019) introduce the green hub problem, Mirzapour-Kamanaj, Majidi, Zare, and Kazemzadeh (2020) address energy transmission hub networks, and bike-and-ride hub systems are addressed by Tayassoli and Tamannae (2020). Hub systems for medical applications are important including in drone delivery networks (Macias, Angeloudis, & Ochieng, 2020), to access medication treatment for opioid use disorders (Miele et al., 2020; Reif, Brolin, Stewart, Fuchs, & Mazel, 2020), and in identifying structures in functional brain networks (Esfahiani et al., 2020). This very broad range of newer applications indicates the power of HLPs and the need for more and better models.

The remainder of this article begins with some historical perspectives, and then includes discussions of modeling economies of scale, application-related issues, and state-of-the-art formulations and solution approaches for HLPs. The article concludes with a summary that highlights key areas for future research.

2. A historical perspective

Some perspectives on the origins of hub location research can help clarify key features that persist in today’s models. The beginning of hub research was with planar models (O’Kelly, 1986), originally presented at ISOLDE III, 1984 (see http://isoldeconference.org/), though discrete approaches quickly became predominant. O’Kelly (1987a) designed a discrete model for a HLP based on the p-median problem, which is not surprising from a geographer familiar with the seminal paper by Re Velle and Swain (1970). By adapting the existing p-median constraints, and developing an objective function to account for the interaction between facilities, this hub location model was naturally viewed as single allocation, which is a characteristic of p-median optimal solutions. These early
ideas were also influenced by the multi-facility location problem (where there are flows between facilities) and the location of cluster centroids, as well as the quadratic assignment problem (QAP) (e.g., Snickars, 1978) and quadratic knapsack problem. A key new feature of HLPs was that the optimal flows between hub facilities depend on how the O/D are connected to the hubs. While these first hub location models certainly are rather straightforward, single allocation hub location models with a complete inter-hub network continue to provide interesting challenges and extensions in the literature (perhaps because of their interpretation as a binary quadratic program).

The early stages of hub location research developed methodically with systematic extensions to hub versions of the traditional facility location problems, including fixed cost models (O’Kelly, 1992) and ideas that reflect adaptation of various heuristics (GRASP, tabu-search, genetic algorithms, etc.) to the problem. The accumulation of these various extensions led ultimately (after some years) to hub location models becoming accepted as a class of important and distinctive problems in location theory. Early reviews of hub location research include O’Kelly and Miller (1994), Campbell (1994b), Klinewicz (1998), and Campbell, Ernst, and Krishnamoorthy (2002), and the first special journal issue on hub location appeared in Location Science in 1996 (vol. 4(3)). The second special journal issue on HLPs appeared in 2009 in Computers & Operations Research (vol. 36(12)), and a special section was published in 2019 again in Computers & Operations Research (vol. 104).

The early hub location models provided some interesting conceptual insights regarding allocation and quadratic objectives from links to related problems. The nearest facility allocation property that aids in the solution of many location problems, unfortunately, cannot be relied upon for HLPs, as the allocation decision for an O/D node depends on all the O–D flows associated with that node. However, because spatial interaction tends to exhibit a distance decay effect, allocation to the nearest hub may provide a good approximation (a property used in some heuristics). The non-convexity of the hub location (cost) objective function in quadratic formulations of hub models adds complexity, but also provides a linkage to well-studied quadratic problems, where advances in formulation and solution may help in solving large instances of hub location problems.

Multiple allocation HLPs arose with Campbell’s binary linear programming model (presented at ISOLDE V in 1990, and Campbell (1992)), building off of ideas for many-to-many distribution (e.g., Daganzo, 1987). Multiple allocation hub location models allow each non-hub O/D to send and receive from multiple hubs, and from a node pair perspective this does produce the “nearest allocation” property (in an uncapacitated environment), as each O–D pair is optimally allocated to the least cost hub pair (including single node hub “pairs”). Consequently, O–D routes are shortest paths in the network, which makes multiple allocation variants easier to solve than the analogous single allocation HLPs.

The early MIP formulations were often designed more for clarity and exposition, than for computation efficiency. However, a key modeling advance was the multimodality flow models of Ernst and Krishnamoorthy (1996, 1998a, 1998b, 1999). Another interesting early paper (perhaps ahead of its time) was the airline network design model of Jaillet, Song, and Yu (1996) that considered multiple aircraft types, and rather than explicitly deciding on hub locations allowed hubs to emerge from the optimal flows of different types of aircraft. In a different application, the review by Klinewicz (1998) collected early research on telecom and computer communication hub networks.

Planar hub location problems also contributed to early modeling insights in several ways including minimax planar location (O’Kelly, 1987b; O’Kelly & Miller, 1991) (e.g., visualizing the ellipsoidal service “ radii” of hub pairs in minimax location in the plane). The planar “round trip location problem” (Drezner & Wesolowsky, 1982) also provided a useful algorithm for the planar hub covering problems, though multi-facility planar hub covering remains challenging; see Sim, Lowe, and Thomas (2009) for an interesting perspective.

Some ideas from the earliest works have still not been fully explored, such as the linkage between the demand and how well the O–D nodes are serviced by the hubs (in a solution). This type of elastic response is typically omitted in models, though Taner and Kara (2016), Han and Zhang (2013), O’Kelly, Luna, de Camargo, and de Miranda (2015), and Lier-Vilagra and Marianov (2013) have contributions in this area. Also, single allocation formulations may benefit from more deeply exploring connections to the semi-assignment problem polytope (e.g., Saito, Fujie, Matsui, & Matuura, 2009), and properties of the distance metric (e.g., see Meier & Clausen, 2017).

3. Modeling economies of scale in hub location

Because economies of scale are a key motivation for hub networks in transportation and telecommunications – and many of the fundamental (and early) hub location models poorly capture economies of scale, this section provides details on this key modeling decision. Consolidation of flows to provide economies of scale can be a raison d’etre for hub networks, but economies of density and economies of spatial scope are also important. Basso and Jara-Díaz (2006a,b) and Jara-Díaz, Cortés, and Morales (2013) distinguish economies of density as the reduction in cost per traffic unit due to an increase in traffic density while the route structure of the network remains unchanged, while economies of scale is similar, but without the assumption of a fixed route structure. Also, economies of spatial scope can be defined as unit cost reductions due to the addition of new services or new O–D pairs.

For a given set of O–D demand, moving from a network in which O–D flows are sent directly between every pair of nodes (a complete network) to having flows sent through a hub network in any of its variants allows achieving economies of scale just by changing the route structure. In such networks, the consolidation of flows increases the traffic density in some (or most) route segments. For a transportation setting, this greater traffic density allows using larger and more cost efficient vehicles (e.g., aircraft or trucks) – with appropriate trip frequencies. The reduction of unit costs comes from sharing fixed costs over more units of demand (e.g., passengers), and possibly from using vehicles with lower variable costs. Additional benefits of hub networks can come from increasing the frequencies of service on links (as a result of higher traffic density), and a better traffic balance across the network. Further, hubs can concentrate administrative and technical resources, reducing the investment, operational cost and inventories. Based on empirical evidence, Johnstone and Ozment (2013) found that economies of scale do exist in the USA airline industry. A drawback of hub networks is that hubs can be expensive, routes are not direct, and transshipments/connections are required.

In this section we concentrate on modeling economies of scale for transportation HLPs, a topic that had drawn repeated attention over the past two decades (e.g., Alumur, Kara, & Karasan, 2009b; Bryan, 1998; Camargo, de Miranda, & Luna, 2009; Campbell, 2013; Campbell, Ernst, & Krishnamoorthy, 2005a; Campbell, Ernst, & Krishnamoorthy, 2005b; Kimms, 2006; Martín de Sá, Contreras, & Cordeau, 2015a; Martín de Sá, Contreras, Cordeau, Camargo, & Miranda, 2015b; O’Kelly & Bryan, 1998; Tanash, Contreras, & Vidyarthi, 2017). The original hub location models considered a single firm locating hubs to provide service to all O–D demands, an inelastic demand, and only variable costs on route segments or arcs. In classic single and multiple allocation models, cost mini-
mization resulted in complete inter-hub networks. The cost model included a known “regular” unit cost of traffic corresponding to that of transporting low volumes of traffic on the spokes in the access network, and a discount $0 \leq \alpha \leq 1$ applied to the regular unit cost for all inter-hub traffic. As a result of consolidation, all hub arcs connecting hubs (i.e. the inter-hub network) were assumed to carry a large amount of traffic, and this assumption was reflected in presumed economies of scale via a discount on these arcs. The flow on all spokes (i.e. allocation arcs) in the access network was assumed to be low, so these unit costs were never discounted. By definition, there was no threshold defining high and low traffic from the point of view of costs (though Campbell, 1994a, did introduce minimum flow thresholds for the spokes).

This simple cost model allowed formulating tractable, but still often computationally intensive, hub location models that have been (and continue to be) the basis for much of the research in the field. Fig. 2 depicts the cost functions used in these models, for each arc, where the slopes of the two lines represent respectively the regular unit cost (e.g., cost per ton-mile of passenger-mile) for the access network (i.e. spokes) (upper line with slope $c_g$) and the discounted cost for the inter-hub network (i.e. hub arcs) (lower line with slope $\alpha c_g$). A common interpretation is that these two lines result from using two sizes of vehicles, with small vehicles limited to the access network and large vehicles limited to the inter-hub network. The pairing of the two cost lines with the two network components is fixed by assumption, as there is no level of flow for an arc at which the cost line would switch. Because the unit cost in this basic model is independent of flows, the model does not reproduce economies of density.

In optimal solutions of such models, it is quite often the case that some of the inter-hub links with a discounted cost rate carry a low level of traffic, while some spokes (all presumed to not have a discounted cost rate) carry a (very) high level of flow. This simple cost model is clearly not true in practice, as it would be uneco-

nomical to dispatch a partially filled large vehicle when a lower cost small vehicle would suffice. Further, sending a partially full vehicle would not provide the same unit cost in practice as sending a completely full vehicle. Similarly, sending multiple full small vehicles (on a spoke) is uneconomical compared to sending one large vehicle. This illustration highlights the importance of frequency of service and scheduling considerations for HLPS, which are absent from basic hub location models. Note that a low rate of flow could be accumulated over time to create a full large vehicle load, which would be infrequently sent, so this has clear consequences for consolidation opportunities.

In summary, the abstractions and assumptions in the classic hub location models often produce poor models of economies of scale, and also obscure important “time” issues of scheduling and vehicle use. The consequence of using these models is a mismatch of costs and flows as the optimal solution is a complete inter-hub network of discounted cost hub arcs, regardless of the flows on the arcs!

One method proposed to improve the model of economies of scale, while retaining the same two separate cost functions in Fig. 2, is the use of an incomplete inter-hub network (e.g., Alumur et al., 2009b; Campbell et al., 2005a; Contreras, Fernández, & Marín, 2010; Martins de Sá, Camargo, & Miranda, 2013). An incomplete hub network tends to reduce the number of low-traffic inter-hub arcs, though it may produce a network with more circuitous flow routings that is less suitable for passenger (and high service level) settings.

Another method proposed to improve modeling of economies of scale uses a nonlinear cost function of the flow on a link, represented as a gray curve in Fig. 3 (Bryan, 1998; O’Kelly & Bryan, 1998). The curve can be approximated by a piecewise linearization as shown by the black line segments in Fig. 3 representing two modes or technologies (e.g., small and large vehicles). This modeling approach reflects the use of large vehicles (with discount $\alpha < \beta_1$ only for the large traffic flows, although economies due to the increase in occupancy of small vehicles could be lost unless there is a large number of linear segments (e.g., representing different load levels of the same vehicle). The threshold between lines is a consequence of the formula for the nonlinear curve, as opposed to a threshold computed using the real costs of each type of vehicle. Note that some research uses nonlinear cost functions directly (e.g., Horner & O’Kelly, 2001). Racunica and Wynth (2005) also use a generic concave curve for inter-hub arcs for locating intermodal freight hubs. The difference is that their concave curve intersects the linear regular cost, as shown in Fig. 4. This feature aims at representing an efficiency threshold up to which the
inter-hub cost is higher than the regular cost, and above which discount is applied.

This nonlinear curve shows how marginal costs decrease, as vehicle load increases. For a model with strategic purposes, however, the nonlinearity may introduce more difficulty than it does improve the match to reality. Furthermore, these curves are not the best representation of a system with different types of vehicles.

An alternative linear cost model with a threshold for switching cost lines (e.g., vehicles) is shown in Fig. 5 (see Podnar, Skorin-Kapov, & Skorin-Kapov, 2002 and Cunha & Silva, 2007). Here the fixed cost discount $\alpha$ applies only when traffic on the link exceeds the threshold. (Note that a shipper could artificially inflate their traffic to lower the costs, which can be a valid strategy.) This cost model allows either large or small vehicles to be used on any link, based on the level of traffic. This cost model, as well as that in Fig. 2, is suitable for the case in which a third party provides transportation service, as the absence of fixed costs as well as volume discounts are common in this case.

Kimms (2006) proposes a more detailed cost model including fixed costs, as shown in Fig. 6 when there are two types of vehicles. Large vehicles have a high fixed cost ($f^L$) and low unit cost ($v^L$), shown in solid gray, and small vehicles have low fixed cost ($f^S$) and high unit cost ($v^S$), shown in dashed gray. Generally, $f^L > f^S$ and $v^L < v^S$. Fixed vehicle costs are incurred every time a new vehicle is added to the route. In Fig. 6, for low traffic levels, one small vehicle is used, and then as the flow increases, the fixed cost of the vehicle is shared among more flow units (e.g., passengers), resulting in economies of density. When the capacity of a small vehicle is reached, a second small vehicle is added, with the corresponding fixed cost that produces the step in the small vehicle cost curve. In the setting shown in the figure, when the flow exceeds the capacity of approximately one and a half small vehicles, it is lower total cost to use one large vehicle. Above this level of flow various combinations of large and small vehicles may be best; though as the figure shows there could be higher flows for which a set of only small vehicles is best.

The cost model in Fig. 6 is readily applicable to the fleet mix problem in which a fleet of vehicles is to be chosen to carry a known amount of demand (as implemented in Serper & Alumur, 2016). However, it is less appropriate for the more practical fleet mix problem with changing levels of demand, given how the optimal mix of vehicles on a link changes with the demand, thus leading to possibly very frequent changes throughout the network. Also note that the cost model is independent of any detailed scheduling, but it effectively assumes that on a leg or route segment, there may be several vehicles departing at the same time or within short time periods. In practice, specified service frequencies and scheduling to coordinate operations at hubs are important (e.g., to provide for consolidation or reduce passenger waiting times).

As earlier, this highlights how the cost model links to the issues of both scheduling and frequency of service. Masaeli, Alumur, and Bookbinder (2018) provide integrated models that include shipment scheduling to determine the number of dispatches of different types of vehicles between hubs, as well as the time period to dispatch each vehicle from a hub. Along a different line, some researchers have chosen to design transportation networks with explicit consideration of economies of scale, but without explicitly locating hubs (e.g., Jaillet et al., 1996, and Podnar et al., 2002). Furthermore, a simpler version of the costs represented in Fig. 6, namely hub networks with modular arc capacities, have been proposed by Rostami and Buchheim (2015), Hoff, Peiro, and Corberán (2017), Meier (2017), and Tanash et al. (2017).

Transportation hub location researchers have generally taken a strategic approach that effectively models a single time period and ignores the vehicles that transport the flows. While there are some multi-period hub location models (e.g., Alumur, Nickel, Saldanha-da Gama, & Sercerdin, 2016; Contreras, Cordeau, & Laporte, 2011b; Gelareh, Monemi, & Nickel, 2015), these still do not address the issues of service frequency and synchronization. In developing better models for HLPs, several issues should be kept in mind.

1. Modeling of economies of scale for network design (strategic) purposes requires further research, as the simple models (e.g., Fig. 2) that are solvable in reasonable times do not represent adequately these economies, while the improved models of Figs. 3–6 are difficult to solve. A promising approach to overcome this increased difficulty is to use linear approximations of different cost models that either minimize some measurement deviation between the original (nonlinear) cost model and its linear approximation or provide a performance guarantee in the quality of the approximation. Fard and Alfandari (2019) have obtained promising results in this direction when considering specific generalized linear cost functions to approximate step-wise cost functions. Lüter-Villagra, Eiselt, and Marianov (2019) have applied metaheuristics to concave and convex cost curves of several segments.

2. Even the more sophisticated model shown in Fig. 6 disregards the fundamental issue of service frequencies. Ideally, one would choose both vehicle types and frequencies, and hub locations and network designs together (see for example Masaeli et al., 2018; see also the service network design literature). A good review can be found in Danach (2017). This is a very complicated problem, because the travel frequencies on inter-hub arcs depend on the frequencies on spokes feeding the corresponding hubs and, since the allocation and location decisions are not known beforehand, travel frequencies cannot be determined a priori to be used for the network design. Also, the traffic on a specific arc is usually comprised of non-stop, 1-stop and 2-stop
flows, and these flow components may deserve different treatments. For example, consider the air passenger flow originating from non-hub city Boston on the Boston-New York (spoke) arc. This may include a large non-stop flow ending at the hub at New York, a 1-stop flow bound for a second hub in Denver, and a 2-stop flow that travels via New York and Denver to its destination of Las Vegas. The large non-stop Boston-New York flow might be sent in small planes at a high frequency (e.g., hourly), while the 1-stop Boston-Denver flow is sent to the New York hub in two waves (am and pm), and the 2-stop Boston-Las Vegas flow is sent to New York in a single wave. Further, these waves need to be synchronized across all the hubs and nodes to facilitate connection and consolidation throughout the network.

3. Once a hub network is established, it is possible to add new origins and destinations at a reduced cost, since this new traffic can use many of the resources already deployed. In this case, there are economies of scope, since the company owning (or using) the network can open the new routes at a lower cost than its competitors. Finally, while models with fixed costs on arcs have been addressed (e.g., O’Kelly, Campbell, Camargo, & Miranda, 2014; Tanash et al., 2017), more work is needed on the problem of building a network with fixed costs per unit of distance on route segments (as for digging trenches and laying cable, constructing roads, railroads, or pipelines); see the related problem in Marianov, Gutiérrez-Jarpa, Obreque, and Cornejo (2012).

4. Applications of hub location problems

This section discusses several application areas of HLPs, first focusing on classical applications that were primarily motivated by airline, cargo delivery and telecommunications networks. We then describe additional modeling challenges for other applications in an “Extensions” subsection.

4.1. Classical application areas

HLPs were originally motivated by applications from airline, cargo delivery and telecommunications networks. Even though the concept and the need for hubbing is similar in all of these applications, the nature of the flows (people, freight, or data) creates important distinctions.

Passenger airline networks have long been a prime application area for hub location models. Because the demand in these systems is people making individual choices and who prefer not to wait, most real-life airline networks use a multiple allocation access network. Each O-D pair is then served by the “best” (e.g., fastest or lowest cost) route though the set of hubs. Even though multiple allocation is used in airline systems, a detailed examination of the networks shows that the non-hub nodes are often allocated to only a few hubs, as in allocation models (Corberan, Landete, Peiro, & Saldanha-da Gama, 2019; Yaman, 2011). Also, the design of incomplete inter-hub networks can be important (Alibeyg, Contreras, & Fernandez, 2016; 2018; Alumur et al., 2009b; Campbell et al., 2005a; 2005b). Note however that some airlines, especially low-cost carriers, provide point-to-point (non-stop) services instead of a hub-and-spoke structure (Alibeyg et al., 2016; Cook & Goodwin, 2008; Taherkhani & Alumur, 2019). In this case, only O-D pairs with sufficient traffic will have flights, so some O-D pairs may not be connected. While hubbing can occur in these networks (“hubbing by coincidence”), the scheduling of operations and facilities is not designed for easy connections (e.g., short waits and baggage transfers).

Cargo (or freight) delivery, systems transport goods (not people) and often use a single allocation structure, due to the greater time flexibility that allows longer O-D paths, economies of scale for sorting, and managerial ease. While passengers traveling between two cities prefer faster (more direct) and less expensive routes, goods are indifferent to the route they travel, so there is flexibility in selecting a route, as long as the service level is met (e.g., next day delivery by noon). This allows freight carriers to use more circuitous routes that may increase travel distance or time (versus a more direct O–D route) to allow savings from consolidation and economies of scale. While the shipper and receiver (consignee) do not care about the details of the O–D path followed by their cargo, as long as it arrives when expected, the routing details are a great concern to the cargo carrier, as those determine the cost and service/performance (and thus revenues). Using single allocation allows a specific hub to process all the incoming and outgoing cargo of each city (spoke), and also increases the flows on the access network links which can reduce costs from economies of scale. Also, note that the inter-hub networks of cargo companies tend to be rather sparse, so incomplete networks are relevant (e.g., Mohktar, Redi, Krishnamoorthy, & Ernst, 2019; Tanash et al., 2017). To ensure cargo is not “late”, hub location models for cargo applications often include constraints to ensure desired service levels (e.g., Alumur & Kara, 2009a; Tan & Kara, 2007; Yaman, Karasan, & Kara, 2012). Another distinguishing factor in some cargo applications is the use of intermediate stops in the access network connecting O/Ds to hubs, often called stopovers or feeders, (see Kuby & Gray, 1993).

Design considerations for telecommunications systems are different than for transportation, because there is no physical commodity or vehicles and for these systems hubs may be routers, switches, concentrators, etc. (Klinewicz, 1998). Furthermore, because the number of potential O-D pairs is often far too large for direct connections, some form of hubbing is required. One distinguishing factor of telecommunication systems is the dominance of the fixed infrastructure cost of links and hub facilities over the variable per unit flow costs. Thus, models need to include design decisions on both the hub nodes and the links to deploy, as well as flow decisions for using the network. Generally, telecommunication systems are studied based on the considered network topology of the hub-level and (local) access networks. For instance, tree-star hub networks arise in the design of digital service networks, where hubs are connected with fiber optic links and due to their high setup cost, tree topologies are usually considered to minimize the number of required links while providing connection services between customer sites (Contreras, Fernández, & Marín, 2009b; 2010; Lee, Lim, & Park, 1996; Martins de Sá et al., 2013). Star-star hub networks arise in the design of satellite communication networks, where homing stations (hub facilities) are used in combination with terrestrial and satellite links to connect node pairs (Helme & Magnanti, 1989; Yaman, 2008; Yaman & Elloumi, 2012). Another commonly studied network topology in telecommunications is the ring-star hub network, which addresses reliability concerns by allowing 2-connectivity between node pairs (Contreras, Tanash, & Vidyarthi, 2017; Lee, Ro, & Tcha, 1993). For recent examples with ring networks, see Rieck, Ehrenberg, and Zimmermann (2014), Rodrigues-Martín, Salazar-González, and Yaman (2016), Dukkanci and Kara (2017), and Kartal, Krishnamoorthy, and Ernst (2019). There has also been hub location research in several areas in addition to the original settings of airline, cargo delivery, and telecommunications. Hub network design is an important concern for liner shipping and Zheng et al. (2020) studied the impact of the location of hub ports on the liner shipping networks. Hub networks can arise also in public transportation planning, in particular in the design of rapid transit systems and highway networks (see, for instance, Contreras et al., 2009b; Contreras et al., 2010; Martins de Sá et al., 2015a; Martins de Sá et al., 2015b; Zhong, Juan, Zong, & Su, 2018). Network planners are often interested in extending current
transport options by constructing new highways or express lanes, or new rapid transit lines, and the many-to-many nature of O–D demand often leads to a hub configuration. Another transportation extension is in “city logistics”, especially with the growing interest in sustainability issues. For example, “satellite” terminal facilities around a city might be viewed as hubs, with warehouses or factories being the origins and other businesses in the city being destinations; (e.g., Morganti & Gonzalez-Feliu, 2015 provide an example for food distribution to hotels, restaurants, and retail chains in a city via food hubs). Hub networks are also relevant in humanitarian logistics, as for biomedical sample transportation (Smith, Cakébreed, Battarra, Shelbourne, & Cassim, 2017) or for primary health-care delivery (Lee, Rammohan, & Sept, 2013) in rural regions in Africa.

A novel application of HLPs is in the analysis of brain connectivity networks. Neuroscientists have shown that some regions in the brain play a hub role, acting as intermediary areas for the transmission of signals between other regions (Esfahlani et al., 2020; Oldham & Fornito, 2019). Although some studies have used analytical tools such as graph theory to identify hub regions in brain connectivity networks (Bassett & Sporns, 2017), to the best of our knowledge the work of Khanijov, Elhedhli, and Erenay (2020) is the first to employ a hub location model of the brain.

4.2. Extensions

The classical hub location applications have been extended in a variety of ways to better tailor the models to particular application settings. Hub network design for bike and ride systems has been studied in Tavassoli and Tamanne (2020). In energy management, Abotyes-Ojeda et al. (2020) provides an example for a hub-and-spoke network design problem encountered in biofuel supply chains. Finally, HLPs have been extended to include sustainability issues, with Dukkanci et al. (2019) examining carbon emissions from routing in a hub location model. In passenger airline hub location models, the emphasis on high service levels (e.g., a high value of time) and competitive pressures (especially from low-cost carriers), has led to models that allow direct connections between (certain) O–D pairs. This high level of service comes at a higher cost (from lower traffic levels with less consolidation via hubs), so pricing these flights becomes an important additional decision (Lüer-Villagra & Marianov, 2013; O’Kelly et al., 2015). Competition poses additional challenges for airlines (and in many applications) and game theoretical approaches have been utilized in various hub location models (e.g. Araújo et al., 2020; Gelareh, Nickel, & Pisinger, 2010; Lin & Lee, 2010; Mahmu-dogullari & Kara, 2016; Marianov, Serra & Re Velle, 1999). An alternative to competitive pricing is a collaborative perspective as in Fernández and Galgambro (2020).

Cargo companies usually provide several types of services, such as same-day delivery, next-day delivery, standard delivery, etc. These different service types should be considered while designing the hub network, and a company serving a large geographical area may utilize multi-modal transportation (e.g., both air and ground) to effectively provide these services (e.g., Alumur, Kara, & Karasan, 2012a; Racunica & Wynter, 2005). Because of the multiple service levels and different transportation modes, cargo application may require a hierarchical approach that treats each service type for an O–D pair as a commodity. Each commodity can then travel through its best route that obeys the specific service requirements for that commodity. Hierarchical networks may include several layers of nodes (e.g., ODs, ground hubs, air hubs), with distinct topologies (e.g., stars, rings, etc.) connecting nodes in each layer, and connecting nodes between layers (e.g., Alumur, Yaman, & Kara, 2012b; Bernardes Real, O’Kelly, de Miranda, & de Camargo, 2018; Yaman, 2009). Multimodal hub networks might also include unmanned aerial vehicles (UAVs) (drones) where UAV range limits due to battery life provide an added challenge; see Macias et al. (2020) for a study of UAVs delivering medical supplies.

Note that changing modes in a multi-modal hub environment may require more complex unloading/loading activities, along with synchronization. Synchronization is also an issue for passenger hub networks to reduce passenger waiting times at hubs. However, such synchronization of the incoming and outgoing flows at hubs is not often included in hub modeling, and because synchronization is effectively vehicle-based, hub network modeling should consider vehicle and time aspects of operations. One approach, based on “latest arrivals”, was presented by Kara and Tansel (2001), and later led to radius type formulations for hub center and covering problems (Ernst, Hamacher, Jiang, Krishnamoorthy, & Woeinger, 2009; Ernst, Jiang, Krishnamoorthy, & Baatar, 2018; Hamacher & Meyer, 2006).

Congestion and reliability issues are also important for passenger and cargo delivery applications due to the additional costs (and waiting), and this can be incorporated in the network design stage, usually through nonlinear models and decomposition methods (e.g., Alumur, Nickel, Rohrbeck, & Saldanha-da Gama, 2018; Camargo & de Miranda, 2012; Camargo, de Miranda, & Ferreira, 2011; Elhedhli & Hu, 2005; Grove & O’Kelly, 1986; Najy & Diabat, 2020). Reliability can be a major factor for both telecommunication and transportation applications (An, Zhang, & Zeng, 2015; Azizi, Chauhan, Salhi, & Vidyarthi, 2016; Kim & O’Kelly, 2009; Mohammadi et al., 2019; Rostami, Kämmerling, Buchheim, & Clausen, 2018; Tran, O’Hanley, & Scaparra, 2016). Considering reliability for hubs and/or hub arcs has led to several protection and interdiction models (Azizi et al., 2016; Ghaffarinasab & Atayi, 2018; Ghaffarinasab & Motallebzadeh, 2018; Lei, 2013; Ramamoorthy, Jayaswal, Sinha, & Vidyarthi, 2019).

Extending HLPs to hub location-routing problems allows multi-stop routes in the access network connecting hubs and non-hubs. Hub location-routing problems combine two challenging problems, with differing time scales, and are of much subject research (e.g., Bernardes Real, Contreras, Cordeau, de Camargo, & de Miranda, 2020; Camargo, de Miranda, & Lekketangen, 2013; Catanzano, Courdin, Labbe, & Ozszy, 2011; Kartal, Hasgul, & Ernst, 2017; Rick et al., 2014; Rodríguez-Martín, Salazar-González, & Yaman, 2014; Yang et al., 2019). HLP models have been extended to consider sustainability issues, with Dukkanci et al. (2019) introducing the green hub problem, and Parsa, Nookabadi, Flapper, and Atan (2019) considering cost and two pollution objectives for a multi-objective “green aviation” HLP.

There are also areas of potential new applications for HLPs beyond transportation including social media networks, which can involve large scale multi-layered network design problems with the potential of re-routing and controlling the O–D traffic. The rapid expansion of wireless and mobile networks can provide new opportunities for large scale hub modeling, as do the developments with IoT (Internet of Things) networks on a smaller scale.

5. State-of-the-art formulations and solution algorithms

In this section we provide a concise overview of the most important mathematical programming formulations for HLPs. We start by describing commonly considered modeling assumptions and associated properties and discuss how these impact the formulation of HLPs. We then present several formulations for both single and multiple allocation variants, which have as key decisions the location of a set of hub facilities and the allocation of O/D nodes to these facilities. A key feature of such HLPs is that most design and routing decisions are implicitly determined by the assumptions made on the cost structure and the allocation pattern. We then focus on more general class of problems, denoted
as hub network design problems (HNDPs), which explicitly consider network design decisions and non-trivial routing decisions.

5.1. Modeling assumptions and properties

Four assumptions that underlie classical HLPs are: (i) flows have to be routed via a set of hubs, (ii) arcs have no set-up cost, (iii) a common discount factor $\alpha$ is used for all inter-hub arcs and $\alpha$ is independent of the flows, and (iv) distances $d_{ij}$ satisfy the triangle inequality. The consequences of these assumptions are:

- O–D paths must include at least one hub node. (Assumption (i) is actually rather mild, as it is always possible to add a dummy hub and associated flow costs to represent direct connections between non-hub nodes.)
- Hubs can be interconnected at no extra cost and the set of inter-hub arcs defines a complete subgraph on the hub nodes. Thus, hub arcs are determined by the location of the hub nodes.
- All O–D paths contain at least one and at most two hubs. Note that if Assumption (iv) is not satisfied, then paths may contain more than two hubs and more than one inter-hub arc.

The above properties simplify the network design decisions in classic HLPs, providing a polynomial (in size) characterization of all O–D paths. In HLPs, O–D paths include either a single hub node and no inter-hub arc, or two hub nodes and a single inter-hub arc. Moreover, because of Assumptions (ii) and (iv), each collection and distribution (spoke) leg, if present, contains only one access arc. Thus, the O–D paths are of the form $(i, k, m, j)$, where $(k, m) \in N \times N$ is the ordered pair of hubs to which $i$ and $j$ are allocated, respectively, and $N$ is the set of O/D nodes that are also potential hub locations, where $|N| = n$. Note that these paths contain at most three arcs, depending on the number of visited hubs and whether or not the O/Ds are also hubs. This characterization of O–D paths contains only $O(n^2)$ paths per O–D pair and allows the development of compact formulations with $O(n^3)$ variables that explicitly consider all these paths and do not require the use of flow conservation constraints.

In the case of more general HNDPs, O–D paths are more involved because the inter-hub network may be incomplete or include non-discounted bridge arcs (i.e., an arc connecting two hubs with a cost rate equal to the one of an access arc). Therefore, O–D paths consist of more than three arcs and visit more than two hub nodes, and include several bridge and hub arcs, depending on the setting. This means that a much larger number of O–D paths may exist, and as a consequence, path-based formulations for HNDP could have up to $O(n^{m-2})$ variables, and flow conservation constraints are needed when extending arc-based formulations of HLPs, which contain $O(n^4)$ variables.

5.2. Hub location problems

HLPs consider the location of hub facilities and the allocation of nodes to open hubs. Three allocation strategies have been investigated: single allocation, multiple allocation, and r-allocation. In single allocation HLPs, each node must be assigned to exactly one hub facility. As a consequence, all flow with the same origin (or destination) is routed via the same access arc. In the case of multiple allocation HLPs, nodes can be assigned to more than one hub. This provides greater flexibility in the routing of flows and allows lower flow cost solutions. However, this could increase the network design cost as a larger number of links must be activated. Finally, in r-allocation HLPs each node can be connected to at most $r$ hubs. This strategy generalizes both single and multiple allocation models.

We next present an overview of the most promising formulations and solution algorithms for both single allocation HLPs and multiple allocation HLPs. We refer the reader to Yaman (2011) and Corberan et al. (2019) for formulations and algorithms for r-allocation HLPs.

5.2.1. Single allocation HLPs

For each node pair $i, j \in N$, the parameter $W_{ij}$ denotes the amount of demand to be routed from node $i$ to $j$. Additionally, $\chi$ and $\delta$ represent the collection and distribution cost rates, respectively. We define binary location/allocation variables $z_{ik}$ for each pair $i, k \in N$, with $z_{ik}$ is equal to one if node $i$ is assigned to hub $k$ and zero otherwise. When $i = k$, variable $z_{ik}$ represents the establishment or not of a hub at node $k$. Using these variables, the uncapacitated single allocation hub location problem (USAHLP) can be stated as a quadratic extension of a discrete location problem, where the quadratic term corresponds to the routing cost between hubs (O’Kelly, 1987a).

The most commonly used approach to handle the quadratic term in objective is to define the variables $x_{ikm} = z_{ik}x_{jm}$, $i, j, k, m \in N$, equal to 1 if and only if the flow originated at $i$ and destination $j$ transits via a first hub node $k$ and a second hub node $m$. Several families of constraints have been studied to ensure a valid relationship among the $x$ and $z$ variables. The most promising one so far is the one proposed in Skorin-Kapov, Skorin-Kapov, and O’Kelly (1996). This formulation is usually referred to as a path-based formulation given that it uses path variables $x_{ikm}$ to characterize all O–D paths visiting either one or two hub nodes. Due to the particular structure of fully interconnected hub-level networks, it also coincides with arc-based formulations commonly used in network optimization. Moreover, it is known to provide tight linear programming (LP) relaxation bounds.

This formulation has been exploited by decomposition methods capable of handling the large number of variables ($O(n^3)$) and constraints ($O(n^3)$). Lagrangean relaxation (LR) in which the linking constraints between the $x$ and $z$ variables are relaxed to approximately solve single allocation p-hub median problems is a common solution approach (Contreras, Díaz, & Fernández, 2009a; Elhedhli & Wu, 2010; Pirilk & Schilling, 1998). Contreras, Díaz, and Fernández (2011d) combines LR and column generation techniques within a branch-and-price framework to optimally solve single-level capacitated instances with up to 200 nodes. These studies have shown that in order to solve large-scale instances, additional algorithmic refinements are needed. In particular, initial heuristics, in combination with variable fixing and partial enumeration techniques, are particularly effective in considerably reducing the size of the formulation by permanently fixing candidate hubs to be open or closed. Note that for each potential hub facility that is permanently closed, one can eliminate $O(n^3)$ routing variables, $O(n)$ allocation variables, and $O(n^2)$ constraints. For example, if facility $k$ is permanently closed, we can set all $x_{ikm}$ for all $i, j, m \in N$ to zero, given that any O–D path having $k$ as a first or second hub will no longer be available.

Other linearization strategies have also been used to handle the quadratic term in objective. In particular, An et al. (2015) uses a compact linear reformulation in which only a linear number of additional variables and constraints are used to linearize the multiplication of binary variables (see also, Azizi et al., 2016; Azizi, Vidyarthi, & Chauhan, 2018; Chaolaitwongs, Pardalos, & Prokopyev, 2004; Sherali & Smith, 2007). However, we do not know how the quality of the associated LP relaxation bounds compares with the LP bounds obtained from the path-based formulation.

An alternative to handle the large number of $x_{ikm}$ variables is to project them out from the path-based formulation. One way is by using Benders decomposition (BD) to obtain a valid formulation in the space of the original $z_{ik}$ variables. In particular, the Benders...
reformulation of the USAHLP is:

\[
\begin{align*}
\text{minimize} & \quad \sum_{k \in N} f_k z_{kk} + \sum_{i, k \in N} c_{ij} z_{ik} + \eta \\
\text{subject to} & \quad \sum_{k \in N} z_{ik} = 1 \quad i \in N \\
& \quad \sum_{k \in N} z_{kk} \geq 1 \\
& \quad \eta \geq \sum_{i, k \in N} d_{ik}^r z_{ik} \quad r = 1, \ldots, |P_D|, \\
& \quad z_{ik} \in \{0, 1\} \quad i, k \in N, \\
\end{align*}
\]

(1)

where \( P_D \) is the set of extreme points of the dual subproblem associated with the linking constraints

\[
\begin{align*}
\sum_{m \in N} x_{ijkm} &= z_{ik} \quad i, j, k \in N \\
\sum_{k \in N} x_{ijkm} &= z_{jm} \quad i, j, m \in N, \\
x_{ijkm} &\geq 0 \quad i, j, k, m \in N.
\end{align*}
\]

\( \eta \) is an artificial variable used to evaluate the transportation cost between hub nodes, and \( d_{ik}^r \) are the coefficients of the Benders optimality cuts obtained from an optimal dual solution associated with the extreme point \( r \). Even though there is an exponential number of constraints (4), these can be efficiently separated with ad-hoc algorithms that resort to the solution of LPs and network flow problems. Camargo et al. (2011) and Camargo and de Miranda (2012) first introduced this class of Benders reformulations for solving single allocation HLPs considering hub congestion costs, using a hybrid outer-approximation/Benders decomposition algorithm for dealing with the nonlinearity caused by the functions used to represent congestion at hubs. Contreras (2020) use this Benders reformulation within a branch-and-cut framework to optimally solve uncapacitated and capacitated instances with up to 1,000 nodes. Similar to the path-based formulations, the use of heuristics together with variable fixing techniques play an important role in solving large-scale instances. Another critical aspect of the efficiency of cutting plane algorithms based on Benders reformulation relies on the generation of non-dominated Benders cuts, which can be quickly separated by solving parametric minimum cost flow problems.

Another way of projecting out the \( x_{ijkm} \) variables was given in Labbé and Yaman (2004) and Labbé, Yaman, and Gourdin (2005), in which continuous flow variables associated with the arcs, together with an exponential number of constraints, are used to model inter-hub flow costs. The authors provide several classes of facet defining inequalities for these projected formulations and use them within a branch-and-cut framework for solving HLPs with single allocation and quadratic capacity constraints for instances with up to 50 nodes.

An alternative way to handle the quadratic term of objective is given in Rostami, Errico, and Lodi (2019). In particular, for each \( i, j, k, \in N, i \neq j \), the quadratic term can be written as

\[
\sum_{k, m \in N} F_{ijkm} z_{ik} z_{jm} = \sum_{k \in N} y_{ij}^k z_{ik} + \sum_{m \in N} y_{ij}^m z_{jm},
\]

where \( y_{ij}^k \) are auxiliary continuous (unrestricted) variables used to evaluate the routing cost from \( i \) to \( j \). In particular, for each \( i, j, k, m \in N, i \neq j \), the \( y \) variables must satisfy

\[
y_{ij}^k + y_{ij}^m \geq F_{ijkm}.
\]

Using these relationships, the USAHLP can be stated as the following convex mixed integer nonlinear program (MINLP):

\[
\begin{align*}
\text{minimize} & \quad \sum_{k \in N} f_k z_{kk} + \sum_{i, k \in N} c_{ij} z_{ik} + \eta \\
\text{subject to} & \quad (1), (2), (5) \\
& \quad \eta \geq \Phi(z),
\end{align*}
\]

(6)

where,

\[
\Phi(z) = \min_{i \in N, j \in N} \sum_{k \in N} \left( \sum_{m \in N} v_{ij}^k z_{ik} + \sum_{m \in N} v_{ij}^m z_{jm} \right) \\
\text{s.t.} \quad y_{ij}^k + y_{ij}^m \geq F_{ijkm} \quad \forall i, j, k \in N, i \neq j.
\]

Rostami et al. (2019) use an outer approximation method to linearize this convex MINLP, which is then solved using a branch-and-cut algorithm. The authors show that this reformulation is equivalent to applying the level-1 reformulation linearization technique (RTL) of Adams and Sherali (1990). Given that the path-based formulation is actually a relaxation of the RTL reformulation (see, Contreras, Zetina, Jayaswal, & Vidyarthi, 2020), this formulation provides the strongest reformulation (in terms of quality of linear programming relaxation bounds) known to date for single allocation HLPs. Rostami et al. (2019) present computational results in which instances with up to 150 nodes can be solved in reasonable computing times.

**Flow-based formulations**, commonly used in multi-commodity network design problems, have also been employed for formulating single allocation HLPs. They use continuous variables to compute the amount of flow that originated at a given node which is routed on a particular arc. In the case of single allocation, we only need to use one set of flow variables associated with the hub arcs, i.e., \( Y_{ikm}, i, j, k \in N, \) equal to the amount of flow originated at node \( i \) and passing through hub arc \( (k, m) \). The USAHLP can be formulated as follows (Ernst & Krishnamoorthy, 1996):

\[
\begin{align*}
\text{minimize} & \quad \sum_{k \in N} f_k z_{kk} + \sum_{i, k \in N} c_{ik} z_{ik} + \sum_{i, k \in N} ad_{km} y_{ikm} \\
\text{subject to} & \quad (1), (2), (5) \\
& \quad \sum_{j \in N} y_{ijk} z_{ik} + \sum_{m \in N} y_{ikm} = \sum_{m \in N} Y_{mk} + O_{jik} \quad i, k \in N
\end{align*}
\]

(7)

\[
Y_{ikm} \geq 0 \quad i, k, m \in N.
\]

(8)

The above formulation contains fewer variables (\( O(n^2) \)) and constraints (\( O(n^2) \)) as compared to the path-based formulation, at the expense of producing weaker LP bounds. Contreras et al. (2010) and Contreras et al. (2017) present some families of extended cut-set inequalities that can help improve the LP bounds. A positive aspect of this formulation is that it can be used directly in a general purpose solver to obtain optimal solutions for several HLP variants when considering small to medium-size instances. This is not the case for the previously described formulations, given that they either require ad hoc algorithms to be handled or are too big to be loaded directly into a solver. This formulation has been used to model many extensions of single allocation HLPs such as capacity decisions and balancing requirements (e.g., Correia, Nickel, & Saldanha-da Gama, 2010; Correia, Nickel, & Saldanha-da Gama, 2011).

### 5.2.2. Multiple allocation HLPs

Path-based formulations are a natural approach for multiple allocation HLPs. Given that O/D nodes can be connected to more than one hub facility, one can exploit some properties on the structure of O–D paths with preprocessing techniques that are not applicable to single allocation models. This preprocessing can significantly reduce the number of required variables to formulate
multiple allocation variants. In particular, it is known that every flow uses at most one direction of a hub arc, the one with lower flow cost (see Hamacher, Labbé, Nickel, & Sonnemborn, 2004). We thus define an undirected flow cost $F_{ij}$ for each $e = (k, m) \in E$ and $i, j \in N$ as $F_{ij} = \min\{F_{ijk}, F_{jkm}\}$. The number of variables can be further reduced by defining a set of candidate hub arcs $E_j$ for each O–D pair (Contreras, Cordeau, & Laporte, 2011a). This is done by using the property that no flow will be routed through a hub arc containing two different hubs whenever it is cheaper to route it through only one of them (Boland, Krishnamoorthy, Ernst, & Ebery, 2004; Marin, 2005). We also define binary location variables $Z_{e}$, $i \in N$, equal to 1 if and only if a hub is located at node $i$. The uncapacitated multiple allocation hub location problem (UMAHLP) can be stated as follows (Hamacher, 2004; Marin, 2005):

$$
\text{minimize } \sum_{k \in N} f_{ik}Z_k + \sum_{i,j \in N, e \in E_{ij}} F_{ij}X_{ije}
$$

subject to

1. $\sum_{i \in N} x_{ije} = 1 \quad i, j \in N$ (9)
2. $\sum_{e \in E_{ij}, k \in e} x_{ije} \leq Z_k \quad i, j, k \in N$ (10)
3. $x_{ije} \geq 0 \quad i, j \in N, e \in E_{ij}$ (11)
4. $Z_k \in \{0, 1\} \quad k \in N$. (12)

This formulation has $O(n^4)$ variables and $O(n^3)$ constraints and usually provides tight LP bounds. Hamacher (2004) and Marin (2005) independently prove that constraints (10) are indeed facet-defining inequalities. Marin (2005) and Corberan et al. (2019) provide other classes of inequalities which also define facets by reformulating the problem as a set packing problem in an auxiliary graph.

In Marin (2005) the above formulation is used in a relax-and-cut algorithm, whereas in Cánovas, García, and Marín (2007) a dual-ascent technique is used to obtain optimal solutions with up to 120 nodes. Contreras et al. (2011b) use an extension of this path-based formulation to model dynamic (or multi-period) HLPs, and develop a branch-and-bound algorithm that relies on a LR that relaxes the linking constraints (10) to optimally solve instances with up to 100 nodes and 10 time periods.

Similar to single allocation HLPs, the $x_{ije}$ variables can be projected out from the path-based formulation via Benders decomposition to obtain a valid formulation in the space of the binary variables $Z_{e}$. The Benders reformulation of the UMAHLP is:

$$
\text{minimize } \sum_{k \in N} f_{ik}Z_k + \eta
$$

subject to

1. $\sum_{k \in N} Z_k \geq 1 \quad k \in N$ (13)
2. $\eta \geq \sum_{r \in N} \alpha d_{ik}Z_k \quad r = 1, \ldots, |Q_0|$. (14)

where $Q_0$ is the set of extreme points of the dual subproblem associated with constraints (9)–(11).

Camargo, de Miranda, and Luna (2008) presents an iterative BD algorithm, based on the above Benders reformulation (but without using the preprocessing), to solve instances of the UMAHLP with up to 200 nodes. Camargo et al. (2009) presents a Benders reformulation for a complex HLP with flow dependent discounted costs. Contreras et al. (2011a) employs the Benders reformulation given above and embed it in an iterative BD that is capable of solving instances for the UMAHLP with up to 500 nodes. Once more, the use of several algorithmic features such as a heuristic, elimination tests, and the generation of non-dominated Benders cuts plays a crucial role in the solution of large-scale instances. This BD algorithm was extended to solve multi-level capacitated instances with up to 300 nodes (Contreras, Cordeau, & Laporte, 2012), and stochastic problems dealing with uncertainties in both demand flows and transportation costs (Contreras, Cordeau, & Laporte, 2011c). Other recent and successful implementations of BD algorithm for multiple allocation HLPs include (Martins de Sá, Morabito, & Camargo, 2018; Mokhtar, Krishnamoorthy, & Ernst, 2018; Taherkhani, Alumur, & Hosseini, 2020).

Flow-based formulations can also be used to model multiple allocation HLPs. However, we now need additional flow variables for the collection and distribution legs. For each $i, j, m \in N$, let $X_{ijm}$ be equal to the amount of flow from hub $m$ to destination $j$ that originates at node $i$. Also, for each $i, k \in N$, let $Z_{ik}$ be equal to the amount of flow from origin node $i$ to hub $k$. Using these sets of decision variables, we can formulate the UMAHLP as follows (Ernst & Krishnamoorthy, 1998a):

$$
\text{minimize } \sum_{k \in N} f_{ik}Z_k + \sum_{i,j \in N, e \in E_{ij}} \alpha d_{ik}Z_{ik} + \sum_{i,k,m \in N} \delta d_{jm}X_{jm}
$$

subject to

1. $\sum_{m \in N} Z_{ik} = Z_{ik} \quad i \in N$ (15)
2. $\sum_{m \in N} X_{ijm} = W_{ij} \quad i, j \in N$ (16)
3. $Z_{ik} + \sum_{m \in N} Y_{ikm} = \sum_{m \in N} Y_{km} + \sum_{j \in N} X_{ijk} \quad i, k \in N$ (17)
4. $Z_{ik}, X_{ijm} \geq 0 \quad i, j, m \in N$. (18)

The above formulation contains $O(n^2)$ variables and $O(n^2)$ constraints. Boland et al. (2004) presents some preprocessing procedures that can be used to reduce the number of variables and constraints, and some valid inequalities to improve the LP bounds of capacitated variants.

Radius-based formulations, successfully used for modeling well-known discrete location problems (see, García, Labbé, & Marín, 2011), have also been used to formulate multiple allocation HLPs. For each O/D pair $(i, j)$, we define continuous decision variables $\eta_{ij}$ to evaluate the flow cost from $i$ to $j$, and for each $e \in E$ we define binary hub arc location variables $y_e$, equal to 1 if and only if a hub arc is located at link $e \in E$. For each $i, j \in N$, we order the elements of $E_{ij}$ by non-decreasing values of their coefficients $F_{ij}$, and we denote $e_{ij}$ as the $r$th element according to that ordering. That is, $F_{ij1} \leq \cdots \leq F_{ij|E_{ij}|-1} \leq F_{ij|E_{ij}|}$, where $F_{ij|E_{ij}|} = F_{ijr}$ is the cost for the fictitious edge $e^*$ such that (i) $F_{ijr} > \max_{e \in E_{ij}} F_{ij}$, for all $i, j \in N$; and (ii) $\sum_{i,j \in N} F_{ijr} > \max_{e \in E} (f_e + \sum_{i,j \in N} F_{ijr})$. This assumption guarantees that at least one hub variable $y_e$ is at value one in any optimal solution. The UHLPM can be stated as the following MIP (García, Landete, & Marín, 2012):

$$
\text{minimize } \sum_{k \in N} f_{ik}Z_k + \sum_{i,j \in N} \eta_{ij}
$$

subject to

1. $\eta_{ij} \geq F_{ijr} + \sum_{e \in E} (F_{ij} - F_{ijr}) y_{km} \quad r = 1, \ldots, |E| + 1, \quad i, j \in N$ (19)
2. $y_{km} \leq Z_k \quad (k, m) \in E$ (20)
3. $y_{km} \leq Z_m \quad (k, m) \in E$ (21)
4. $y_{km}, Z_k \in \{0, 1\} \quad (k, m) \in E, i \in N$. (22)
where $|x| = \min \{0, x\}$. This new formulation has $O(n^2)$ variables and $O(n^4)$ constraints.

We note that the above radius-based formulation coincides with the supermodular formulation of Contreras and Fernández (2014). The latter formulation exploits the supermodular properties of a combinatorial representation of a more general class of multiple allocation HLPs that satisfies submodularity. García et al. (2012) present some families of valid inequalities that can be used to strengthen the LP bounds of the radius-based formulation.

5.3. Hub network design problems

Formulating and solving HNDPs presents an even bigger challenge than for HLPs, due to the fact that HNDPs involve additional design decisions for link activation, as well as non-trivial routing decisions. Further, it is no longer evident to see HNDPs as quadratic extensions of FLPs but rather as extensions of multi-commodity network design problems (Magnanti & Wong, 1984) with additional location decisions for hubs. This class of network optimization problems are known to be significantly more difficult to solve than FLPs in practice, and one of the main reasons is that flow conservation constraints and additional design variables for link selection decisions may be needed to extend both the flow and arc-based formulations. This is known to have a negative effect on the quality of the LP relaxation bounds associated with these formulations.

Hub arc location problems (HALPs) are a class of HNDPs focusing on the establishment of hub arcs (with discounted costs), rather than purely on the location of hub nodes (Campbell et al., 2005a; 2005b). While both single and multiple allocation HALPs exist, a fundamental feature of HALPs is that the hubs (i.e. endpoints of hub arcs) need no longer be fully interconnected. Contrary to HLPs, hub arcs are established only when justified by the objective (e.g., substantial savings in the transportation cost).

Contreras and Fernández (2014) show how a general class of multiple allocation HALPs containing setup costs and cardinality constraints on hub arcs can be stated as the minimization of a supermodular function. This allows the development of effective supermodular formulations that, when embedded in a branch-and-cut framework, are capable of solving instances with up to 125 nodes. Other research on HALPs considers competition (Gelareh et al., 2010; Sasaki, Campbell, Krishnamoorthy, & Ernst, 2014), flow dependent costs (Camargo, de Miranda, O’Kelly, & Campbell, 2017; Tanash et al., 2017), solution via Bender’s decomposition (Gelareh et al., 2015; Gelareh & Nickel, 2011), and hub arc capacities (Rothenbacher, Drexl, & Irnich, 2016).

A variety of specific inter-hub network topologies have been examined for hub location problems. Tree-star hub networks (hubs are connected by a tree with single allocation for non-hubs) are examined by Contreras et al. (2009b, 2010) and Martins de Sá et al. (2013), and the Benders decomposition algorithm in Martins de Sá et al. (2013) optimally solves instances with up to 100 nodes. Star-star networks (hubs are directly connected to a central hub with single allocation for non-hubs) are explored by Labbé and Yaman (2008) and Yaman (2008), including a polyhedral study on two different formulations and LR algorithms. Martins de Sá et al. (2015a, 2015b) focus on designing a multiple allocation network where hubs are connected with one or more hub lines. The authors present a Benders reformulation and a branch-and-cut algorithm to solve instances with up to 100 nodes. Contreras et al. (2017) study cycle-star hub networks in which the hubs are connected with a cycle with single allocation of non-hubs, and develop a branch-and-cut algorithm that uses a flow-based formulation in combination with two families of mixed dicut inequalities to solve instances with up to 100 nodes.

Limited work has been done for designing more general hub networks that do not assume a given allocation pattern. In this case, non-trivial design decisions related to the access-level network are included as part of the decision-making process. Thomadsen and Larsen (2007) and Catanzano et al. (2011) are two examples. Camargo et al. (2013) and Rodriguez-Martín et al. (2014) study hub location-routing problems (a type of HNDP) using Benders decomposition and a branch-and-cut framework, respectively. Bernardes et al. (2020) study a more general class of HNDP in which hub nodes are connected via a set of flexible routes that may contain a mix of hub and non-hub nodes. It is assumed that commodity transfers can only be performed at hubs and that transportation costs are flow-dependent. The authors develop two decomposition strategies: i) a top down strategy in which the hub configuration is first defined and then routes are constructed, and ii) a bottom up strategy in which the routes are built before the hub configuration is designed.

Alibegy, Contreras, and Fernandez (2018) study HNDPs with profits in which additional decisions related to the activation of O/D nodes are taken into account. A branch-and-bound algorithm based on a LR of an arc-based formulation is used as a bounding procedure to solve instances with up to 100 nodes.

In summary, there has been significant progress in developing sophisticated solution approaches for a range of HLPs, including some that consider complex features (e.g., flow dependent costs). These often require combinations and customization of algorithms, but can solve very hard problems with hundreds of nodes to optimality. While research should continue to improve and refine these approaches, some other directions for future research include: (1) heuristics that exploit the network flow structure inherent to hub location and hub network design problems, (2) alternative (strong) formulations and associated polyhedral studies for hub network design, where the challenges stem from modeling complex O/D paths, (3) Branch-and-cut and -price algorithms for hub network design that rely on the use of path-based formulations with an exponential number of variables, and (4) directly exploiting the nonlinear nature of HLPs.

6. Summary themes

Hub location problems are notable for their appeal to transportation, location and telecom researchers, and for providing formulation and solution issues that continue to challenge researchers and professionals. Great progress has been made in solving a wide range of HLP models of realistic problem sizes (in the largest cases), though many models still incorporate some unrealistic simplifying assumptions or idealizations that depart significantly from the real networks being modeled. An overarching goal for hub location research should be to develop better hub location models, especially more “intelligent” models that decide on the optimal network topology and flows in response to the cost and service pressures, not “artificial” assumptions. But the notion of “better” raises the issue of how to measure model quality. Real-world validity from comparing model results to real-world networks and flows is one approach, but the data is often lacking for such a comparison – and getting the “right” answer does not necessarily mean the model is good (for all data sets). Certainly all models should be subject to internal consistency checks to assess for example, whether the model reflects economies of scale properly. But the appropriate metric for this and the necessary degree of agreement remain unclear and problematic. There is a clear tradeoff for HLPs between solution difficulty and model quality, as capturing real-world details (that are often nonlinear) can greatly increase the computational challenges. The classical hub location models have served their purpose well, to help develop insights and understanding and as stepping stones to more sophisticated models; but they generally fall in the lower quality and “easier” categories. We believe there is plenty of opportunity for developing higher...
quality models for HLPs that are now amenable to state-of-the-art solution approaches.

Below we provide several key themes that we hope to see addressed in the future for better modeling HLPs:

1. **Better model economies of scale**: One issue that continues to vex researchers is modeling of economies of scale. Twenty years ago Bryan (1998) wrote: “To date, models of hub location do not adequately capture the scale economies that accrue due to the bundling of flows.” – and in spite of pockets of impressive progress, this is still a legitimate criticism of many hub location studies. The complex interdependencies in HLPs that impact economies of scale still need to be sorted out. “Good” representations of economies of scale tend to lead to nonlinearities in the models, and consequently, to longer solution times and intractable models for large instances. Therefore, the field would enormously benefit from “elegant”, simple models, that can be solved in short times and yield solutions that are correct in their modeling of economies of scale, although they may be suboptimal. In parallel, more detailed models, though harder to solve, should provide true optimal solutions, even in large instances. A key issue with more detailed and comprehensive models is the need for the modeler to know and use realistic values of the relevant parameters based on the real-world setting being modeled.

2. **Incorporate time in HLP models**: The time dimension has not received the attention it deserves in hub location research, in spite of its capital importance in the design and operation of hub systems. As discussed earlier, time and synchronization play a key role in economies of scale for transportation networks, and time is often the most relevant metric for quality of service in HLPs. Service frequencies and flow synchronization should be considered together with the hub location and network design; however, synchronization can be complex, even for simple topologies, and it also depends on the problem setting (e.g., passengers vs cargo). Research on synchronized vehicle routing problems (VRPs) may provide some fruitful ideas for modeling different types of synchronization in hub location problems (e.g., Bredstrom & Ronqvist, 2008; Drezel, 2012). There is also a need to better integrate hub location models with service network design research to bridge the strategic and tactical decision levels. This, and other models that bridge long- and short-term decisions, require managing the time scale differences between the different decisions. Time is also an essential part of accurately modeling demand as real-world demands are not static. In response to dynamic demand, the node and arc capacities should change over time to reflect redeployment of resources (e.g., moving vehicles) and/or more strategic capacity management strategies that provide flexibility. Further, allowing hub locations to change dynamically (e.g., having spoke nodes become temporary hubs) may be beneficial, and research on dynamic hub location and hub location with disruptions may suggest directions for future research (e.g., Alumur et al., 2016; Contreras et al., 2011b; Gelareh et al., 2015; Torkestani, Seyedhosseini, Makui, & Shahanaighi, 2018).

3. **Consider more sophisticated objectives and multiple criteria**: Consideration of multiple criteria in the areas of cost, service and sustainability is an important need for better modeling HLPs. While practical logistics network design problems involve the balancing of multiple objectives, multi-criteria approaches for HLPs have not been studied extensively. In most studies, time-based service metrics, appear as (hard) constraints with an objective based on minimizing cost. Given the large (continental or global) scale of many hub networks, sustainability issues, in concert with traditional cost and service measures, deserve more attention. The interconnections between cost, service and sustainability require careful modeling, and each dimension may be quite different for passenger, cargo and telecom networks due to the fundamentally different natures of the traffic. As usual for transportation systems, some key issues are properly allocating costs between the system users and service providers, providing multiple levels of service with the same physical network, and properly modeling how the benefits of good service in hub networks accrue differently to the relevant parties (e.g., customers or operators). Competitive models are also important in this area as cost and service pressures are the usual bases for competition.

There exist several applications for hub models that call for the use of more sophisticated objectives. One example of such an objective function is the ordered median function (see Puerto, Ramos, & Rodriguez-Chia, 2011; Puerto, Ramos, & Rodriguez-Chia, 2013; Puerto, Ramos, Rodriguez-Chia, & Sanchez-Gil, 2016). This can provide a unifying framework for various classes of objectives commonly used in location theory (e.g., minsum, minmax, k-centrum, and trimmed mean), and it also allows modeling of new distribution patterns induced by the different roles of the user within a collaborative hub-based supply chain network. This adds a sorting problem to the standard HLP, making the formulation and solution more challenging.

4. **Relate to real-world problems**: In general, inspiration from real-world service networks will likely prove very fruitful. It is noteworthy that the earliest hub models of O’Kelly appeared shortly after the airline deregulation act in the US – and Campbell’s early work too was spurred by trucking deregulation in the US. At that time, transportation carriers were freed to expand and reconfigure their networks, and large-scale telecom networks were growing as well. Today, in many areas, hub networks are well established so that designing systems from scratch may be unlikely. Therefore, more attention is warranted on models that reflect structural changes in industries (e.g., mergers), significant changes in travel patterns, or the deployment of new technologies (e.g., drones). In Location Theory, these models are called conditional location models, which study the location of facilities under the condition that there are previously located facilities, either by competing firms (Dasci, 2011; Eiselt & Marianov, 2009) or non-competing entities (Wang, Lin, Lin, & Ku, 2008). A particularly important field of application for conditional location models are mobile telecommunications networks using 5G technology, which require increasing the number of antennas (that act as hubs) by orders of magnitude, while still retaining for some time the existing antennas of older technologies. Another rapidly developing application field is that of wireless networks for the IoT (Internet of Things), where hub-and-spoke topologies may prove essential. In addition, new models are needed for modifications of hub networks and development of flexible and agile networks that accommodate relocation of resources (e.g., truck terminals, runways, airport gates, etc.) and expansion or contraction of routes, nodes and/or hubs in an established network (e.g., so as to respond effectively to dramatic demand changes as from the COVID-19 pandemic).

5. **Integrate hub location with other problems**: While strategic hub location problems have offered a rich set of challenges, expanding hub location modeling to include more tactical issues and more application-specific features will provide new challenges. Especially promising areas include links to the service network design (as noted earlier) and multi-commodity network flow research, and greater detail on modeling particular transportation vehicles (including emissions). More research is also needed that integrates congestion, competition, reliability and robustness driven by real-world needs, including recovery after failures (e.g., for airlines). Integrating hub location and
routing aspects (with links to the rich literature on location-routing problems) is a very promising area for future research, especially to include automated and unmanned vehicles. Given the individual difficulty of hub location problems and vehicle routing problems, the combined hub location-routing problems promise to provide strong computational and methodological challenges for years to come.

6. **Incorporate nature of the demand:** The nature of the demand and how it moves (in trucks, planes, pipelines, ships, wires, drones, etc.) is a key aspect of better modeling HLPs for various settings. The demands for real-world hub networks are uncertain in the longer term and can be highly variable, and seasonal. The time dimension of the demand, including the rate of demand as well as the represented time horizon, is an area that needs more careful attention. Similarly, research should consider the elasticity of demand to price and quality of service (including locations of hubs), as well as opportunities to not serve all the demand (this is usually addressed in some fashion in competitive hub location and profit maximizing models).

7. **Use real data:** To date, a great many hub location studies have used a small group of rather old and in some ways artificial data sets (i.e. CAB, AP, and Turkish datasets). There are strong advantages to using common data sets to provide a common basis for comparison and understanding of results. However, with the advances in formulations and solution methods, new larger data sets based on real-world networks from varied applications (trucking, airlines, ocean shipping, telecom networks, etc.) at a variety of spatial scales (metropolitan, national, continental, global) would provide a rich test bed to “stress test” models. This should help discover some deeper insights into how the underlying characteristics of the hub networks and applications (e.g., spatial distributions of population, or varying levels of fixed and variable costs) are related to the success of various formulation and solution approaches. While artificial data sets (including random data) can be easily generated, there are some strong features in real-world data sets related to the underlying geography and human spatial interaction patterns that are quite un-random. One newer data set that has some different characteristics is the sparse ICD data set based on container shipping in Indonesia (from Mokhtar et al., 2019).

8. **Obtain insights from results:** The goal of hub location modeling is to develop a better understanding of the nature of optimal (or near-optimal) solutions of these challenging problems. To accomplish this, it is important to examine details of solutions beyond just objective function values and cpu times for a range of realistic data sets and realistic parameter settings. Documenting hub locations, allocations and flows is essential to validate models and to identify spatial arrangements that are particularly problematic. Finding metrics that are independent of problem instances (e.g., built from relevant ratios) is a useful and challenging area of research that would allow combining results from disparate instances. (Developing a compact way to visualize allocations and flows in large networks is another challenge.) We believe that the real value from solving a wide range of problem instances and data sets is to reveal the underlying principles that govern optimal or near-optimal design and behavior. Solving a particular set of problem instances efficiently is certainly important, but we see great value in better understanding the general forces that influence the interplay of geography (distance), demand and complex cost structures that is inherent in hub networks.

9. **Use the best solution approaches – and develop new ones:** Development of exact and approximate solution algorithms for solving more complex HLPs is certainly a necessity. There is good progress being made in this area, as shown by the succinct summary in Section 5, and there have been some good insights arising from efforts to elucidate the approaches that are best for single allocation and multiple allocation HLPs. But there is still a need for a deeper understanding why certain formulations and solutions approaches work best. This insight can then be leveraged for approaching related problems. Also note that planar hub location models may provide deeper geometric insights. In many cases, sophisticated algorithmic strategies that combine optimal approaches with initial heuristics, variable fixing and preprocessing techniques work well to solve large-scale problems. Results have documented the benefit of using the proper formulations – and of expending efforts to develop tailored solution algorithms. Even with commercial solvers becoming ever more sophisticated, their performance is still well below that of a carefully designed custom algorithm due to the very challenging nature of the more complex HLPs now being considered.

Finally, we acknowledge that incorporating all nine of these themes in one new model poses significant challenges, but we strongly encourage research in all nine areas noted above. Not surprisingly, several themes here are interrelated, especially the modeling of economies of scale, incorporating time, and better related models to real-world problems. The early hub location models have served their purpose well, and we believe it is now time for a new generation of better models. Developing and solving new and better HLP models poses a (large) challenge, but we believe such efforts will provide a significant payoff to the research community, and to practice.
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