Abstract

Motivation: Identification and removal of micro-scale residual tumor tissue during brain tumor surgery are key for survival in glioma patients. For this goal, High-Resolution Magic Angle Spinning Nuclear Magnetic Resonance (HRMAS NMR) spectroscopy-based assessment of tumor margins during surgery has been an effective method. However, the time required for metabolite quantification and the need for human experts such as a pathologist to be present during surgery are major bottlenecks of this technique. While machine learning techniques that analyze the NMR spectrum in an untargeted manner (i.e. using the full raw signal) have been shown to effectively automate this feedback mechanism, high dimensional and noisy structure of the NMR signal limits the attained performance.

Results: In this study, we show that identifying informative regions in the HRMAS NMR spectrum and using them for tumor margin assessment improves the prediction power. We use the spectra normalized with the ERETIC (electronic reference to access in vivo concentrations) method which uses an external reference signal to calibrate the HRMAS NMR spectrum. We train models to predict quantities of metabolites from annotated regions of this spectrum. Using these predictions for tumor margin assessment provides performance improvements up to 4.6% the Area Under the ROC Curve (AUC-ROC) and 2.8% the Area Under the Precision-Recall Curve (AUC-PR). We validate the importance of various tumor biomarkers and identify a novel region between 7.97 ppm and 8.09 ppm as a new candidate for a glioma biomarker.

Availability and implementation: The code is released at https://github.com/ciceklab/targeted_brain_tumor_margin_assessment. The data underlying this article are available in Zenodo, at https://doi.org/10.5281/zenodo.5781769.

Contact: cicek@cs.bilkent.edu.tr

Supplementary information: Supplementary data are available at Bioinformatics online.
A relatively recent technique, High-Resolution Magic Angle Spinning Nuclear Magnetic Resonance (HRMAS NMR) spectroscopy is a good-fit for use in tumor surgeries because of its ability to analyze small, intact and unprocessed tissue samples in minutes while allowing other analyses to be conducted on the same tissue sample (Gogiashvili et al., 2019). The machine outputs a free induction decay (FID) signal whose frequency domain representation can be analyzed by a technician and a pathologist in ~20 min to pinpoint the presence of a few biomarker metabolites. This pipeline fits into the time frame of a surgery (Battini et al., 2017).

This feedback mechanism is not bulletproof and can be hindered by problems such as overlapping metabolite peaks in the spectrum which can prevent the expert to decide whether the biomarker is present (Karakaslar et al., 2020). Only peaks for a few metabolites can be checked and quantification of these metabolites is often not possible due to the strict time constraint. Moreover, the system is constrained by the availability and the proficiency of human experts during surgery. A Random Forest (RF)-based approach was proposed to automate this process and pinpoint residual tumor tissue using the raw NMR signal as input (Cakmakci et al., 2020). This is an untargeted approach that inputs and analyzes the full raw NMR spectrum. The model was trained on the largest glioma HRMAS NMR dataset available to date which contains close to six hundred samples and achieved over 85% AUC-ROC on distinguishing tumor and healthy samples (i.e. downstream task). Despite the high performance attained by the well-motivated use of the untargeted metabolomics, the study is limited by the inherent noise and high dimensionality of the raw spectrum (over 16k) and the size of the dataset. These limitations prohibit fitting more complex end-to-end models with these dataset sizes (Cakmakci et al., 2020).

In this study, we hypothesized that techniques that can denoise the signal and mimic the targeted approach of an expert technician can boost the performance of the system. In order to test this hypothesis, first, we manually quantify 37 metabolites in the above-mentioned dataset which includes spectra obtained using Carr–Purcell–Meiboom–Gill (CPMG) pulse sequence Cakmakci et al. (2020). HRMAS NMR signatures for these metabolites are obtained from Ruhl und et al. (2019). Training an RF-based model using manually quantified metabolite concentrations as features has in indeed provided an AUC-ROC improvement of 3.8% over the state-of-the-art tumor detection approach which uses the raw spectrum.
2.2.2 Background on automated techniques for metabolite quantification

A few related methods were recently proposed on automated metabolite quantification problems in the literature. First is the application of RF regression on the raw spectrum which estimates concentrations of N-acetyl-L-aspartic-acid (NAA), Creatine, Choline and myo-Inositol metabolites (Das et al., 2017). Two other works use convolutional neural networks (CNNs) for the same purpose (Hatami et al., 2018; Lee and Kim, 2019). However, their settings and datasets are different from ours. First of all, they all work on brain imaging data (Magnetic Resonance Spectroscopy Imaging) rather than HRMAS NMR technology. Second, all methods heavily depend on simulated data for training where data sizes range from tens of thousands to millions. Only Das et al. used 287 samples for training purposes along with the simulated data, and Lee et al. use 40 samples obtained from five individuals for testing. As also Lee et al. indicate that the simulation procedure has limitations. For instance, in their setting, they leave out several factors such as spectroscopic artifacts like residual water signal, and first-order phase distortion which has the potential to affect the accuracy of the methods. Finally, the number of metabolites quantified is smaller, ranging from 5 to 20.

2.2.3 Problem formulation

We represent each HRMAS NMR spectrum in the dataset with two variables: a feature vector, \( X^0 \), and target metabolite concentrations, \( M^0 \). The feature vector is a k-dimensional vector: \( X^0 = [X^0_1, X^0_2, \ldots, X^0_k] \in \mathbb{R}^k \) corresponding to either whole or parts of the full spectrum or frequency-binned spectrum. Target metabolite profiles are represented by a d-dimensional vector: \( M^0 = [M^0_1, M^0_2, \ldots, M^0_d] \) corresponding to the ground truth concentrations of \( d \) metabolites measured from the HRMAS NMR spectrum with the manual metabolite quantification procedure. We formulate the metabolite quantification problem, using the above-mentioned variables, as a set of regression problems such that each regression problem is tackled in: (i) independent, or (ii) dependent manner.

Regardless of the formulation, our goal is to approximate a function \( f \) such that \( f(X^0) = M^0 \). For (i), we learn \( d \) models for \( d \) metabolites where each model approximates a function \( f_i(X^0) = M^0_i, i \in \{1, \ldots, d\} \). On the other hand, for (ii), we learn a single quantifier model for all metabolites by approximating the function \( f \).

2.2.4 Learning to quantify metabolites from the HRMAS NMR spectrum

Here, we provide the details of the automated metabolite quantification methodology as well as the input modalities used for their development. Note that our approaches are formulated based on the feature vector \( X \) with \( k \) dimensions and target metabolite concentrations \( M \) with \( d \) dimensions, as described in Section 2.2.3. In particular, we consider the multivariate multiple elastic net regression trained on the full spectrum as well as fully-connected two-layer perceptrons trained on (i) metabolite peak regions (i.e. target metabolite signatures); and on (ii) frequency-binned spectrum for learning target metabolite concentrations in an independent manner, as formulated in Section 2.2.3. We pick Elastic-net as our baseline as it is a commonly used method that applies regularization to avoid overfitting. Note that in our problem the number of features is larger than the number of training samples.

The multivariate multiple regression is concerned with finding the linear relationship between multiple response variables and predictor variables. Karakaslar et al. (2020) used the multivariate multiple regression approach to predict one-dimensional \(^1^H\) HRMAS NMR signal intensity using also one-dimensional \(^1^H\) HRMAS NMR spectrum elements as the predictor variables. We have experimented with a multivariate multiple linear regression model without regularization. However, the model was omitted due to poor generalization to unseen samples. Eventually, we used a multivariate multiple elastic-net regression which is a regularized version of the former using a convex combination of \( L_1 \) and \( L_2 \) priors. Predictor variables for the model (i.e. feature vector \( X \)) consist of the full spectrum (i.e. \( X^0, k = 16, 314 \), as defined in Section S1.7 of Supplementary Text, with an extra \( 1 \) padded to the beginning (i.e. \( X^{00}, k = 16, 315 \)) for sample \( i \). Response variables of the model are target metabolite concentrations (i.e. \( M^0, d = 37 \)). The Elastic-net objective function we use is obtained from Friedman et al. (2010) and is defined as follows:

\[
\min_{\omega} \frac{1}{2N} \left\| X^{1(N)} W - M^{1(N)} \right\|^2 + \alpha \rho \| W \|_1 + \frac{\rho(1 - \rho)}{2} \| W \|_2^2
\]

where \( N \) is the dataset size, \( W \) is the learnable weights of the model, \( \rho \) is defined as the constant weighting parameter for the convex combination of \( L_1 \) and \( L_2 \) priors and \( \alpha \) controls the strength of penalization.

Target peak regions, for fully-connected two-layer perceptron models, were selected based on metabolite signatures recorded on this database (Ruhland et al., 2019). We extract these regions from both the frequency-binned spectrum (i.e. \( k = 1, 401 \)) and the full spectrum (i.e. \( k = 16, 314 \)) by masking relevant ppmz. Metabolite signatures used for each metabolite are provided in Supplementary Table S3. We train quantifier models using peak regions from each source separately. That is, \( d \) models were trained for each metabolite-specific feature type. Each of the trained models approximates the function \( f_i \) defined in Section 2.2.3, and can be summarized using a dataset of size \( N \) as follows:
\[
X^{(1N)} = \text{Mask}_f \left( X^{(1N)}, S_f \right)
\]
\[
X^{(1N)}_{\text{encoding}} = \text{ReLU} \left( FC^{(1)} \left( X^{(1N)} \right) \right)
\]
\[
M^{(1N)} = \text{ReLU} \left( FC^{(2)} \left( X^{(1N)}_{\text{encoding}} \right) \right)
\]

where \( FC^{(1)} \) represents a fully-connected layer with \( f \) neurons used only for model \( f \), \( \text{ReLU} \) stands for the rectified linear unit, \( S_f \) represents the signature (peak regions in the HRMAS NMR spectrum) of metabolite \( j \) and \( \text{Mask}_f \) stands for a function to remove elements that do not belong to \( S_f \) and concatenate the remaining features. Predicted metabolite concentrations are then a combination of all model outputs:
\[
M^{(1N)} = \left[ M_1^{(1N)}, M_2^{(1N)}, \ldots, M_j^{(1N)} \right]
\]

2.3 Pathological classification

Samples in the dataset are characterized as either healthy (i.e. control group) or tumor (i.e. glioma) tissue. Tumor samples are further characterized as malignant or benign with respect to the labeling of a pathologist. The methods to be proposed in this section are performed for distinguishing: (i) tumor samples from healthy samples; (ii) malignant tumor samples from benign tumor samples. We denote the former as the main task due to its importance for brain tumor margin assessment and the latter as the subsidiary task to provide optional and extensive feedback to the surgeon.

2.3.1 Problem formulation

Both tasks are modeled as binary classification problems. Let the class labels for the main and subsidiary tasks, and the feature vector for sample \( i \) from the dataset \( D \) be \( Y_i^0 \), \( Y_i^1 \), and \( X_i^0 \) respectively.

The feature vector \( X^0 \) is a \( d \)-dimensional vector \( \left[ X_1^0, X_2^0, \ldots, X_d^0 \right] \in \mathbb{R}^d \) where \( X_i^0 \) correspond to: (i) measured or predicted biomarker metabolite levels (i.e. \( M^0 \)) (see Section 2.3.4); or (ii) HRMAS NMR spectrum intensity for both tasks (see Sections 2.3.2 and 2.3.3).

The class label for the main task, \( Y_i^0 \), is set to 1 if the sample \( i \) originated from a glioma tissue and 0 otherwise. Then, given a dataset of size \( N \), the model we learn for the main task approximates a function \( f \) such that \( f(X_i^{(1N)}) = Y_i^0 \). Similarly, the class label for the subsidiary task, \( Y_i^1 \), is set to 1 if the sample \( i \) originated from a malignant glioma and 0 otherwise. Then, the model we learn for the subsidiary task is a function \( g \) such that \( g(X_i^{(1N)}) = Y_i^1 \) for a dataset of size \( N \).

2.3.2 Using the raw spectrum as features

In this section, we describe the baseline methods for learning to distinguish pathological labels. Recently, an RF-based method had been shown to detect brain tumor margins more accurately compared to CNNs, fully-connected neural networks, Support Vector Machine (SVM) and Partial Least Squares-Discriminant Analysis (PLSDA) methods (Cakmakci et al., 2020). For this reason and also for fair comparison purposes, we also adopt an RF-based method which is run using different input modalities. We consider both an untargeted approach that works on the raw spectrum and several targeted approaches which use carefully selected regions on the spectrum. First, we consider two untargeted RF-based models for both main and subsidiary tasks: learning from the cropped spectrum (i.e. \( k = 8, 172 \), only regions with variance) and learning from the full spectrum (i.e. \( k = 16, 314 \)). Note that the former (cropped spectrum) corresponds to the state-of-the-art method proposed by Cakmakci et al. (2020). The CPMG spectrum preprocessing routine for the main and subsidiary tasks contains all steps described in Section S1.7 of Supplementary Text with the exception of the spectrum binning step. For the case of ERETIC-CPMG spectrum, a similar preprocessing was applied with the exception of constant factor normalization. Instead of normalizing with a constant factor, each spectrum was normalized with respect to the inherent ERETIC signal located at 10 ppm. For the full spectrum method, we measure feature importance on a left out validation dataset for both main and subsidiary tasks using SHapley Additive exPlanations (SHAP) values (Lundberg et al., 2020). We then construct a targeted RF model on the most important \( t \in \left( 5, 10, 20, 100, 200, 500 \right) \) spectrum features calculated on a left out validation set. In this case, feature vector \( X^{(1N)} (k = t) \) becomes a discontinuous vector of concatenated \( t \) most important features.

2.3.3 Using the uncharacterized region as features

The feature importance analysis (see Section S2 of Supplementary Text) yielded an ignored continuous region from the spectra between 7.97 and 8.09 ppm (i.e. a continuous region of length 142 from the raw spectrum). We train a separate RF model using only this continuous region from the raw spectrum (i.e. \( k = 142 \)).

2.3.4 Using the metabolite quantities as features

We utilize again an RF-based approach on both the main and subsidiary tasks. We train the models using: (i) ground truth metabolite profiles; and (ii) predicted metabolite profiles. The feature vector for the former is a vector of manually quantified biomarker metabolite levels (i.e. \( X^0 = M^0 \)). The feature vector for the latter is a vector of metabolite levels predicted by the network per metabolite approach (see Section 2.2.4). Additionally, we conduct feature importance analysis on a validation set using either ground truth metabolite levels or predicted metabolite levels. For each feature type, we also construct a targeted RF-based models on the most important \( t \in \left( 1, 3, 5, 10, 20, 30 \right) \) metabolites to investigate the performance gain.

3 Results

3.1 Experimental setup

In this section, we provide the experimental setup for methods presented in Sections 2.2.4 and 2.3. First, we relabeled tissue samples according to their pathological assessment using the procedure described in Section S1.5 of Supplementary Text. After arranging main and subsidiary task labels, we create two datasets from CPMG and ERETIC-CPMG samples, respectively. Implementation details can be seen in Section S1.6 of Supplementary Text.

3.1.1 Automated metabolite quantification

Regardless of the task and dataset, we adopt a 5-fold cross-validation scheme (repeated three times) for evaluating our methods. Each fold is stratified with respect to the pathological class labels (i.e. control, aggressive and benign). There was not any patient and sample overlap between folds. In each repetition of the framework, we first shuffle the dataset, generate the data folds and perform metabolite quantification analyses. Then, samples contained in each metabolite quantification fold are mapped to main and subsidiary task folds.

During iteration \( i \) of the setup, neural network models were tested on fold \( i \), validated on fold \( (i + 1) \mod 5 \) and trained on the remaining folds; whereas the multivariate multiple elastic-net regression model was tested on fold \( i \) and trained on the remaining folds. MAPE was calculated on each test fold using measured metabolite concentrations as the ground truth. During cross-validation of automated metabolite quantification methods, we record the predicted concentrations for each test fold. We shuffle the dataset and repeat the cross-validation setup three times for a robust comparison of the methods.

The multivariate multiple regression model was trained using the default values of parameters \( (\alpha = 1, \beta = 0.5) \), which led 2-fold weight for \( L_1 \) and 1-fold weight for \( L_2 \) losses (after a grid search on \( \alpha = \{0.01, 0.1, 1 \} \) and \( \beta = \{0.1, 0.2, \ldots, 0.9\} \)). We experimented with the mean absolute error, mean squared error (MSE), logcosh and huber as loss functions; and on the learning rates between \( 10^{-2} \) and \( 10^{-4} \) for neural network models. We proceeded with the MSE.
loss and learning rate of $10^{-2.1}$ due to the highest overall observed performance. For all models, Adam optimizer (Kingma and Ba, 2014) with a batch size of 64 (selected among 32, 64 and 128) and weight decay of $10^{-5}$ (selected among $10^{-4}$, $10^{-5}$ and $10^{-6}$) were used during training. The maximum epoch limit was 2000 (selected among 1000, 2000 and 3000) and early stopping based on validation loss monitoring was applied on a moving window of 100 (selected among 75, 100 and 125) epochs. We also employ a learning rate reduction on plateau by a factor of 0.2 (selected among 0.1, 0.2 and 0.3) with 50 (selected among 25, 50 and 100) epoch patience period, 25 (selected among 15, 25 and 35) epoch cool-down period with a minimum learning rate of $10^{-4}$ (selected among $10^{-3}$, $10^{-4}$ and $10^{-5}$). We suggest using cross-validation to select these parameters for other applications.

### 3.1.2 Tumor margin assessment

The 5-fold cross-validation setup used for the metabolite quantification task was also used for main and subsidiary pathology classification tasks. Folds were mapped from the metabolite quantification task and matched with main and subsidiary task labels. During iteration $i$ of the setup, each pathological classification method was tested on fold $i$, validated on fold $(i + 1) \text{mod} 5$ and trained on the remaining folds. The overall setup was repeated three times.

The training scheme involved a grid search-based hyper-parameter selection on the validation set. Grid search routine was performed on the following hyperparameter space: (i) number of estimators: 50, 150, 300, and 400; (ii) maximum tree depth: 10, 15, 25 and 30; (iii) minimum number of samples required to split an internal node: 5, 10 and 15; (iv) criterion to measure the quality of a split: gini-index and entropy; and (v) the number of samples required to be at a leaf node: 2, 10 and 20. Models were selected based on the AUC-ROC metric calculated on the validation set. As the result of the grid search on our 5-fold cross-validation setup, the following parameters are picked as the best performing hyper-parameter setting for control and tumor classification: Number of estimators $= 50$, maximum tree depth $= 10$, minimum number of samples to split a node $= 5$, minimum number of samples in a leaf node $= 20$ and the impurity measure $= \text{Gini index}$. For benign and aggressive classification, the following parameters are picked as the best performing hyper-parameter setting: Number of estimators $= 300$, maximum tree depth $= 15$, minimum number of samples to split a node $= 5$, minimum number of samples in a leaf node $= 2$ and the impurity measure $= \text{Gini index}$. Finally, a model with the decided parameter setting was trained on the full training set and released.

The performance of the models was measured in terms of AUC-ROC and AUC-PR calculated on the test fold. The training and test folds are synced between two tasks. That is, for the samples that are in the test fold for the latter task, we use the metabolite concentration predictions obtained when they are on the test set for the former task. Please see Section S3.1 of Supplementary Text for the experimental setup used for feature importance based models.

### 3.2 Metabolite quantification

We compare the performances of baseline methods and the proposed neural network architecture (Section 2.2.4) using the MAPE metric. Please see Supplementary Table S3 for a tabular representation of the results. The proposed method (i.e. neural network per metabolite) achieves the lowest median MAPE for 32 and 33 out of 37 metabolites on CPMG and ERETIC-CPMG sample sets, respectively. Please see in Supplementary Figure S11 that the convergence of the training and validation losses for 37 metabolites were shown. We provide the performance comparison of metabolite networks for the proposed approach on the CPMG sample set in Figure 2. The lowest and highest median MAPE achieved were 0.15 and 1.38, respectively. We observe that model could not quantify 2-hydroxyglutarate and acetate as well as other metabolites. On the other hand, creatine, glutamate, glutamine and lactate were the most successfully quantified metabolites in the cohort. Please see Supplementary Figure S3 for the results of the same analysis on ERETIC-CPMG sample set. Overall, we observe that results obtained on each sample set are on par in terms of median MAPE. While our results are not directly comparable with the methods in the literature due to differences in the selection of the performance metrics, the number of metabolites, training setups, and their use of simulated data; we checked the performance of the latest work in Lee and Kim (2019) obtained on simulated spectra and observed that our method performed better in terms of MAPE for alanine and lactate (improvement up to $\sim 0.4$ and $\sim 0.24$, respectively); worse for some metabolites including glutathione and glutamate (decline up to $\sim 0.26$ and $\sim 0.05$, respectively). Note that while we would like to perform well on the quantification, it is not the ultimate goal of this study. The ultimate goal is to perform well on the pathology classification tasks using the models trained with these predictions.

### 3.3 Pathologic classification

We compare the performance of the above-mentioned methods on main and subsidiary pathology classification tasks with respect to AUC-ROC and AUC-PR metrics.

The performance of RF models trained for the main pathology classification task using various feature types obtained from CPMG dataset is given in Figure 3. We observe that the model that uses ground truth metabolite concentrations performed the best on the main task with a median AUC-ROC of 89.4% and AUC-PR of 94.7%. Moreover, the second best model in terms of AUC-ROC is the one built on predicted metabolite concentrations. In this case, the model achieved a median AUC-ROC of 98.7% and AUC-PR of 93.6%. The uncharacterized region also performs similarly. We further observe that the performance gap between the models trained on ground truth and predicted metabolite concentrations are small.
(median difference up to 0.7% AUC-ROC and 1.1% AUC-PR). This result shows that predicted metabolite levels provided by the automated metabolite quantification models can be used to distinguish control and tumor samples with high performance.

We observe that distinguishing benign tumor and control samples is more difficult than distinguishing aggressive tumor and control samples. We used the model we trained to classify tumor and healthy samples. Then, we removed all the aggressive tumor samples from the test set. When we classified benign tumors against control samples, we obtained an AUC-ROC of 70% and AUC-PR of 46%, which is lower than the result reported above.

In the case of the raw spectrum-based approaches, the model trained on the cropped spectrum [i.e. the model presented in Cakmakci et al. (2020)] had a median AUC-ROC of 87.6% and AUC-PR of 93.8%. Using the full spectrum gives a similar performance which is tied with the model built on the uncharacterized region in terms of AUC-PR but achieved a lower median AUC-ROC. This shows the benefit of our targeted analyses. Note that training with the raw spectrum is also computationally more demanding than the models proposed here—up to 10× running time.

We investigate the benefit of quantifying and using more metabolites in the prediction task and show that adding more metabolites improves the results (Supplementary Figures S8a and S9a). We find that 2-hydroxyglutarate and NAA metabolites are important for tumor and healthy sample distinction (see Supplementary Table S4) which is also supported by the literature (Bulik et al., 2013; Choi et al., 2012). We also show that when using only informative parts of the raw signal (discontinuous) also improves the classification task performance (see Supplementary Figure S5a). These results also show that the raw spectrum is noisy and a carefully designed targeted analysis performs better. See Section S3 of Supplementary Text for details of this analysis.

We demonstrate the results of the proposed methods trained on ERETIC-CPMG sample set in Figure S13 of Supplementary Text. The best performing model, which was also trained on ground truth metabolite concentrations, has a median AUC-ROC of 91.2% and AUC-PR of 96.7%. Using predicted metabolites and uncharacterized region resulted in a very similar performance (~90% AUC-ROC and ~96% AUC-PR). While overall, using ERETIC-CPMG is better than CPMG, the performance gain is mainly due to the larger dataset size (393 vs 500).

We repeat this analysis for distinguishing benign and aggressive tumors (subsidiary task) and the results are presented in Section S4 of Supplementary Text. As a result, we detected that myo-inositol metabolite was important for discrimination between aggressive and healthy tumor samples which is also supported by the literature (Castillo et al., 2000). We also observed that the model constructed on the uncharacterized region performed poorly on the subsidiary task.

3.4 Validation on an independent dataset
We tested the performance of the pipeline on an independent HRMAS NMR dataset obtained from Firdous et al. (2021). The raw FID files are preprocessed as we did for our own dataset and obtained the full CPMG spectrum vector of length 16 314. We normalized the signal intensities with respect to the maximum intensity observed in our dataset and we shifted the signal 1515 ppm to the left for calibration and to align with the signal we used during training.

This dataset contains HRMAS NMR plasma samples of 42 individuals. First, we predicted the quantities of 37 metabolites considered for all samples, using the models described in Section 3.2. Out of 42, 26 samples are glioma samples and 16 samples are from healthy controls. Using the best parameter settings for the RF model (see Section 3.1.2), we trained a final model that uses the full CPMG glioma training set (n = 393). We obtained an AUC-ROC of 79% and AUC-PR of 82%.

Out of the 26 glioma samples, 9 are low grade and 17 are high grade. Using the best parameter settings for the RF model (see Section 3.1.2), we trained a final model that uses the full CPMG glioma training set (n = 156) to distinguish benign and aggressive tumors. We obtained an AUC-ROC of 72% and AUC-PR of 89%.

These results are lower than the performance we obtained on our dataset. Nevertheless, we show that despite the variation in the data due to the cross-site analysis, we were able to obtain arguably high AUC-ROC and AUC-PR values.

4 Discussion
Targeted analysis has the advantage of discarding the noise regions and reducing the dimension of the spectrum over the untargeted analysis. It is also more interpretable as variables of interest can be more easily detected. On the other hand, selecting targeted metabolites and the quantification procedure potentially adds bias to the downstream analyses. Yet, we show that predicting quantities of certain metabolites and using these to distinguish control and tumor samples perform better than the untargeted approach as machine learning techniques can effectively deal with the above-mentioned bias and also fit in the time frame of surgery.

One limitation of the study is the limited size of the training dataset to train end-to-end complex machine learning models. While the dataset we use is the largest of its kind, it prohibits using deep learning models. Hence, we opt for an RF-based model and had to incorporate metabolite quantification task. We foresee that with increasing dataset sizes such problems will attenuate and more complex models will be able to fit directly to the raw signal.

Our metabolite quantification learning attempt is the first for this type of data. Other methods rely mainly on work on image data and simulation to attain higher sample sizes. For these reasons, they are not directly comparable to our approach which works on HRMAS NMR data and is trained on a case control group. There is uncertainty added to the input once the predicted metabolite levels are used for the downstream classification task. However, as our results show, the predicted metabolite levels work on par with using ground truth levels. While the expert decision on ground truth metabolite levels is the best we can obtain, there might be systematic differences that lead to noise in these labels. The added uncertainty in the input that comes with the predictions can help the down-stream task to generalize better and avoid over-fitting.
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