Distributed scheduling: a review of concepts and applications

Ayşegül Toptal & Ihsan Sabuncuoglu

To cite this article: Ayşegül Toptal & Ihsan Sabuncuoglu (2010) Distributed scheduling: a review of concepts and applications, International Journal of Production Research, 48:18, 5235-5262, DOI: 10.1080/00207540903121065

To link to this article: http://dx.doi.org/10.1080/00207540903121065

Published online: 27 Aug 2009.

Article views: 385

View related articles

Citing articles: 12 View citing articles
Distributed scheduling: a review of concepts and applications

Ayşegül Toptal* and Ihsan Sabuncuoglu

Industrial Engineering Department, Bilkent University, Ankara, 06800, Turkey
(Received 17 September 2008; final version received 29 May 2009)

Distributed scheduling (DS) is an approach that enables local decision makers to create schedules that consider local objectives and constraints within the boundaries of the overall system objectives. Local decisions from different parts of the system are then integrated through coordination and communication mechanisms. Distributed scheduling attracts the interest of many researchers from a variety of disciplines, such as computer science, economics, manufacturing, and service operations management. One reason is that the problems faced in this area include issues ranging from information architectures, to negotiation mechanisms, to the design of scheduling algorithms. In this paper, we provide a survey and a critical analysis of the literature on distributed scheduling. While we propose a comprehensive taxonomy that accounts for many factors related to distributed scheduling, we also analyse the body of research in which the scheduling aspect is rigorously discussed. The focus of this paper is to review the studies that concern scheduling algorithms in a distributed architecture, not, for example, protocol languages or database architectures. The contribution of this paper is twofold: to unify the literature within our scope under a common terminology and to determine the critical design factors unique to distributed scheduling and in relation to centralised scheduling.
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1. Introduction

Scheduling deals with the allocation of scarce resources to tasks over time (Pinedo 2002, Leung 2004). It is a vital component of shop-floor control systems, in the sense that a well-prepared schedule can significantly improve the system performance in terms of utilisation, production lead times, and due-date-related measures. Because scheduling is frequently encountered in practice, it is extensively studied in industrial engineering and operations research literature. Numerous studies investigate a wide variety of scheduling problems. All these studies indicate that the majority of the scheduling problems are NP-hard. Moreover, the dynamic and stochastic nature of the scheduling environments makes it almost impossible to obtain optimum schedules in practice. Hence, various approximate methods (i.e. both constructive and iterative heuristics) are proposed to cope with real-life scheduling problems.

In production systems, scheduling is considered as an operational (short-term) activity that has to interface with other functions (e.g. aggregate production planning, capacity
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planning, material planning) of the planning process. This activity often prevails at two levels of detail among the various stages of the production planning and control; those are, master production scheduling and short-range scheduling. Master production scheduling is based on an aggregate production plan and concerns the decisions regarding the specific products to be produced in particular time periods. These periods are in length of days or weeks. The decisions made at this stage are used for material planning. In short-range scheduling, they are narrowed down to a finer time frame to suggest which jobs are to be run on each machine on the shop floor (Silver et al. 1998).

In order to be competitive in today's rapidly changing business world, organisations have shifted from a centralised to a more decentralised structure, in many areas of decision making including scheduling. In this context, decision problems are delegated to lower levels of the organisational hierarchy and solved locally and independently by different entities of the system. The solutions are then coordinated together under a global objective. These entities may be different departments in a company, cells in a flexible manufacturing system (FMS), multiprocessors in a communication network, or companies in a supply chain. Decision making in such a distributed manner increases system responsiveness, which may be especially important for scheduling. Scheduling as a short term decision-making process requires up-to-date and timely information to generate feasible schedules in practice.

The need for making scheduling decisions in decentralised systems has given rise to a new area, that is, distributed scheduling. We define distributed scheduling (DS) as an approach in which smaller parts of a scheduling problem are solved by local decision makers who possibly have conflicting objectives and who coordinate their subsolutions through certain communication mechanisms to achieve overall system objectives. This way, local decisions are quickly made using the most recent system information, and the overall schedule is more responsive to dynamic and unpredictable events, such as machine breakdowns, new job arrivals, or order cancellations.

In this paper, we provide a survey and a critical analysis of the literature on distributed scheduling. Examining previous work on distributed systems we note that several papers discuss a variety of issues, such as the design of distributed architectures for production organisation (see, e.g. Biemans and Vissers 1991, Crowe and Stahlman 1995); the development of modelling languages for negotiation (Wang et al. 2002); and methodologies for the integration of distributed information systems (Sikora and Shaw 1998, Jeong and Leon 2002). In this paper, however, we review in depth the body of research in which scheduling algorithms within a proposed distributed architecture are explicitly discussed. In view of this perspective, we seek answers to the following questions:

Q1. How do the decentralised scheduling systems differ in theory and in implementation from the centralised scheduling systems?
Q2. What are the critical design decisions in a distributed scheduling system?
Q3. What are the important commonalities and differences among different distributed scheduling systems proposed in the literature?
Q4. How do the design aspects affect computational time and solution quality?

Distributed scheduling can be considered as part of a broader concept in production planning and control, that is, multi-agent systems. These systems assume the presence of multiple decision makers (i.e. agents) interacting and cooperating with each other in order
to achieve a global performance (Caridi and Cavalieri 2004). There are several applications of this concept ranging from order quotation to design to distribution. Several papers provide reviews of the literature on multi-agent systems (Sen 1997, Tharumarajah 2001, Shen 2002, Caridi and Cavalieri 2004, Giret and Botti 2004, Shen et al. 2006). However, with the exceptions of Shen (2002) and Shen et al. (2006), none of these studies focus on a specific application area. These two papers provide an account of the literature on manufacturing scheduling. Shen (2002) discusses the issues in agent-based manufacturing scheduling in relation to the general concept of multi-agent systems. Shen et al. (2006) extend this work to include the studies on agent-based approaches to manufacturing process planning. However, these studies provide limited evidence about how the existing work on distributed scheduling fits into the classical literature on scheduling theory.

It is important to emphasise that, although there are several review papers in many areas of scheduling (Graves 1981, Cheng and Sin 1990, Basnet and Mize 1994, Sabuncuoğlu 1998), there is no survey of the literature on distributed scheduling with the traditionally adapted view of the scheduling theory. Our work contributes to the existing literature by (i) providing a perspective on distributed scheduling as it relates to scheduling theory and practice, (ii) unifying the current distributed scheduling literature and synthesising it under a comprehensive taxonomy, (iii) offering future research directions and opportunities for improving existing models.

Since the late 1980s, distributed scheduling has received considerable attention in the scheduling literature (Shaw 1987, Roundy et al. 1991, Kutanoglu and Wu 1999, Babayan and He 2004, Jeong and Leon 2005). Although using DS concepts in solving scheduling problems has largely been limited to the manufacturing area (Burke and Prosser 1991, Chung et al. 1996, Maturana and Norrie 1996), a growing interest has emerged in other applications such as network power scheduling, fair scheduling in wireless LANs and packet scheduling (Chiussi and Francini 2000, Hohlt et al. 2004, Vaidya et al. 2005).

Another important application area of distributed scheduling is supply chains. In these systems, companies make their decisions independently and with partial information from one another. Proper coordination of decisions in supply chains for inventory replenishment and transportation has been shown to increase overall system profits (Tsay et al. 2000). The potential benefits of coordinating scheduling decisions have been recently recognised (Lau et al. 2005a, 2005b). This is primarily due to the fact that information that is entered into the scheduling problem changes quickly, and overcoming these difficulties has become possible only with recent advancements in information technology. This progress has not only made it possible to achieve coordination through distributed scheduling, but it has also changed the structures of supply chains, indicating a need for distributed scheduling. For example, ‘Business To Business’ (B2B) marketing on the Internet is a new practice in which the ability to make quick scheduling decisions and to coordinate them with those of the other parties is vital. Therefore, the changing structure of supply chains, along with advancements in information technology, suggests that distributed scheduling will attract more attention in the future (Pinedo 2002).

In the next section, we provide the basic definitions and concepts in distributed scheduling, and summarise the specific notation used in the current paper. Then, we propose a classification framework and a brief review of the existing literature, including the answer to Q3. In the final section, we present our concluding remarks with an emphasis on the other questions we have raised and outline further research directions in this area.
2. Basic definitions and notation

In distributed scheduling, the problem is divided into subproblems, each of which is assigned to a local decision maker. Local decision makers are called agents (Sycara et al. 1991, Kouiss et al. 1997, Shen 2001). The concept of agents was first introduced in computer science to create autonomous and intelligent entities that act like humans. In theory, agents should possess some basic properties such as autonomy to operate without human intervention, social ability to communicate with others, pro-activeness to take an initiative role, and reactivity to respond to changes in the system (Rahimifard and Newman 1998). In production settings, an agent is normally associated with, among others, a part, a product, an order, a resource, a department, or a group technology cell.

We classify agents into two types: local and global. Local agents, a.k.a. regular agents, take a role in local decisions, such as developing and updating the partial schedule for a subproblem. In some systems, assignment of subproblems to the local agents is handled by the global agent, who is alternatively called a manager agent, mediator agent, or a master agent. A global agent should have access to all information sources in the system. In light of the overall system objectives, this agent also resolves any conflicts among independently-made local scheduling decisions. A global agent is viewed as the only intelligent entity with infinite life and has the liberty to create and delete regular agents. In that sense, regular agents are sometimes called temporary agents. All these concepts related to agents, multi-agent techniques, and their applications in different areas are discussed in detail by Zhang et al. (1998).

Before presenting a detailed classification scheme to synthesise the distributed scheduling literature, let us introduce the schematic notation that will be used to illustrate different entities in a typical DS system.

- ◯: Local agent
- ◇: Global agent (In some systems, local schedulers can temporarily carry out some functions of a global agent. In such cases, we use this figure within a circle, i.e. ◯)

The above two figures are used to represent agents, who are the only intelligent entities. We also introduce the following notation for other entities that do not take part in decision making, but are useful in understanding the dynamics of a distributed scheduling system:

- ○: Coordinator (A coordinator acts more like a global information database. It aids in information exchange between agents, but has no role in decision making.)
- □: Controller, which simply implements the scheduling decisions.

3. Classification framework

Previously, scheduling research has been classified as static versus dynamic, deterministic vs. stochastic, and online vs. offline (Leung 2004). With the increasing importance of information technology in the implementation of scheduling systems, there is a need for new classification schemes. For this purpose, we propose two general attributes: the information flow structure and the communication mechanism between decision makers. With respect to the former, we classify the literature into two main groups: centralised (or hierarchical) systems and decentralised (or distributed) systems. For the latter attribute, we identify six mechanisms: bidding, iterative bidding, negotiation, cooperation, domination, and iterative refinement.

The above two attributes, which will be explained in more detail later in this section, are the primary bases for our general classification. However, in order to capture the
characteristics of the distributed-scheduling papers in the broader context of scheduling theory, we propose a detailed classification framework. This framework is based on the following seven attributes: information flow structure, communication mechanism, local agent types, assignment method, schedule generation, objective, and machine environment.

The third entry in this framework identifies the physical entities in the system that possess the features of an agent, as we explained in the previous section. In some studies, several system modules that do not take part in decision making are also referred to as ‘agents’ (e.g. a database management agent in which information is stored and updated, a communication agent that aids in distributing messages). It is important to note here that we exclude such entities from being considered within this attribute. Also, because the information flow structure in our classification scheme already identifies whether there is a separate manager agent or not, here, we only consider the local agent types. We refer to an agent that stands for an operation or a collection of operations as an order agent. Similarly, an agent that is associated with a resource (e.g. machine, tool, or material handling equipment) or a collection of resources is referred to here as a resource agent.

In distributed scheduling, the main scheduling problem is decomposed into subproblems to be solved by the local agents. The assignment method element in the notation indicates the main procedure or tool used in relating the subproblems to the local agents. The fourth entry, schedule generation, describes how the subproblems are solved by the local agents after their assignments are made. For example, scheduling the operations of a job may be assigned to a group technology cell using bidding, and the resource agent responsible for that cell may generate an output in the form of a detailed schedule using an algorithm (e.g. mathematical model, tabu search, or simulated annealing).

The sixth attribute of our classification scheme is the objective, which describes the performance measure to be optimised (e.g. reducing flowtime, tardiness, WIP, or lead time or increasing utilisation or throughput). A distributed scheduling system enables the local decision makers to have their own scheduling objectives, which we refer to as local objectives. The local objectives of various decision makers may be different from one another and from the overall system objectives, which we refer to as global objectives. As will be discussed in Section 5, our review suggests that almost all the studies in the existing literature assume that local objectives are the same as the global objectives, and usually there is only a single objective. In fact, one of our observations is that, although DS allows the local agents to act on behalf of themselves, the degree to which local objectives are achieved is not thoroughly addressed in the current literature. Finally, machine environment defines the setting in which the prospective scheduling system is intended to work (e.g. job shop, single machine, or FMS).

3.1 Communication mechanisms

In bidding systems, a new job, either by itself or with the help of a manager agent, broadcasts its arrival and requests bids for its processing. The agents (machines or cells) prepare bids by considering their own capabilities. Those incapable of processing the job do not bid. The best bid is selected by the manager agent according to some pre-determined criteria. The Contract-Net protocol is a pioneer work that employs bidding concepts in distributed problem solving (Smith 1980, Smith and Davis 1981), and is also a basis for several distributed production planning systems (Parunak 1987, Shaw and Whinston 1988, Lima et al. 2006). Different variations of bidding mechanisms have
been studied in the literature. Yang et al. (1993) proposed an aggregate bidding scheme in which pre-emption is handled within the bidding process for scheduling urgent jobs. In some cases, decisions are finalised after one iteration of bid collection, whereas in others, agents are allowed to revise their bids in light of new information gained from the previous bids. To distinguish this case from regular bidding mechanisms, we call it an iterative bidding mechanism (e.g. Lin and Solberg 1992).

In a negotiation mechanism, agents at the same hierarchical level communicate with each other or exchange information to prepare better schedules for their subproblems. In the negotiation case, optimisation of local goals is of high priority, but in a cooperation mechanism, agents collaborate with each other to achieve better system performance. As a result of this mechanism, agents may choose suboptimal policies for their local goals for the sake of overall system performance. The work by Crowe and Stahlman (1995) provides a good discussion of the above four mechanisms. Another communication mechanism is iterative refinement. It operates by an exchange of schedule information between different agent types, for eliminating conflicts or for revising the existing schedule towards better system performance. The coordination mechanisms discussed above are unique to distributed scheduling systems: they require different intelligent entities to be involved in the decision process, rather than a single entity preparing the schedule for the whole system.

As a final communication mechanism, we note domination, which prevails both in centralised and decentralised systems. In this mechanism, a higher-level agent or module decides on the schedule, and then, lower-level ones implement these decisions. The degree of domination used in a decentralised system depends on the extent of decentralisation. If an agent has dominance over another agent, a decision made by the dominant (or master) agent becomes a constraint on the latter. The communication mechanisms covered in this subsection will also be used in the following discussion on information flow structures.

### 3.2 Information flow structure (centralised versus decentralised)

A scheduling system is called centralised (or hierarchical) if a global scheduler develops a schedule for the entire system. As seen in Figure 1, the flow of information is basically from top to bottom with a domination-based communication mechanism. Figure 1(a) illustrates a single-layer centralised system, in which there is one level of local controllers. These controllers are in charge of implementing the part of the final schedule that is communicated to them by the global controller. Another variation of centralised systems is the multi-layer structure, which is illustrated in Figure 1(b). In this case, there is a hierarchical level of local controllers in which a higher level controller passes the received scheduling information in smaller parts to the lower levels. This one-way information flow is represented by the down arrows in Figure 1. Most of the existing scheduling systems are of this type (i.e. centralised).

In contrast to the centralised systems, there is no single decision maker in a decentralised system. Local agents make their decisions to solve the smaller parts of the scheduling problem. We can further classify the decentralised systems as pure heterarchical and quasi-heterarchical. Pure heterarchical systems contain no command hierarchy. Each agent communicates through a coordinator agent or in pairs (see Figures 2(a) and 2(b), respectively). These systems mostly utilise iterative refinement as a communication mechanism, which usually yields no more than a feasible schedule. Local agents in pure
heterarchical systems only consider their own goals, and they do not cooperate with each other (e.g. Sycara et al. 1991).

In a quasi-heterarchical system, local schedulers again make their own schedules considering their goals. However, these local schedules are then evaluated by the master agent with respect to the overall system objective. More specifically, the role of the master agent in these systems is to resolve potential conflicts, to select bids, and to finalise the scheduling decisions. We further classify the quasi-heterarchical systems as single-layer quasi-heterarchical if there is one layer of local decision makers (Figures 3(a) and 3(b)), and multi-layer quasi-heterarchical if there is more than one such layer (Figure 4).

There are variations of single-layer quasi-heterarchical systems depending on whether there is a separate manager agent or not. Figure 3(a) illustrates a single-layer quasi-heterarchical system without a separate manager agent, in which the functions of a manager agent are temporarily carried out by a local agent. Figure 3(b) illustrates the complementary case: the single-layer quasi-heterarchical system with a separate manager agent. In quasi-heterarchical systems, communication between local agents usually involves cooperation, negotiation, bidding or a combination of these. Note that in multi-layer quasi-heterarchical systems, there is always a manager agent for achieving better control of multiple layers (see Figure 4 for an illustration).
A comparison of the proposed taxonomy with the other relevant categorisations in the literature

Distributed scheduling has been an area of research that attracts the interest of many researchers from a variety of disciplines such as computer science, economics, manufacturing and service operations management. One reason is that, the problems in this area cover a large span of issues ranging from information architectures to negotiation mechanisms, to design of scheduling algorithms. While a classification of distributed scheduling papers cannot be done ignoring the issues related to the distributed or the multi-agent structure, they alone are not enough to characterise a scheduling paper. There are various classification schemes that can be used to give an account of how papers on distributed scheduling fit into the multi-agent systems literature. Examples include Sen (1997), Tharumarajah (2001), Shen (2001), Shen (2002), Giret and Botti (2004), Caridi and Cavalieri (2004), Shen et al. (2006). However, these classifications ignore the issues addressed in the classical scheduling theory that are also relevant to distributed scheduling, such as the underlying scheduling problem or the solution approach.

3.3 A comparison of the proposed taxonomy with the other relevant categorisations in the literature

Distributed scheduling has been an area of research that attracts the interest of many researchers from a variety of disciplines such as computer science, economics, manufacturing and service operations management. One reason is that, the problems in this area cover a large span of issues ranging from information architectures to negotiation mechanisms, to design of scheduling algorithms. While a classification of distributed scheduling papers cannot be done ignoring the issues related to the distributed or the multi-agent structure, they alone are not enough to characterise a scheduling paper. There are various classification schemes that can be used to give an account of how papers on distributed scheduling fit into the multi-agent systems literature. Examples include Sen (1997), Tharumarajah (2001), Shen (2001), Shen (2002), Giret and Botti (2004), Caridi and Cavalieri (2004), Shen et al. (2006). However, these classifications ignore the issues addressed in the classical scheduling theory that are also relevant to distributed scheduling, such as the underlying scheduling problem or the solution approach.
After carefully analysing the existing classification schemes, we have also observed that some of them are very focused (e.g. Giret and Botti 2004) or variations proposed by the same author (e.g. Shen 2001, Shen 2002, Shen 2006). Therefore, in the rest of this section, we provide a comparison of the classification schemes by Tharumarajah (2001), Shen et al. (2002), and Caridi and Cavalieri (2004) with ours, as they are the most comprehensive ones relevant to our study.

Tharumarajah (2001) classifies the literature on distributed manufacturing systems based on the following attributes: problem decomposition, problem-solving organisation, coordination and control. The attribute problem decomposition describes how the global problem is decomposed. The three values that this attribute may attain (resource view, task view and hybrid view) are sufficient to describe the decomposition method, which is also reflected by the agent attribute in our classification scheme. However, it does not by itself provide sufficient evidence about how the individual subproblems are assigned to a specific decision maker among alternative ones. This is achieved by the assignment attribute in our classification scheme. The other two attributes problem-solving organisation, coordination and control in Tharumarajah (2001) are similar to information flow structure and communication mechanism in ours. The author also identifies communication, local problem solving and performance as issues relevant to distributed manufacturing systems, however, he does not provide a classification of the literature with respect to these attributes.

Shen (2002) discusses agent encapsulation, coordination and negotiation protocols, system architectures and decision schemes for individual agents as four issues of agent-based manufacturing scheduling. The first three of these issues are captured by agent, communication mechanism, information flow structure, respectively, in our classification scheme. Within the decision schemes for individual agents, the author includes both the coordination or negotiation mechanisms, and the local decision-making mechanisms. The discussion on local decision-making is confined to the knowledge update and information sharing of the decision makers rather than an analysis of scheduling methods and/or solution approaches for local problems. Furthermore, the author does not provide a classification of the reviewed papers in terms of the above issues listed.

Caridi and Cavalieri (2004) provide a taxonomy for classifying the multi-agent systems. This taxonomy includes application domain, agent, control, organisation, communication. Our study focuses on distributed scheduling as an application domain. The attributes agent, communication mechanism, information flow structure in our classification scheme are similar to agent, control, organisation in this taxonomy. The attribute communication in Caridi and Cavalieri (2004) is not included in ours. The authors use this attribute to describe the communication vehicle and the semantic structure of the messages exchanged between agents. This is a general issue on multi-agent systems, and in our paper, we do not provide a detailed analysis of the literature with respect to this attribute.

Within the context of classification taxonomies, our study contributes to the existing literature in three ways. First, in addition to the attributes that reflect the multi-agent or distributed structure of a system, we have attributes to describe the scheduling aspect (i.e. objective, machine environment, assignment method and schedule generation). Our careful review of the literature leads to an identification of a wide variety of values that each one of these attributes may assume. Second, we provide a detailed analysis and a summary table for how we classify each paper within our focus in terms of these attributes. Last but not least, our classification scheme derives from concepts put forward in the
literature and proposes a unified system of terminology for similar issues which are most often referenced under varying names by different authors.

4. Analysis of existing studies

In this section, we review the current literature on distributed scheduling, beginning with a very simple heterarchical structure (a pure heterarchical system) and continuing with single-layer quasi-heterarchical systems. Finally, multi-layer quasi-heterarchical systems are considered. The papers are also summarised in Table 1, according to the new classification framework we propose.

4.1 Pure heterarchical systems

Pure heterarchical systems have the simplest structure in terms of information flow. Agents communicate directly with each other, and no agent has the right to override the decisions of the others. Sycara et al. (1991) and Liu and Sycara (1993) are examples of this class. In both of these studies, local agents are associated with orders and resources. Scheduling decisions are revised iteratively, and information is exchanged between the order and resource agents until a feasible schedule is reached. A feasible schedule is defined in terms of precedence and capacity constraints. A precedence constraint is satisfied when the precedence relations between the activities of an order are maintained. A capacity constraint requires that no more than one activity be scheduled for the same period for the same resource. Accordingly, a feasible schedule is obtained when the precedence constraints over all orders and the capacity constraints over all resources are satisfied. Within this framework, the details of these two studies are given below.

In Sycara et al. (1991), each order agent first determines its overall demand in time for the required resources. It then presents this data to the resource agents. After collecting the demands from all order agents, each resource agent calculates the overall aggregate demand in time for its resource. The peak of the aggregate demand determines the critical time interval of the resource. The operations that are scheduled within this interval are called critical activities. Starting with the most critical activity, each resource agent puts the current activity into its existing schedule. Different methods are proposed for the resource agents to schedule activities. One such method is based on the survivability measure of an activity: this represents the probability that a start time will not cause a capacity constraint violation for the current activity. After each activity is scheduled, order agents update their demand information at the related resource. The information flow between the resource agents and order agents continues in an iterative manner, until a feasible schedule is developed (Figure 2(b) illustrates the information-flow structure).

In Liu and Sycara (1993), in addition to the order and resource agents, there is a coordinator responsible for the exchange of information and for communication between different agent types (Figure 2(a)). The system begins operation with the generation of initial schedules by the resource agents. Each resource agent simply sequences all the operations to be scheduled on its resource using the EDD (Earliest Due Date) rule. As the resource agents act independently from each other, this schedule may violate precedence constraints. Information about the operations of each job is extracted and sent to the related order agent by the coordinator. Next, order agents identify and eliminate precedence violations. This may be followed by an update of the schedule by the resource
Table 1. List of the studies in distributed scheduling and their characteristics.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Information flow structure</th>
<th>Communication mechanism</th>
<th>Local agent types</th>
<th>Assignment method</th>
<th>Schedule generation</th>
<th>Objective</th>
<th>Machine environment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>without a separate MA</td>
<td></td>
<td>(GT\textsuperscript{+} cell)</td>
<td>with EFT</td>
<td>Dispatching</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>without a separate MA</td>
<td></td>
<td>(GT cell)</td>
<td>with SPT</td>
<td>Dispatching</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ow et al. (1988)</td>
<td>Single-layer Q.H.</td>
<td>Cooperation and Bidding</td>
<td>Resource</td>
<td>Bidding</td>
<td>Detailed schedule</td>
<td>Minimising completion times and flowtimes</td>
<td>Job shop</td>
</tr>
<tr>
<td></td>
<td>with a separate MA</td>
<td></td>
<td>(Workcentre)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parunak (1988)</td>
<td>Multi-layer Q.H.</td>
<td>Cooperation, Bidding</td>
<td>Resource</td>
<td>Bidding algorithm</td>
<td>FCFS</td>
<td>Meeting due dates and balancing the load</td>
<td>FMS</td>
</tr>
<tr>
<td></td>
<td></td>
<td>and Negotiation</td>
<td>(GT cell)</td>
<td>with EFT</td>
<td>Dispatching</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Burke and Prosser (1991)</td>
<td>Multi-layer Q.H.</td>
<td>Cooperation</td>
<td>Resource</td>
<td>Depth first search</td>
<td>Detailed schedule</td>
<td>Meeting due dates and balancing the load</td>
<td>Job shop</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>and Backtracking</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Iteration</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sycara, Roth, Sadeh and Fox (1991)</td>
<td>Pure heterarchical without coordinator</td>
<td>Iterative refinement</td>
<td>Order and Resource</td>
<td>Bidding</td>
<td>Detailed schedule</td>
<td>Not explicitly stated</td>
<td>Not given</td>
</tr>
<tr>
<td></td>
<td>with a separate MA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lin and Solberg (1992)</td>
<td>Pure heterarchical without coordinator</td>
<td>Negotiation and iterative bidding</td>
<td>Order and Resource</td>
<td>Bidding</td>
<td>Detailed schedule</td>
<td>Several objectives</td>
<td>Not given</td>
</tr>
<tr>
<td>Hadavi, Hsu, Chen and Lee (1992)</td>
<td>Single-layer Q.H.</td>
<td>Cooperation</td>
<td>Resource</td>
<td>Dispatch rule selection via simulation</td>
<td>Detailed schedule</td>
<td>Meeting due dates and Reducing inventories</td>
<td>Job shop</td>
</tr>
<tr>
<td></td>
<td>with a separate MA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Authors</td>
<td>Information flow structure</td>
<td>Communication mechanism</td>
<td>Local agent types</td>
<td>Assignment method</td>
<td>Schedule generation</td>
<td>Objective</td>
<td>Machine environment</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>---------------------------------------------</td>
<td>-------------------------</td>
<td>--------------------------</td>
<td>-------------------</td>
<td>---------------------</td>
<td>----------------------------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Agarwal et al. (1995)</td>
<td>Single-layer Q.H. with a separate MA</td>
<td>Cooperation and Bidding</td>
<td>Resource (GT cell)</td>
<td>Bidding with SPT and customer approval</td>
<td>Detailed schedule</td>
<td>Minimising completion times</td>
<td>FMS</td>
</tr>
<tr>
<td>Maturana and Norrie (1996)</td>
<td>Multi-layer quasi-heterarchical</td>
<td>Cooperation and Bidding</td>
<td>Order and Resource</td>
<td>Bidding</td>
<td>Dispatching</td>
<td>Meeting due dates</td>
<td>Job shop</td>
</tr>
<tr>
<td>Reference</td>
<td>Framework</td>
<td>Approach</td>
<td>Objective</td>
<td>Environment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------------------</td>
<td>----------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>---------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dewan and Joshi (2000)</td>
<td>Pure heterarchical without coordinator</td>
<td>Iterative bidding and Negotiation</td>
<td>Order and Resource Decomposition through Lagrangian relaxation Dispatching Minimisation of total earliness and tardiness penalties</td>
<td>Single machine</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wellman and Walsh (2001)</td>
<td>Single-layer Q.H. with a separate MA</td>
<td>Bidding and Negotiation</td>
<td>Order Decomposition through Lagrangian relaxation Bidding Detailed schedule Meeting due dates</td>
<td>Single machine</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dewan and Joshi (2002)</td>
<td>Pure heterarchical without coordinator</td>
<td>Iterative bidding and Negotiation</td>
<td>Order and Resource Decomposition through Lagrangian relaxation Dispatching Minimisation of total earliness and tardiness penalties</td>
<td>Job shop</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lau et al. (2005a, 2005b)</td>
<td>Pure heterarchical with coordinator</td>
<td>Iterative bidding and Negotiation</td>
<td>Order and Resource Integer programming Detailed schedule Minimisation of earliness and tardiness costs</td>
<td>Supply chain</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Liu et al. (2007)</td>
<td>Pure heterarchical without coordinator</td>
<td>Iterative bidding and Negotiation</td>
<td>Order and Resource Decomposition through Lagrangian relaxation Dispatching Minimisation of total weighted tardiness</td>
<td>Job shop</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wang et al. (2008)</td>
<td>Single-layer Q.H. with a separate MA</td>
<td>Cooperation and Bidding</td>
<td>Resource (GT cell) Bidding Dispatching and mixed integer programming Minimising weighted sum of makespans over workcells FMS</td>
<td>Job shop</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wang et al. (2009)</td>
<td>Pure heterarchical without coordinator</td>
<td>Bidding and Negotiation</td>
<td>Order and Resource Winner determination problem Constraint-based branch and bound algorithm Maximisation of sum of bid prices for satisfaction of due-dates</td>
<td>Job shop</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Quasi-heterarchical, †Group Technology, ‡Integer Programming.*
agents to satisfy capacity constraints. The procedure continues in an iterative manner until a feasible schedule is generated. In later studies, the authors (Sycara and Liu 1994, 1995) propose mechanisms for loop prevention that aim at minimising conflicts involving the same operations.

Another pure heterarchical system is proposed by Lin and Solberg (1992). In this system, scheduling decisions are carried out by iterative bidding between resource and order agents. There is an order agent for each part and a resource agent for each resource in the system, including machines, tools, and transporters. Resource agents have varying charge prices for different time slots, and the objective of an order agent is to optimise a weighted sum of customer needs (e.g. due date or quality) while minimising the resource charge prices it pays. When the current operation of a part is close to completion, or when a new part enters the system, the corresponding order agent solicits bids from eligible resource agents for the subsequent operation. After collecting bids that arrive within a certain period, the order agent awards the resource agent that gives the best bid. However, a resource agent may submit bids for several other parts simultaneously. Thus, by the time it is awarded the operation, the resource agent may not be available to process it, or it may choose to do another task that better satisfies its local objectives. In this case, it rejects the bid, and the order agent restarts the bidding process. Therefore, there is a strong negotiation scheme through which order agents compete with each other to reserve resources.

A similar system based on price adjustment is proposed by Dewan and Joshi (2000) for minimising the total earliness and tardiness penalties on a single machine. In this system, however, the resource agent solicits bids from the order agents who act as bidders. Subproblems of the agents are decomposed from the original problem using Lagrangian relaxation of the integer programming formulation. Whenever the machine becomes available, the resource agent announces an auction and the order agents bid for the time slots on the machine. At each step of the iterative bidding mechanism, by solving their subproblems, order agents may update the money they are willing to pay for their desired periods, and the resource agent may adjust the prices of the slots. The resource agent and the order agents negotiate until a termination condition is reached. Building upon Dewan and Joshi (2000), the authors suggest in a later study a similar system for solving the job shop scheduling problem with the same objective (Dewan and Joshi 2002). In this system, resource and order agents are associated with machines and jobs, respectively. The suggested system incorporates a similar approach of decomposition and iterative bidding mechanism between the resource agents and the order agents. Liu et al. (2007) extend this study with a rolling time horizon procedure to minimise the total weighted tardiness in a dynamic job shop environment.

Wang et al. (2009) solves the job shop scheduling problem modelling it as Winner Determination Problem (WDP). In auction theory, WDP is defined as finding an allocation of items to bidders that maximises the auctioneer’s revenue (Rothkopf et al. 1998). The proposed system by Wang et al. (2009) regards jobs as bidders, that is, an order agent is associated with each job. Order agents may give more than one bid for the processing of their jobs. Each bid includes a latest completion time and the valuation of the order agent in terms of price for the completion of the job before the specified time. WDP is used to decide on the selection of jobs and their schedules with the objective of maximising the sum of bidder prices. This problem is solved using a constraint-based branch and bound algorithm by an intelligent entity that represents all the resources. Therefore, we presume the existence of a resource agent associated with all the resources in
the job shop. We also note that this problem setting differs from the classical job shop environment in the sense that only the selected jobs through the WDP are scheduled.

The above studies suggest that the local agents in pure heterarchical systems normally share little or no global information. Agents not only make their scheduling decisions with respect to local information, but they also compete selfishly to optimise their local goals, rather than the overall system objective. The eligibility of the local agents to coordinate the schedules they generate in their own information privacy, makes the pure heterarchical structure convenient to apply for supply chain scheduling. The next paper is an example that draws on the literature discussed above and captures the nature of this structure to coordinate the scheduling decisions of companies.

The scheduling system Lau et al. (2005a) propose has a pure heterarchical structure with a coordinator. Companies that want to contract the operations of their jobs (project agents) act as order agents, and those who offer their bids (contractor agents) act as resource agents. The coordination between these supply chain entities is enhanced by an iterative revision of schedules and an exchange of information until an agreement about the start times of operations is reached. This information on schedule flexibility consists of three measures: the time window, the lower bound on the start time, and penalty costs. A time window is a range of start times for an operation within which shifts do not affect the earlier scheduled operations. An agent is not allowed to schedule an operation before the lower bound and pays a penalty cost, if the start time is not within the time window. As part of the negotiation process between the order and resource agents, this information is generated at each pass, after an agent solves its subproblem. Order agents collect the bids for all operations of a job simultaneously. An order agent’s subproblem is to minimise the sum of earliness and tardiness costs and the penalty costs of violating the time windows. The solution to an order agent’s subproblem identifies the start times of all its operations and a selection of resource agents. A resource agent’s subproblem is to maximise the net gain from operations, considering the penalty costs of violating time windows. Lau et al. (2005b) show the convergence of this iterative procedure and report the results of their extensive computational study on the proposed system.

4.2 Single-layer quasi-heterarchical systems without a separate manager agent

Quasi-heterarchical systems are similar to pure heterarchical systems in terms of their architecture: they both have one level of local decision makers. But one major difference between them is the amount of global information owned by the local agents. Our analysis in this section focuses on a specific group of quasi-heterarchical systems. These have no separate manager agent, but local agents have enough information about the global objectives to temporarily act as a manager agent to resolve the conflicts in the system (see Figure 3(a)).

The earliest study in this area is by Shaw (1987). In this system, each agent (representing an FMS cell) acts as a bid manager to route the job to another cell for the next task or set of operations. FMS cells, which are capable of performing this task, offer their bids to the bid manager. In the event of a new job arrival, any idle cell in the system can act as a bid manager. When a cell receives the task announcement message via the communication network, it calculates the earliest finishing time (EFT) using the processing time, travelling time, and expected waiting time information. This information is sent back to the bid manager, who makes the final decision. If more than one task announcement
comes to an FMS cell, the cell ranks the tasks according to some local criteria (i.e. setup
time or job urgency). In a follow-up study, Shaw and Whinston (1988) employed the SPT
(shortest processing time) rule as the bidding criterion instead of the EFT, in a Petri net-
Based communication protocol.

According to Duffie and Prabhu (1994), each resource is assigned to an agent. In
addition to maintaining local information, each agent is capable of simulating
alternative plans for their scheduling decisions. Also, a separate entity keeps the
information regarding new job arrivals. However, this entity does not have any role in
decision making (Figure 3(a)). As a new job arrives, this information is passed to resource
agents. Resource agents affected by the arrival of this job develop alternative scheduling
plans and simulate them to calculate local performance measures. Because resource agents
act independently, their decisions may conflict. One or more of the agents finds the
conflicts and calculates the global performance measure. With this feedback, local agents
come up with alternative local plans. When a local plan results in better system objectives,
it is declared to be the final schedule. This system is a perfect example of a cooperation
mechanism. In their later study, the authors (Duffie and Prabhu 1996) consider alternative
machines and use a bidding mechanism to make the selection.

The third study in this area is by Chung et al. (1996). The information flow structure of
the proposed system is similar to that of Shaw (1987). In the former paper, more issues
specific to cellular manufacturing (e.g. scheduling of material handling systems, limited
buffer capacities) are addressed through a detailed consideration of alternative scenarios
for the resource assignment problem. When a part is to be assigned to one of the
machines, both Shaw (1987) and Chung et al. (1996) propose that the assignment decision
be made through a bidding procedure. Here, the machine that processes the most recent
operation on the part acts as a bid manager. When the assignment decision is to be made
between $n$ parts and $m$ machines, Shaw (1987) suggests that for those parts that are
unassigned after an iteration of a bidding process, and the process is repeated until all
parts are assigned. Chung et al. (1996), on the other hand, propose an integer
programming model to solve this assignment problem. Once the resource assignment
decisions are made, the sequencing of parts over the resources uses the SPT dispatching
rule.

4.3 Single-layer quasi-heterarchical systems with a separate manager agent

Because local decision makers in a DS environment act independently from each other,
some of the existing applications use a separate manager agent to resolve conflicts. The
existence of such an agent with a global view also helps to improve the global performance
of the system. We have identified 11 studies with this structure.

Hadavi et al. (1992) present a system called REDS. In addition to performing as
a predictive scheduler, this system is particularly designed for reactive scheduling. The
architecture consists of several servers with different functionalities; however, only three of
them take an active role in scheduling: event handler, order watcher, and capacity watcher.
Event handler, which acts like a manager agent, keeps and updates the system
information, receives incoming orders, and makes the actual dispatch decisions. The
order watcher (order agent) makes both an aggregate plan of tasks to be processed by each
workcentre, over a distant time horizon, and a detailed plan for a shorter time period. The
system allows for multiple-capacity watchers (resource agents), each associated with a
different workcentre. Both the capacity watcher and the event handler can request a job. The communication mechanism is of the cooperation type, as the sequencing decisions are made considering the overall system objectives (Table 1).

Chiu and Yih (1995) propose another single-layer quasi-hierarchal scheduling system. Here, the objective is to minimise the weighted sum of the makespan, the number of tardy jobs, and the maximum lateness. A scheduling point occurs when the input queue of a machine is empty. At each scheduling point, a resource agent, which stands for a machine, changes its dispatching rule according to the current system state to select the next part. Possible system states are generated by the manager agent using simulation. The best dispatching rule at a scheduling point for any system state is also decided by the manager agent, using a genetic algorithm. This is referred to as a ‘knowledge-based approach’. The function of a resource agent in decision making is fairly limited. It can only initiate the retrieval of a dispatching rule by the manager agent for the current system state, whenever it reaches a scheduling point. Because the ultimate selection of the dispatching rule is done by the manager agent, we consider this system to be single-layer quasi-hierarchal with a separate manager agent (Figure 3(b)). The best dispatching rule is chosen solely to maximise the overall system objective; hence, the communication mechanism is of the cooperation type.

A similar system to that of Chiu and Yih (1995) is proposed by Kouiss et al. (1997) for FMSs. In this system, an agent refers to a workcentre. Agents make their schedules using dispatching rules which they dynamically choose according to the system state and their local objectives. It is not explicitly stated how a job is assigned among alternative workcentres, however, it is assumed in the experimental analysis that routing of jobs is random. The proposed system also incorporates a manager agent that monitors the global objectives and imposes particular dispatching rules to the agents if he/she sees necessary. This system enables the workcentres to choose their own dispatching rules while forcing cooperation through the manager agent for better system performance.

Agarwal et al. (1995) developed a distributed scheduling system for flexible cellular job shops. Resource agents (referred to as ‘Cell Level Managers’) represent cells that are formed according to group technology principles, i.e. each cell produces parts belonging to a certain part family. Furthermore, with proper tooling, all the operations of a job (customer order) can be performed on a single machine. It is assumed that jobs arrive at the system one at a time. A manager agent initiates a bidding process upon the arrival of a job and coordinates the communication between cells. Resource agents quote completion times for the current job considering machine utilisation and load balancing within their cells. The bidding process is executed in four phases. In phase 1, each resource agent appends the new job to the end of the schedule on the preferred machine (i.e. the one that results in the minimum makespan for the cell). The manager agent evaluates the offers and informs the customer about the earliest completion time. If it is not acceptable, phase 2 is initiated and cells prepare their bids to find the earliest available time slot on a machine. If the earliest completion time at the end of this phase is not acceptable, resource agents prepare new bids in phase 3 by breaking down the operations of the job into subsets and allowing each subset to be produced on a different machine. If a feasible offer is still not found, in phase 4, the manager agent requests bids for operation subsets from different cells considering both precedence relationships between operation subsets and the transportation time between cells. If there is no feasible offer for the job, the job either is rejected or returned to the bidding process, after negotiating its due date with the customer. Because the manager agent makes the final reservations, this is an example of a
single-layer quasi-heterarchical system (Figure 3(b)), which also utilises cooperation and bidding type communication mechanisms.

An alternative to holding a bidding process for the operations of a job, one at a time and in their precedence order, is scheduling all of them collectively with a single bid. However, due to the precedence dependencies between operations, this requires more advanced techniques. Kutanoglu and Wu (1999) developed a single-layer quasi-heterarchical system using combinatorial auctions, which overcomes this difficulty. Jobs are the local agents who prepare bids for discrete time slots on machines. In choosing the time slots for its operations, each order agent tries to minimise the sum of reservation prices it pays and the resulting weighted tardiness cost. At each iteration, the manager agent, who acts as a bidder, updates the prices for the time slots using a subgradient search method for a Lagrangian relaxation of the corresponding job shop scheduling formulation. This continues until a feasible schedule is found in which no two order agents request the same time slot. The pricing scheme directed by the manager agent enhances the cooperation between order agents to minimise the total weighted tardiness objective for the entire system.

Similar to Kutanoglu and Wu (1999), Wellman and Walsh (2001) make use of auction theory in distributed scheduling. They model the factory as a single machine and the time slots on it as goods to be sold. Each buyer is assumed to have a single job with one operation and a maximum price that he/she is willing to pay for the processing of the job before its deadline. The factory, which acts as a bid manager, has a minimum price that it attaches to each time slot. Under this simplistic setting, the authors present an analytical investigation of the existence of equilibrium prices and the effectiveness of ascending auctions in reaching equilibrium.

In most bidding mechanisms, it is assumed that when a bid for a job is awarded, its operations cannot be shifted any longer. However, Ow et al. (1988) propose a system that allows shifts of scheduled operations to prepare better bids for new operations. In this system, a resource agent is associated with each workcentre, which consists of similar resources. The manager agent is responsible for initiating and finalising bids for the operations of a job. Its objective is to minimise the completion time and flowtime of jobs. A resource agent may come up with alternative time slots as bids for an operation, with the objective of minimising the workcentre’s production costs and queueing times. After all bids for an operation are received, the completion time implied by the best one is taken as the earliest start time of the succeeding operation. The corresponding resource agents are awarded the individual operations only when the completion time of the job is accepted by the customer. In awarding an operation, the manager agent specifies a slack period within which the operation can be shifted into the future, without violating the committed completion time of the job and without delays on other workcentres.

In a study by Babayan and He (2004), the authors use cooperative game theory for scheduling jobs in a three-stage flexible flowshop. In this system, local agents correspond to jobs. There also exists a manager agent that sets the rules of the game and decides whether rescheduling should be performed at any point. The objective is to minimise the makespan. Cooperation and competition among the agents are enabled through the outer game and the inner game. The outer game determines the agents that can enter the game. These agents are the ones that are eligible to schedule their jobs at a stage of the game. The inner game enables competition among the agents by allowing them to reschedule their jobs for obtaining better solutions. A mixed integer programming formulation is used to schedule the operations of the jobs whose agents are in the game.
In the previous studies, the manager agent acts as a conflict solver or a bid manager who can override the decisions given by local agents in an attempt to improve global performance. There is another group of studies in which the manager agent has a different role. Specifically, it generates the whole schedule to extract information from it for guiding local decisions. This kind of approach may not reduce the complexity of the solution procedure because the whole problem is formulated and/or solved anyway. The idea behind this methodology is that although global performance of the system is a major concern, local schedulers make the final decisions according to disruptions and the current status of the shop floor. This ensures a more up-to-date and valid schedule. We next present some representative papers in this line of research.

Roundy et al. (1991) provide a two-module scheduling system in which resource agents make their real-time scheduling decisions by dispatching, using the cost information generated by a global agent (i.e. Planning Module). The system is designed for a job shop where only one machine can process a particular operation. That is, no assignment decision of operations to the resources is made. The overall objective is to minimise the total weighted tardiness. At the top level, the scheduling system works by the global agent finding the Lagrangian dual variables corresponding to the IP formulation of the whole system, over a finite planning horizon (one to four weeks). Taking these values as machine usage prices and considering the tardiness penalties, it then calculates a cost for completing each operation on a machine over time and passes this information to the resource agents. This is repeated periodically or when a major disruption occurs. Whenever a resource becomes available, the local agent selects the next operation using a dispatching rule with respect to a measure that is a function of the cost information. A similar system is also proposed by Morton et al. (1988). However, in this study, machine usage prices are calculated using simulation, and the overall objective considers several measures such as minimising earliness costs, inventory holding costs, or tardiness costs.

In another study, Oguz (1998) developed a single-layer quasi-heterarchical system with a separate manager agent. In this system, a central scheduler (manager agent) generates an off-line schedule for the entire system. This solution is then used to guide the dispatching decisions at the machine level. Each machine agent is responsible for the decisions at trigger points (i.e. the arrival of a new job, the completion of an operation, or a machine breakdown) in an online fashion. Oguz (1988) proposes different ways for local schedulers to handle the scheduling task. In the first approach, each machine generates an optimum sequence for all of its unscheduled operations. If the first operation in the sequence is available, it is assigned to the machine. If it is not in the sequence, the operation that has become available before its release time is chosen. If such an operation cannot be found, a predetermined cost function is used to select a job. In the second approach, each machine uses the sequence generated by the central scheduler and dispatches the first operation in the sequence if it is available. Otherwise, it chooses the first available operation in the sequence. Alternatively, the author proposes that local schedulers use the minimum slack algorithm within the boundaries generated by the global schedule or the FIFO rule. Although the original problem is broken down into a number of single machine problems, decomposition does not bring much benefit, in terms of solution complexity, because the global scheduler should generate the entire schedule anyway. But the proposed approach does enable the system to implement the schedule according to the original sequence and to respond to disruptions as quickly as possible.

A recent model proposed by Wang et al. (2008) considers a shopfloor that consists of several workcells. Each workcell is assigned a scheduler which we consider as an agent.
It is assumed that an initial allocation of all jobs among workcells has already been made for minimising the weighted sum of makespan. However, the details of this allocation procedure are not discussed explicitly in the paper. The agent associated with each cell can use either a mixed integer programming or a dispatching rule to minimise the makespan for the workcell. If disruptions occur in real time, then the scheduler can request bids from other cells for the operations that can no longer be processed within the cell. Since the initial allocation of jobs to the workcells is made considering the overall objective and by a centralised authority, this system makes use of cooperation besides bidding for coordinating independently made schedules of workcells.

### 4.4 Multi-layer quasi-heterarchical systems

Parunak (1988) was the first to propose a multi-layer quasi-heterarchical system. In this system, the global scheduler prepares a schedule for the entire system for a given time period (i.e. months). Then, each workcell (i.e. department or GT cell) in the lower levels of the hierarchy adds the necessary details to the schedule using a bidding algorithm (i.e. workcells prepare bids for the tasks defined at this higher level). There may be several workcells embedded in a workcell. More than one workcell can also negotiate to share the tasks of a job or the operations of a task. In this system, bidders may be either individual agents (workcells) or a group of agents. The bidding criterion is to meet due dates, while preserving the load balance of the system. Apart from bidding and negotiation, there is also cooperation type communication among the agents because a higher level workcell or the global scheduler makes decisions to optimise the overall system performance.

Burke and Prosser (1991) propose another multi-layer quasi-heterarchical system called the DAS (Distributed Asynchronous Scheduler). In this system, there is a three-level hierarchy of agents through which the scheduling problem is solved. At the lowest level, an agent (O-agent) represents a resource. Similar resources are grouped, and each group is also associated with an agent (T-agent). Operations are assigned to the T-agents by the manager agent (S-agent) at the release of a job. Considering the load balance among its resources, the T-agent delegates the operation to an O-agent. The O-agent uses its local scheduling rule to fit the new operation into its existing schedule so that the due date for the operation is met. If the operation cannot be scheduled, the O-agent informs its superior T-agent with a record of underlying conflicts. The T-agent keeps this information as part of its learning mechanism and uses it in later assignments. After a repetitive application of this process, if the current operation cannot be scheduled by any of the O-agents in the group, the S-agent is informed about the reasons. The S-agent has two mechanisms to solve conflicts: backtracking and due-date relaxation. First, backtracking is utilised to undo earlier operations that were scheduled with relative ease, to reduce conflicts. If the current operation and all affected operations cannot be successfully scheduled owing to backtracking, the S-agent resorts to relaxing the due dates of some jobs. The cooperation among agents enhanced by the learning and messaging mechanism between agents enables the solution of the scheduling problem in a distributed, yet collaborative manner.

Maturana and Norrie (1996) developed a general task planning and coordination architecture for distributed decision making, which they applied to a manufacturing scheduling problem. This architecture exhibits a multi-layer quasi-heterarchical structure with a manager agent (template mediator), resource agents and a hierarchy of order agents (Figure 4). The upper-level order agents (data agent managers) represent the products.
Each data agent manager (DAM) is, in turn, associated with a collection of active mediators. An active mediator (AM) is an order agent that stands for a part of the product. At the beginning of the planning period, for each operation on its part, an AM initiates a bidding mechanism to select alternative resources that can process it. The actual assignment of resources to operations is done in real time. That is, when a resource becomes available, it informs all AMs that associated with it earlier. Considering the current status of the part on the shop floor, each AM computes a starting time for its operations and presents it to the superior DAM. If a DAM receives plans from several active mediators competing for a resource in the same time slot, it selects one plan based on priorities of the parts. The assignment is finalised by the template manager, who collects the decisions from the DAMs. Again, if multiple DAMs produce conflicting plans, the AM makes the selection considering overall system performance, such as the due dates of the products. Clearly, this DS architecture is based on cooperation and on a bidding mechanism.

A related concept to multi-layer quasi-heterarchical systems is holonic manufacturing. A ‘holon’ is defined as an autonomous and cooperative system entity (Bongaerts et al. 1995, 1996, Brussel et al. 1999). In its most general form, a holarchy, namely, a hierarchy of holons, is very similar to a multi-layer quasi-heterarchical system (e.g. a holon for a workstation may be composed of other holons that stand for machines). However, the levels in a holarchy, and hence, the degree of decentralisation may change dynamically according to the system needs. Resource holons, order holons and product holons are the basic holons for a minimalistic implementation of this concept (Brussel et al. 1999). Resource and order holons have a role in decision making, however, a product holon is in charge of carrying information about the products and the processes. Because a holon is not necessarily a decision maker, it does not exactly correspond to an agent. In a typical holonic manufacturing system, there are also staff holons that have a global view of the system and optimisation capabilities. Often times, staff holons advise the basic holons, but the system can be configured such that basic holons obey the staff holons. The effectiveness of both this temporary hierarchy and changing levels of decentralisation is worth further study and should be evaluated considering different attributes of distributed scheduling, such as communication mechanisms and schedule generation methods. A review of several manufacturing concepts including holonic, bionic, and fractal manufacturing can be found in Tharumarajah et al. (1996).

5. Conclusions and future research paths

Owing to the increasing pressure on companies to be competitive in global markets, coordination between independent parties has become important in all areas, including scheduling. Distributed scheduling is a relatively new concept for solving large-scale scheduling problems, particularly those in which multiple decision makers work for their own benefit. In view of the increasing importance of DS systems, this paper aims to unify the current literature under a new and comprehensive taxonomy and to identify further research issues in the area. Our review suggests several important observations about the current state of research in distributed scheduling. In this section, we discuss these observations and our conclusions in light of the questions (i.e. Q1, Q2, Q3, and Q4) raised earlier in the paper. Based on our observations and conclusions, we also suggest some directions for future research in the area of distributed scheduling.
Conclusions on Q1: decentralised versus centralised scheduling systems

We start reporting our findings about the first question (i.e. Q1), by noting that every distributed scheduling model is based on a decomposition method. Ovacik and Uzsoy (1997) discuss examples of such methods in which the original problem is divided into smaller subproblems and solved in pieces (e.g. machine-based, time-based or job-based decomposition). Decomposition can also be part of a centralised scheduling model. What distinguishes DS systems from centralised models that utilise decomposition is their focus on communication schemes, which enable the subproblems solved on different computers to be combined together to form a final schedule. In fact, given the required computational power, every decentralised model can be run on a centralised processor. But, the thrust of research in distributed scheduling lies more in practical needs. For example, subcontractors of a major company, who may have alternative processing capabilities, would typically prepare their schedules independently from one another, yet in coherence with the whole schedule. In such a highly distributed environment, local decision makers are competitors with individual objectives. Not only would they want to hide their shop-floor scheduling information from each other, but this information might well become obsolete before being updated on a central processor.

In order to fully characterise a distributed scheduling system, we believe the following issues should be considered:

1. **Decomposition of the problem into subproblems**: some systems are already distributed in nature, which leads to an inherent decomposition of the scheduling problem. Examples include supply chain systems or flexible manufacturing systems in which the subproblems are defined as the scheduling of individual companies or the scheduling of individual cells, respectively. Machine-based decomposition and job-based decomposition are other methods that are common in DS literature.

2. **Assignment of subproblems to the agents**: an agent is an independent decision maker that has all the information to solve a subproblem and the ability to communicate with other agents. In some systems, there may be alternative agents competing with one another for the same subproblem. In this case, the assignment decision can be made using some form of a bidding scheme (e.g. Shaw 1987), an integer programming formulation (e.g. Chung et al. 1996) or a priority-rule based algorithm (Adacher et al. 2000).

3. **Design of algorithms for the agents to solve subproblems**: in a typical distributed structure, agents have their own goals, which may be different from the global system objectives. An algorithm designed for an agent to solve its subproblem should account for the tradeoff function between global and local objectives. How a particular agent uses any system information, is also dependent on this tradeoff function. In pure heterarchical systems, local agents have limited global information. As the hierarchy increases, the amount of global information shared by the local agents increases.

4. **Communication mechanisms and algorithms to allow agents to integrate their solutions and to solve conflicts**: because the local decision makers prepare their schedules independently from each other, these partial schedules may produce some conflicts. Carefully designed communication mechanisms can eliminate such conflicts. The efficiency of these mechanisms affects both the quality of the resulting solution and the time needed to reach a conflict-free schedule.
5.2 Conclusions on Q2: critical design decisions in a distributed scheduling system

The components of a DS system discussed in Section 5.1 suggest important observations about the second fundamental question, Q2. In explicitly reporting these observations about the design factors, we group them according to three perspectives: for the whole system, for an individual agent, and considering inter-agent relations. Accordingly, some of the important design factors include, but are not limited to, the following:

From a system-wide perspective:

1. how the scheduling problem is decomposed;
2. who the independent decision makers are;
3. how the independent decision makers are assigned to subproblems.

For an individual agent:

4. what system information is prevalent to each agent;
5. what the tradeoffs are between local and global objectives;
6. how the local scheduling problem is solved;
7. how the solution is updated to eliminate conflicts.

Considering inter-agent relations:

8. what command structure exists between these decision makers;
9. how the partial schedules are communicated to identify conflicts.

Our survey facilitates an understanding of how these design factors have been incorporated into various DS systems. The brief summary of the papers in Section 4 also provides insights into the answer to question Q3 about the commonalities and the differences of the proposed systems. In the next section, we report some of our general observations on this issue.

5.3 Conclusions on Q3: commonalities and differences of existing distributed scheduling systems

The issue of commonalities and differences of existing distributed scheduling systems has in fact been explicitly accounted for in Table 1. We would like to note that, our analysis of the literature in Section 4 and the summary table not only take a DS point of view, but also indicate how these studies fit into the scheduling literature in general. Below, we discuss our inferences from Table 1.

In our classification scheme, ‘information flow structure’, ‘communication type’, and ‘agent type’ are the three attributes unique to distributed scheduling. Table 1 demonstrates that a majority of the studies propose a quasi-heterarchical structure in terms of information flow. We have identified eight papers with a pure heterarchical structure. The use of a quasi-heterarchical structure in most systems appears to be motivated by the fact that the scheduling problem is defined for a single company, e.g. a job shop or a flexible manufacturing system. Obviously, more information sharing and cooperation between agents and a system view of optimisation produce better performance in the overall objectives. If the scheduling problem is limited to a single company, it is only natural to have a certain degree of hierarchy to keep better track of these objectives. By the same reasoning, a heterarchical structure is more useful when the optimisation of local objectives is of higher priority. More often than not, developing a feasible schedule is the
only global objective in these systems. Iterative refinement, negotiation, and bidding are commonly used as communication mechanisms to achieve this objective.

Although the tradeoffs between global and local objectives are essential in designing a DS system, no study in the literature explicitly makes this distinction. In most cases, local objectives are not defined. For this reason, we have only included global objectives in our taxonomy. We also acknowledge that seemingly similar studies may exhibit differences in terms of their user interface and how they are applied in practice.

While the literature has made substantial progress in the area of distributed scheduling, there are many areas for possible investigation. In the next subsection, we briefly summarise our findings related to Q4 and we elaborate on open areas that need further research.

5.4 Conclusions on Q4: effects of the design aspects on computational time and solution quality

The analysis of the literature and the results presented in this paper clearly indicate that much of the previous research effort has been spent on designing different systems under various factors related to distributed scheduling. However, a major deficiency in the current literature is that no studies focus on how these design factors affect computational time and solution quality, an issue raised in question Q4. It is worthwhile to note that even though many studies are similar and, in fact, build on the knowledge gained from previous studies, there is lack of a systematic analysis and comparison of how the underlying differences affect performance measures. The work of Veeramani and Wang (1997) is an exception. In this paper, the authors investigate the effects of several design factors, including the number of agents, the decision time, and the message size on the communication-related performance measures in a bidding-based system. These performance measures are the number of bidding processes completed per unit time and the time taken to complete a bidding process. This work is important in its recognition of our last question of interest and should be expanded to consider other design factors and performance measures.

We also note that most of the proposed distributed scheduling systems have not been adequately tested either in a simulated environment or in a real manufacturing environment. Nor have they been compared with centralised scheduling systems. In general, the strengths and weaknesses stated in many papers have yet to be studied. We are aware of only two papers that partially address these issues (Ottaway and Burns 2000, Dewan and Joshi 2001). Ottaway and Burns (2000) show that introducing hierarchical control on a prototype FMS as the system load increases, results in higher performance in terms of throughput, resource utilisation, and in-process inventory. Dewan and Joshi (2001) compare a bidding-based distributed-scheduling model using a network of four processors versus using a single processor. They investigate communication delays and processor utilisation under varying values of the problem parameters. As a result, they identify instances in which distributed scheduling outperforms centralised scheduling in terms of computational measures, and thereby, they quantify the degree of benefits provided by distributed scheduling.

As discussed earlier, distributed scheduling can be considered as a subset of the literature on multi-agent systems. A special issue of the journal Production Planning and Control gives emphasis to research and industrial experiences of multi-agent system applications to the various domains of production planning and control (Caridi et al. 2004). The special issue presents studies on a wide range of application areas including
customer order planning, production scheduling, diagnosis and control, production layout planning. A general review of the multi-agent systems is made available by the editors as an introduction to the special issue (Caridi and Cavalieri 2004). In this review, the maturity degree of several multi-agent system applications is discussed. It is suggested that among the models proposed in the literature, the ones that have been translated into a commercial product are few. The authors also identify that most of the applications are at an emulated stage. They conclude that even the most mature models, which are on scheduling and monitoring, cannot be used in the form of a commercial on-the-shelf software. They attribute this to the reason, which we also agree, that there is no clear understanding of how a multi-agent system can provide better results than a traditional model. Therefore, within the specific context of distributed scheduling, we consider comparing distributed scheduling models to the centralised alternatives as an evident research area.

It is important to note that, in comparing distributed and centralised scheduling systems, expected long-run costs should be considered as a measure in addition to the classical performance criteria used in scheduling theory. The investment and maintenance costs of the resources for computing and monitoring in a distributed scheduling system may be larger than they are for a centralised system. Therefore, these costs should be weighed against the potential benefits of a distributed system.

A final research topic concerns the tradeoffs between optimising local and global objectives. As Internet technologies become more widespread in business, scheduling of competing entities with individual objectives gains more importance. Auction theory, which has been widely used in economics to model the negotiations between a seller and a group of buyers, has recently become popular in analysing the conduct of trade in online markets (Wellman and Walsh 2001, Reeves et al. 2005). This approach can play a significant role in increasing our knowledge of how certain design factors jointly affect local and global objectives.
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