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Abstract—In this paper, we propose a multipurpose contextual partitioning based estimation algorithm. Exploiting the similarities between contexts (side information: such as age, Gender etc.,) related to patient data in healthcare repository or database, multidimensional spheres are generated over Euclidean space. Then, conditional first and second order characteristics are predicted using sample-based mean and covariance. These conditional statistics of particular patient data subset (sphere) serve the following purposes: i) Prediction for missing values (conditional mean), ii) Partitioned principal components for better classification (conditional covariance) and iii) Recommendation for medical Test or physician (conditional covariance). The proposed approach uniformly partitions the context space into spheres, and then, for each sphere estimates the conditional mean and covariance using only the data (excluding the context data) in the selected sphere. Hence, providing three in one solution i.e., Prediction, Classification and Recommendation for healthcare data using conditional probabilistic characteristics. The overall error is decomposed into estimation and approximation errors. In a particular sphere, estimation error is dependent on the number of instances, while approximation error is dependent on the dissimilarity of instances.

Index Terms—Prediction, classification, recommendation, uniform partition.

I. INTRODUCTION

Healthcare informatics is considered to be the most important application in semantic computing [1], [2]. In recent time, healthcare solution providers are adopting the electronic health records (EHRs) for information mining. These huge datasets are attractive to data mining expert to analysis this big data and provide decision making for patient health. The context or conditioning variable which can be patient health record is used to extract the relevant knowledge from the related database, and solution is provided using selected subset of the database for most of the decision providing systems.

In this paper, we propose partition-based estimations where conditional statistics are estimated by partitioning the database based on context, and estimating the parameters based only on the data samples excluding the context samples, for the selected sphere in the partition. The overall error of the conditional mean and covariance is decomposed into two parts: (i) approximation error, which is proportional to the diameter/radius of the sphere in the set for which estimation is performed, and (ii) estimation error, which is related to the finite sample size of the sphere in the set for which estimation is performed. There is a trade-off between these two errors, where increasing the number of instances that fall within a particular sphere (which is equivalent to increasing the length of the set) decreases the estimation error but increases the approximation error in that sphere. The proposed method serves multipurpose in Health Recommendation Systems (HRS), where its estimation parameters are used to predict the missing values in the dataset, partitioned principle components providing better classification, and recommendation for the physician or medical test based on the analysis of similar cases. In the proposed algorithm, arriving patient data is treated as the context vector, the health record database is the feature space. The conditional structure provides the relevancy between the patient data and available health record system.

The heteroscedastic regression models are considered to be widely implemented algorithm for estimation of the conditional mean and covariance. A variant of a bilinear model, Autoregressive Conditional Heteroscedasticity (ARCH) was proposed to estimate the conditional covariance matrix, followed by Generalized Autoregressive Conditional Heteroscedasticity (GARCH) [3], [4]. These ARCH method explicitly recognizes the difference between unconditional and conditional variance, and represents the conditional variance as function of past errors, whereas the GARCH method provides active learning mechanism to ARCH method [5]. Considering the estimation of $\sigma^2(x)$ as a non-parametric regression, different kernel based approaches were proposed including, residual-based estimator by the local linear technique [6], double-autoregressive model [7]. The main drawback of the proposed methods is that the resultant estimated covariance matrix is not always positive. The variations were then proposed to provide always positive estimate by introducing log transformations [8], [9].

In nonparametric estimation, natural way to target the local properties is to partition the data space into subsets, and estimate the statistics of each subset independently. The simplest method partitions the data space into rectangle or cubes based on the length and size of the dataset. The resultant estimate is consistent regardless of the data distribution [10]. These data-dependent partition schemes are implemented in real world applications and superiority is shown over fix sequence of partitions [11], [12]. Given i.i.d random variables, it is provided in the literature that for empirical probability measure using $m$ samples, the estimation approaches to the true value fo $m \rightarrow \infty$ [10]. The basis algorithm first partitions the data space into subsets such that each set contains equal number of samples. The empirical measure is calculated using
the samples that fall inside particular subset. In conventional partitioning methods [13], [14], variables responsible for partitioning the data space are also used to estimate the local statistics.

In our proposed method, the data is separated into two spaces, one is the context space and other is hidden feature space. The partitioning is carried out based only on the context space. The hidden feature space is not used in this step. Once the sets are formed, the hidden feature space inside any selected set is used to estimate the conditional statistics using maximum likelihood method. The samples selected in the particular set in the partition are hence dependent on the selected context.

II. PROBLEM FORMULATION

The system model is shown in Fig. 1. Patient health record denoted by $X$ is arrived at the context input of the proposed system, the system searches the relevant data in the patient record database denoted by $Y$, and provides the prediction, classification and recommendation via utilizing the extracted information. This information represents the conditional statistics denoted by $Y|X$, where different tasks are dependent on first order or second order statistics.

Let $Z = (Y, X)$, where $X \in X := \mathbb{R}^p$ is context vector and $Y \in Y := \mathbb{R}^p$ is feature vector. We assume that each row of $Z$ is sampled from an independent and identically distributed (i.i.d.) unknown stochastic process, whose probability density function (pdf) is denoted by $f_Z(z)$. For such process, we assume that the conditional pdf of $Y$ given $X = x$ also exists, and is denoted by $f_{Y|X}(y|x)$. Furthermore, $\Sigma_{Y|X}$ denotes the conditional covariance matrix of the feature vector $Y$ given $X = x$, and $\mu_{Y|X} = \mu_{Y|X=x}$ denotes the conditional mean of the feature vector $Y$ given $X = x$.

We assume that the logged dataset is composed of $N$ samples from this process, which is denoted by $Z := [z_1, z_2, \ldots, z_N]^T$, where $z_n = (x_n, y_n)$ denotes the $n$th sample. Our goal is to estimate $\Sigma_{Y|X}$ and $\mu_{Y|X=x}$ for all context vectors in context space $\mathcal{X}$, using selected feature vectors from feature space $\mathcal{Y}$. We say that the estimated conditional covariance matrix $\hat{\Sigma}_{Y|X}$ is $(\epsilon, \delta)$ optimal if

$$\Pr(||\hat{\Sigma}_{Y|X} - \Sigma_{Y|X}| | \leq \epsilon ||\Sigma_{Y|X}| |) > 1 - \delta$$

and the estimated conditional mean vector $\hat{\mu}_{Y|X=x}$ is $(\epsilon, \delta)$ optimal if

$$\Pr(||\hat{\mu}_{Y|X=x} - \mu_{Y|X=x}| | \leq \epsilon ||\mu_{Y|X=x}| |) > 1 - \delta$$

where $||f()||_2$ denotes the $l_2$-norm for vectors and induced spectral norm for matrices. Let $g$ be a vector and $\Sigma$ be a covariance matrix having $\Sigma^T = \Sigma$ with eigenvalue denoted by $\lambda$ and maximum eigenvalue by $\lambda_{max}$, then spectral norm for $\Sigma$ is calculated as

$$||\Sigma|| = \sup_{g \neq 0} \frac{||g\Sigma||_2}{||g||_2} = \sqrt{\lambda_{max}(\Sigma^T \Sigma)} = \lambda_{max}($$

**Definition 1.** $(S)$: The context subspace $S$ is the bounded subset of $X$ using the characteristics of eigenvalues. The diagonal elements of context covariance matrix provides the variances in each axis, which is not guaranteed to be the direction of maximum variance. The maximum eigenvalue of this covariance matrix denoted by $\lambda_{max}$ provides the direction of maximum variance.

Two definitions associated with bounded spaces are:

- **covering number** $N$: Any set of balls with radius $D$ covering a space $S$ is called $D$-cover of $S$. The set of their centers is $D$-net. The cardinality of the smallest such $D$-net is called covering number.

- **packing number** $M$: A subset of elements lies in $S$ is said to be $D$-separated if distance between all distinct elements pair is at least $D$. The count of maximum elements that can be $D$-separated is called packing number.

III. PREDICTION, CLASSIFICATION, RECOMMENDATION VIA UNIFORM PARTITIONING

In this section we propose an algorithm that estimates $\Sigma_{Y|X}$ and $\mu_{Y|X=x}$ from the logged dataset by uniformly partitioning the dataset according to the similarities between the contexts.

**A. Algorithm**

Let $P := \{s_1, s_2, \ldots, s_{m_P}\}$ denotes a $D$-cover of context subspace $S \subset \mathcal{X}$ containing $m_P$ number of equally sized $(D := \text{largest distance of context from center, radius of the sphere})$ context spheres. The centers of these spheres denoted by $c_s, \forall s \in P$ are not allowed to overlap due to the fact that these points are representative points of contextual spheres. Set of these centers is called $D$-separated set of $S$ and is denoted as $C_S := \{c_{s_1}, \ldots, c_{s_{m_P}}\}$, as the distance between centers is at least $D$.

The center of first sphere is the context closest to mean vector of the context, as it provides maximum point on the density function, and covers maximum possible area with fix $D$. The context mean and covariance are estimates using sample based method. After forming first sphere around mean vector, center of the second sphere is the closest context outside first sphere, hence allowing some elements to overlap. Our goal is to estimate sample based conditional mean and covariance for every contextual sphere, under the criterion that samples of feature vector that fall inside selected sphere are used. The
sphere in the partition to which arrived context belongs is selected (sphere with maximum cardinality is selected in case arrived context belongs to two or more spheres, as for fix $D$ maximum cardinality sphere provides the best estimate) and estimation for conditional mean and covariance is provided. Cardinality of sphere $s$ is denoted by $N_s$. This algorithm is named as Estimator Selection with Uniform Partitioning (ESUP), and its pseudo-code is given in Algorithm 1 followed by pseudo-code of contextual partition in Algorithm 2. The second sphere is created around the closest context vector that is outside of first sphere based on euclidean distance, and the process continues until all the significant subspace $S$ is covered.

Let $I(s) := \{ 1 \leq i \leq N : x_i \in s \}$, denotes the indices of feature instances for which $x_i \in s$, then the estimates are calculated as,

$$\hat{\mu}_{Y|s} = \frac{1}{N_s} \sum_{i \in I(s)} y_i$$

and

$$\hat{\Sigma}_{Y|s} = \frac{1}{N_s} \sum_{i \in I(s)} (y_i - \hat{\mu}_{Y|s})^T (y_i - \hat{\mu}_{Y|s}).$$

**Assumption 1.** The number of samples $N$ are assumed to be much more larger than dimensions of context and feature vectors $N \gg p, q$, providing at least one sphere exists with cardinality $N_s > p$.

**Assumption 2.** There exists $L_1, L_2 > 0$ such that for all $x_i, x_j \in s, \forall s \in \mathcal{P}$, we have $||\hat{\mu}_{Y|X=x_i} - \hat{\mu}_{Y|X=x_j}|| \leq L_1 ||x_i - x_j||$ for conditional mean, and $||\hat{\Sigma}_{Y|X=x_i} - \hat{\Sigma}_{Y|X=x_j}|| \leq L_2 ||x_i - x_j||$, for conditional covariance.

The above assumption indicates that the estimation quality is same for similar contexts belonging to a particular sphere.

**IV. PERFORMANCE EVALUATION**

This section describes the performance evaluation criteria and benchmark algorithms to compare with the proposed algorithm.

**A. Dataset Description**

We perform the experiments over the Thyroid disease dataset available in UCI (Center of Machine Learning and Intelligent Systems, University of California) Machine Learning Repository. There are 29 features available in the dataset, 7 features are continuous and 22 features are binary out of total 29 features [15], [16]. In training dataset, there are total of 2800 instances (cases), whereas 972 instances are provided for testing. We use classification and regression trees (CART) decision trees for classification purposes [17].

**B. Experiment 1: Prediction/Missing Values (Fig. 2)**

The estimated conditional mean by the ESUP serves as the missing value estimator or prediction. The partitioned spheres are created based on the similarities between context vectors, and hence the mean value of the feature vector provides the best average behavior of the feature. The feature with missing values are not used in the partitioning process, and are used as the arrivals to the system. For each new arrival, the algorithm provides the conditional mean as the estimated value for the missing value in the feature vector.

An experiment is performed for the prediction of the missing values. We select the 'allrep' dataset provided in the repository, and select referral source feature as the context. We compare the predictions provided by i) standard mean method which calculates the overall mean, ii) standard median method which calculates the overall median, iii) ESUP which utilizes the context information to predict missing value via conditional statistics. We randomly select the 70% of the available training dataset to learn the standard mean, standard median and conditional statistics (for ESUP), and then, predict some of the values of features in the remaining 30% data by removing the available values. The results in terms of the normalized norm squared error ($l_2$-norm) is calculated between the predicted values and the original values removed from the dataset, squared and then normalized in $(0, 1)$ are provided in Fig. 2. The presented results are obtained by averaging over 100 independent runs. It is shown that utilizing the conditional mean provides lower error when compared to the standard mean and median estimation.
C. Experiment 2: Classification/Recommendation (Fig. 3)

The estimated conditional covariance by the ESUP provides the basis for maximum variance analysis and recommending the maximum valuable medical test (i.e., feature). The partitioned spheres are created based on the similarities between context vectors, and hence the eigenvalues and vector of conditional covariance matrix of the feature vector provides the maximum variance direction. The feature space contains independent principal components for each partition sphere in contrast to single principal component structure of overall data. It provides better relationship between the reduced (recommended) feature data to the classification.

An experiment is performed for the classification of the thyroid disease in two of the dataset provided in the repository named ‘allhypo’ and ‘allrep’. We compared the predictions provided by i) standard covariance estimation method which estimates the overall covariance matrix and select best 18 features, and then decision tree algorithm is applied for classification ii) ESUP which utilizes the context information (referred source feature) to estimate the conditional covariance, and based on conditional statistics recommends best 18 features given that context, and then, decision tree algorithm is applied for classification over reduced feature space. We also normalize the features in (0, 1) before applying CART decision trees. We train the decision tree from the training dataset, and the trained decision tree is used over the test data for classification. The results in terms of classification accuracy are provided in Fig. 3. It is shown that utilizing the conditional covariance provides better classification accuracy and recommends better reduced feature space.

V. CONCLUSION

This study provides the estimation of conditional mean and covariance in computationally efficient way (e.g., without the matrix inversion in case of Gaussian distributed data). The candidate applications of the proposed conditional framework in e-Health system are provided, which includes prediction, classification and recommendation tasks. An algorithm based on contextual partitioning is proposed with the overall error decomposed in the approximation error and the estimation error. The Uniform partition method provides the set of equally sized spheres, and the maximum cardinality sphere among these spheres is the one with lowest error. Furthermore, the estimated conditional covariance matrix is always semi-positive definite. The experimental results are provided for the thyroid disease diagnosis.
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Fig. 2. Missing value prediction experiment

Fig. 3. Classification/Recommendation experiment