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Abstract—MRI phase contrast imaging methods that assemble slice-wise acquisitions into volumes can contain interslice phase discontinuities (IPDs) over the course of the scan from sources, including unavoidable physiological activity. In magnetic resonance elastography (MRE), this can alter wavelength and tissue stiffness estimates, invalidating the analysis. We first model this behavior as jitter along the z-axis of the phase of 3D complex-valued wave volumes. A two-step image processing pipeline is then proposed that removes IPDs. First, constant slice-wise phase shift is removed with a novel, non-convex dejittering algorithm. Then, regional physiological noise artifacts are removed with non-convex filtering of 3D wavelet coefficients. Calibration of two pipeline coefficients, the dejitter parameter $\alpha$ and the wavelet band high-pass coefficient $\omega_c$, was first performed on a finite-element method brain phantom. A comparative investigation was then performed, on a cohort of 48 brain acquisitions, of four approaches to IPDs: 1) the proposed method; 2) a “control” condition of neglect producing IPDs; 3) an anisotropic wavelet-based method; and 4) a method of in-plane (2D) processing. The present method showed medians of $|G^*| = 1873$ Pa for a multifrequency wave inversion centered at 40 Hz which was within 6% of the value range of the cohort against methods 3) and 4), while neglect produced $|G^*|$ estimates a mean of 17% lower. The proposed method reduced the value range of the cohort against methods 3) and 4) by 29% and 31%, respectively. Such reduction in variance enhances the ability of brain MRE to predict subtler physiological changes. Our theoretical approach further enables more powerful applications of fundamental findings in noise and denoising to MRE.

Index Terms—Magnetic resonance imaging, elastography, image denoising.

I. INTRODUCTION

MRI phase contrast imaging manipulates magnetic field gradients to create images of in vivo motion and flow [22]. Several of the many methods that exploit phase contrast require evaluation of 3D image volumes [27], [37]. However, for reasons of signal-to-noise ratio (SNR) it is frequently advantageous to obtain the images slice-wise, exposing the inter-slice integrity of the volume to artifact from patient movement or physiological movement over the course of the scan.

One such phase-contrast modality is magnetic resonance elastography (MRE) [13], which coordinates motion-sensitized encoding gradients with shear wave motion induced by an external driver to obtain phase images of shear wave propagation. Tissue mechanical properties, most commonly the complex shear modulus, can then be assessed via wave inversion. While some approaches to magnetic resonance elastography (MRE) reconstruction use an in-plane reconstruction approach [31], [38], many approaches evaluate the full 3D wave propagation, in which case artifact between slices will, if left untreated, alter wavelength estimates along the $z$ axis, resulting in severe error in wavelength estimation.

Such wavelength estimation errors are distinct from the more typical, larger-scale, inter-volume patient motion handled by, for example, neuroimaging software (e.g. Smith et al. [35]) or abdominal MRI motion correction (e.g. Zuo et al. [39]). These motion correction methods were incorporated into MRE image processing as a preliminary step in recent work [8]. MRE, being a phase-based imaging method, is sensitive to much smaller, micron-order motions occurring within a scan of a single volume, and is consequently exposed to artifact at this scale. We refer to this second artifact here as interslice phase discontinuities (IPDs).

The presence of cardiac-related pulsatile motion in the brain, as well as its encoding and measurement with phase-based...
MRI imaging, is well established (e.g. Greitz et al. [9], Soellinger et al. [36], Hirsch et al. [12]). MRE acquisitions acquire a volumetric time series (i.e. 4D acquisition) of phase images and usually do so slice-wise; acquisition of the needed slices occurs over multiple cardiac cycles; consequently neighboring slices are susceptible to shifting of phase, relative to each other, due to cardiovascular displacements. We here consider two kinds of artifacts from this pulsatile motion:

1) **Displacement.** Overall displacement of the brain due to cardiac pulsations shifts the encoded wave at each slice.
2) **Regional variation in displacement.** The scope of the displacement will further be scaled by anatomical compliance, and therefore in addition to global shifts in the waveform by slice, some regional variation will be present.

An example of IPDs as they appear in a clinical brain acquisition is shown in Figure 1. They appear as “streaks” from left to right in this view. Some particularly strong streaks are highlighted with red arrows.

Interslice phase discontinuities have received scant attention in the previous literature. As an early solution to this problem, we define jitter as the displacement of the wave data at a particular frequency range of a particular bin of coefficients into the wavelet domain, where the artifact will be isolated in some sensitive to. This artifact is handled by transforming the data between neighboring slices that the inversion problem is mostly continuous, it can create slight additional differences between neighboring slices that the inversion problem is sensitive to. This artifact is handled by transforming the data into the wavelet domain, where the artifact will be isolated in a particular frequency range of a particular bin of coefficients as described below.

Both methodologies are one-iteration techniques and conceptually similar, by minimizing root mean square error (RMSE) against the true phase relationship can therefore be restored by restoring the phase of the artifact to coherence, which we call dejittering the complex wave field on the sphere. To do this we devise a novel dejitter methodology, generalizing the dejitter methodology found in Nikolova [26], and apply it to the phase space of 3D complex-valued volumes.

**Filter:** Phase shifts from cardiac motion will not impact the slice uniformly, but will scale with mechanical and physiological properties of the tissue. While this shift will mostly be continuous slice to slice, because the tissue properties are mostly continuous, it can create slight additional differences between neighboring slices that the inversion problem is sensitive to. This artifact is handled by transforming the data into the wavelet domain, where the artifact will be isolated in a particular frequency range of a particular bin of coefficients as described below.

Both methodologies are one-iteration techniques and conceptually well-suited for clinical applications.

The two steps are first validated by application to a ground-truth Finite Element Method (FEM)-based brain phantom. The phantom is used to calibrate two parameters in the pipeline, the dejitter norm \( \alpha \) and the wavelet highpass threshold \( \omega_c \), by minimizing root mean square error (RMSE) against along the \( z \) axis prior to in-plane low-pass filtering. What both high-pass and low-pass methods have in common is that, by filtering along some axes differently than others, sensor noise becomes anisotropic and correlated. This confounds blind noise estimators and prevents the application of many of the key findings of optimality in denoising (e.g. Donoho et al. [6]). Because MRE post-processing incorporates a matrix inversion, it is highly sensitive to choice of denoising parameters, and the inability to optimize denoising is a significant drawback.

Barnhill et al. [2] used dualtree-wavelet-domain denoising on the \( z \) axis followed by denoising in the \( xy \) plane, calibrated by Principal Component Analysis (PCA)-based blind noise estimation. As complex dualtree wavelets have been shown to be “optimal” for complex waves with discontinuities this approach is a less lossy solution than smoothing, in a more suitable domain, and the first MRE denoising approach which uses adaptive noise estimation. However, as \( z \) and \( xy \) are denoised separately, the method still requires empirical calibration between the two stages of the process.

The two steps are first validated by application to a ground-truth Finite Element Method (FEM)-based brain phantom. The phantom is used to calibrate two parameters in the pipeline, the dejitter norm \( \alpha \) and the wavelet highpass threshold \( \omega_c \), by minimizing root mean square error (RMSE) against.
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Fig. 1. Example interslice phase discontinuities (IPDs) from an MRE clinical brain acquisition in coronal view. The data is corrupted by a “streaking” artifact proceeding from left to right in this view. Some particularly strong streaks are highlighted with red arrows.

**Dejitter:** We model for the first time the IPD problem as a dejitter problem. We define jitter as the displacement of the in-plane data \( d_{xy} \) at \( z \) coordinate \( z_{k+1} \) as compared to \( d_{xy} \) at \( z \) coordinate \( z_k \), without significant shape change between \( z_k \) and \( z_{k+1} \). A dejittering algorithm is aimed at reconstructing the relative displacements in an image or volume, restoring the image to coherence. In the present circumstances, the complex wave data \( U_{x,y,z} \) are not physically displaced, rather the phase \( \arg(U_{x,y,z_{k+1}}) \) is displaced relative to \( \arg(U_{x,y,z_k}) \). The true phase relationship can therefore be restored by restoring the phase of the image to coherence, which we call dejittering the complex wave field on the sphere. To do this we devise a novel dejitter methodology, generalizing the dejitter methodology found in Nikolova [26], and apply it to the phase space of 3D complex-valued volumes.

**Filter:** Phase shifts from cardiac motion will not impact the slice uniformly, but will scale with mechanical and physiological properties of the tissue. While this shift will mostly be continuous slice to slice, because the tissue properties are mostly continuous, it can create slight additional differences between neighboring slices that the inversion problem is sensitive to. This artifact is handled by transforming the data into the wavelet domain, where the artifact will be isolated in a particular frequency range of a particular bin of coefficients as described below.
the ground truth. The two methods are then compared with two techniques from the literature on a cohort of 48 healthy brain acquisitions; images and summary statistics by cohort by method are compared.

Our major contributions are: (1) modeling of the IPD problem as a dejitter problem; (2) development of a novel, efficient and objective way to solve IPDs; (3) implementation of the new method in a simple 2 step noniterative algorithm; (4) validation of the method on a ground-truth MRE brain phantom; and (5) demonstration of improved performance of the new method, in terms of reduction in statistical dispersion, on a 48-subject cohort.

II. METHODS

A. Theory

1) Magnetic Resonance Elastography: In MRE an external driver is used to propagate harmonic motion through the region of interest (ROI) of the MRE acquisition. An isochromat u at position (x, y, z) in the image thus undergoes harmonic motion with wavenumber k and phase offset $\Phi_0$ about an equilibrium position $u(x, y, z, t_0)$

$$u(x, y, z, t) = u(x, y, z, t_0) + A \cos(kt + \Phi_0)$$  \hspace{1cm} (1)

and one of several shapes of “motion-encoding gradients” is programmed to switch in synchrony with the driving frequency $\omega = 2 \pi / \lambda$ (examples include boxcars, trapezoids, or sinusoids [13]). In the presence of a gradient field $G(t)$, an isochromat with vector trajectory $u(t)$ will accumulate phase $\Phi(t)$

$$\Phi(t) = \Phi(0) + \frac{\gamma}{k} \int_0^t G(t') \cdot u(t') \: dt'$$  \hspace{1cm} (2)

where $\gamma$ is the gyromagnetic ratio of the specific nuclei. This encodes the instantaneous shear displacements into the magnetic resonance imaging (MRI) phase image. Acquisitions are acquired at $T$ evenly spaced time steps, in each of three encoding directions $x, y, z$, delivering a 4D ciné of the shear wave motion similar to those acquired in cardiac MRI [30]. As the data are known to be time-harmonic, this 4D, real-valued ciné can be reduced to a 3D, complex-valued time-harmonic field containing the displacements at the experimental driving frequency $\omega_{\text{exp}}$. First a voxel-wise, temporal discrete Fourier transform (DFT)

$$U(x, y, z, \omega) = \sum_{i=0}^{T-1} \exp(\omega_{\text{exp}}t - \omega t) \cdot u(x, y, z, t)$$  \hspace{1cm} (3)

is applied, where $i = \sqrt{-1}$, $u$ is the 4D volumetric scalar ciné of one Cartesian displacement component of $u$ from Equation 1, and $U$ is the temporal-axis Fourier transform of $u$. Then, only the component of $U$ corresponding to the experimental driving frequency $\omega_{\text{exp}}$, that is, the 3D complex scalar field $U(x, y, z, \omega_{\text{exp}})$, is retained. This procedure can be repeated to acquire displacements in the $x, y$ and $z$ directions of polarization which, when combined, yields a vector-valued displacement field $U$. $U$ can then be inverted to obtain local estimates of intrinsic tissue viscoelasticity using the time-harmonic displacement form of the Navier-Lamé equation for isotropic solids:

$$\mu(U_{k,l} + U_{l,k})_{,l} + (\lambda \ \text{div} \ U)_{,k} = -\rho \omega^2 U$$  \hspace{1cm} (4)

where $\mu$ and $\lambda$ are the two Lamé parameters, $\rho$ is density, $\text{div}$ is the divergence operator, and $k$ and $l$ index the three spatial dimensions. Here in Equation 4, the exposure of the results to interslice discontinuities can be seen, as $k$ and $l$ index all three axes. Consequently, discontinuities between the slices of the time-harmonic volume acquisition will cause mis-estimation of the derivatives containing a $z$ component. To see straightforwardly how this will impact MRE stiffness estimates, consider the reformulation of this equation with the divergence of the field removed, and the gradient of $\mu$ neglected,

$$\mu = -\frac{\rho \omega^2 U}{\nabla^2 U}$$  \hspace{1cm} (5)

a common simplification known as Algebraic Helmholtz Inversion (AHI). Here the impact of the mis-estimation of the $z$ gradients on the estimate of $\mu$ becomes clear: as the derivative estimate $\nabla^2 U$ is artificially inflated due to interslice noise, the stiffness estimate $\mu$ will artificially drop.

2) Modeling IPDs: Per [10], the noise of the above MRI phase field, $u(x, y, z, t)$, can be approximated as Gaussian for SNR (defined here as the power of the signal over the power of the noise) higher than 2 dB. By propagation of uncertainties (or by the spherical symmetry of the multivariate Gaussian), the noise distribution of the complex wave field $U(x, y, z, \omega)$ will also be Gaussian. As the DFT in Equation 3 filters the data to leave only the periodic motion behavior, $U(x, y, z, \omega)$ can be described with a plane wave model [29]

$$U_i = U_{i0} \exp(i \mathbf{k} \cdot \mathbf{x})$$  \hspace{1cm} (6)

where vector components $U_i$ are scaled and offset with constants $U_{i0}$ and $k$ is the vector wavenumber. To incorporate the interslice phase discontinuity (IPD) the field undergoes a linear transformation wherein the phase of the wave is shifted by some factor $\psi$ such that

$$U_i = U_{i0} \exp(i \mathbf{k} \cdot \mathbf{x} + \psi)$$  \hspace{1cm} (7)

and $\psi$ can be decomposed into a product of the form $\psi = kc$ containing piecewise-constant term $k$ and a slow-varying compliance coefficient $c$. Each is discussed below.

Constant global shift $k$ is a shift of the field that is constant along $xy$ and random between $[0, 2\pi]$ along $z$, representing artifact (1) in the Introduction, capturing global change in the phase of the slice due to acquiring the slices at varying points in the cardiac cycle. This effect is removed with the “Phase-Based Dejitter” technique described below.

Slow-varying deformation $c$ is an additional slow-varying deformation field, representing artifact (2) in the Introduction, to capture the physiological dependence of this shift on the compliance of the tissue. This is removed with the “Wavelet-Based Physiological Noise Removal” technique described below. $c$ is based on physiology.
and is therefore not random along \( z \) but continuous volumetrically, so after dejitter, this error would be expected to be minor, but may still impact the wave inversion.

3) Phase-Based Dejitter: For the dejitter step, following our definition presented in Section I, lines along the \( z \) axis of the complex wave field are modeled as pieces of 1D, 2nd order smooth polynomials within a globally non-smooth function, that have been jittered by arbitrary global phase shifts applied to each \( xy \) slice. The slices are then aligned by minimizing \( z \) axis second differences over an appropriate function. A related approach was developed by Nikolova [26]. Here, we generalize this approach to the phase of 3D complex-valued images by evaluating:

\[
\hat{d}_i = \arg\min_{d_i \in \{0, \ldots, 2\pi\}} \mathcal{I}(d_i)
\]

\[
\mathcal{I}(d_i) = \sum_{j=0}^{M \times N} \left| \arg\left( \frac{g_i(j-d_i) \hat{f}_{i-2}(j)}{2 \hat{f}_{i-1}(j)} \right) \right|^\alpha
\]

In this model, \( g \) is the line to be dejittered and \( \hat{f}_{i-1} \) and \( \hat{f}_{i-2} \) are previously dejittered slices of the image, each containing \( M \times N \) pixels, and \( \alpha \) is the parameter commonly called the norm. The multiplications of \( g_i \) and \( \hat{f}_{i-2} \) mean that their phases are added in the phase plane, and the division by \( 2 \hat{f}_{i-1} \) subtracts double the phase of \( \hat{f}_{i-1} \), hence the summed term is a phase-plane equivalent of the \( \alpha \)-norm of the common finite difference approximation to the second derivative whose stencil takes the form \([1 \ -2 \ 1] \). The argument of this complex quantity, as it measures phase angle, is then evaluated. This derivative is calculated for each available pixel \( d_i \) in \( g \). The range of \( d_i \) is divided into a discrete number of bins (here 256), enabling minimization by exhaustive search.

As second-order estimation is not possible to dejitter the second slice to the first, the initial step of dejittering the second slice is done with a first-order difference. The method is illustrated on a heavily jittered \textit{in vivo} brain in Figure 2.

4) Wavelet-Based Physiological Noise Removal: For the second step discontinuities from physiological noise are removed. As mentioned before, such artifact is not uniform across the slice but varies proportional to tissue compliance and functional physiology, as these will alter wavelength. To address any additional artifact between slices, two properties of the artifact can be exploited:

- It is slowly varying across the \( xy \) plane
- It is discontinuous on the \( z \) axis

Bearing this in mind we consider the decomposition of \( U_i \) with a multi-resolution analysis (MRA) [18], where in 1D

\[
M_{1D} = \sum_{k \in \mathbb{Z}} c_k \phi_k + \sum_{k \in \mathbb{Z}} d_k \psi_k
\]

where \( M \) is the MRA, \( \phi \) is a low-pass scaling function and \( \psi \) is a high-pass wavelet function at logarithmic scale \( k \). Taking a linear filtering perspective, this expands in 3D to

\[
M_{3YZ} = \{U_i \ast \phi_kx \ast \phi_ky \ast \phi_kz, U_i \ast \psi_kx \ast \psi_ky \ast \psi_kz, \ldots, U_i \ast \psi_kx \ast \psi_ky \ast \psi_z, \ldots \}
\]

where the \( \ast \) operator denotes a periodic convolution. That is, the MRA at level \( k \) consists of eight combinatoric convolutions with low-pass \( \phi \) and high-pass \( \psi \). An artifact which varies slowly on \( xy \) but quickly on \( z \) will be captured in the \( \phi \psi \phi \) coefficients, in which \( xy \) is lowpass-filtered but \( z \) is high-pass filtered, and not present in the other images. The slowly-varying in-plane gradients in \( \phi \psi \phi \) are preferably removed without removal of the high-frequency coefficients in \( \phi \psi \psi \), which will be both the sensor noise and high-frequency edges that are desired for further post-processing. Therefore rather than a usual wavelet thresholding technique, we remove any remaining IDPs and preserve the sharp edges by applying an in-plane high-pass filter to \( \phi \psi \psi \) prior to the inverse MRA. Daubechies 3 wavelets were used for the decomposition as shown in Figure 3. The settings for the highpass filter are calibrated below in the Experiment.

The wavelet step of the IPD removal is illustrated on the FEM brain model in Figure 4. Here a slow-moving wave image contains warping in a central slice, creating an IPD. The figure shows that this IPD is not present in the scaling image, or 7 of the 8 bins of the discrete wavelet transform (DWT), but is picked up only by the \( \phi \psi \psi \) bin. When the \( \phi \psi \psi \) is high-passed,
the IPD is removed. The magnitude of the signal in $\phi\psi$ is now comparable to the other bins.

Real decimated wavelets are often considered suboptimal for 3D images as they preferentially identify features along the axes [33], and for typical denoising some other bases show better properties (e.g., Kutyniok et al. [17]). For IPDs, however, the properties of this simpler transform are helpful, with the $\phi\psi$ image ideally suited to capture slow-varying interslice-related artifact with minimal loss.

**B. Evaluation**

To evaluate the IPD removal techniques in a controlled fashion, they are first applied to an FEM brain model. The model is used for calibration of the two free variables in each step ($\alpha$ in the case of the dejitter, and $\omega_c$ in the case of the wavelet discontinuity removal.) To evaluate the benefits of the method *in vivo*, four different IPD removal strategies are then tried on a cohort of 48 brain MRE acquisitions and compared.

**C. FEM Brain Model**

A 3D model of human brain was developed from segmented images of a healthy human, consisting of scalp, skull, cerebrospinal fluid, gray matter and white matter [1]. Furthermore, since *falx cerebri* affects wave displacement fields severely, segmentation of *falx cerebri* was added manually. The model was imported to COMSOL Multiphysics (COMSOL, Stockholm, Sweden) finite element method (FEM) software and Young’s modulus, Poisson’s ratio and density parameters were assigned to the segmented parts, reported in previous studies [16], [21], [32]. Damping parameters were assigned to gray matter and white matter, using stiffness damping $\beta$ of Rayleigh damping, similar to a previous study [11]. Stiffness damping was computed using $\beta = (G'G'')/\omega$, where $G'$ is the storage modulus, $G''$ is the loss modulus and $\omega$ is the excitation frequency. Frequency domain analysis was performed by rotationally vibrating the head around y-axis (anterior-posterior), similar to head bobble motion or the excitation of a bite actuator. The excitation frequency was swept from 24 to 60 Hz with 4 Hz increments. Applied peak input displacement was 10 $\mu$m. Mesh sizes were chosen to satisfy having at least 10 mesh elements per wavelength. Complex displacement field data were exported with 1.5 mm isotropic voxels. A central slice of the model is shown in Figure 5.

**D. Calibration of $\alpha$**

Nikolova [26] used Monte Carlo analysis to find an optimal $\alpha$ of 0.5 for dejittering of real video. However, an optimal $\alpha$ will depend on image properties as well as amount of similarity between neighboring lines. Here we re-evaluate $\alpha$ in the context of our 3D, phase-based dejitter with a calibration step. We evaluated 1000 trials of each image at each $\alpha$, jittering the slices by offsetting the phase of the complex wave of each
slice with a random value $c, 0 < c < 2\pi$. Pseudo-code for this calibration is as follows:

- for $a = 0.05:0.01:2$
  - for trial = 1:1000
    * for image = 1:30
      1) Randomly jitter slices 2:end
      2) Dejitter with $a$
      3) Measure RMSE against ground truth
      4) Calculate RMSE
    * Evaluate global RMSE for $a$
    * Choose $a$ with lowest RMSE

E. Calibration of $\omega_c$

A high-pass cutoff spatial frequency $\omega_c$ was calibrated for the highpass-filtering of $\phi\phi\psi$ wavelet coefficients described above. We evaluate a normalized $\omega_c$ coefficient for the highpass filter from $0.01$ to $0.25$ in increments of $0.01$, where $0$ removes no information and $1$ removes all frequencies. Each component of each driving frequency of the model was subjected to a random warping process. Pseudo-code for this calibration is as follows:

- for $\omega_c = 0.01:0.01:0.25$
  - for image = 1:30
    * Create random noise image, $\sigma = 2\pi$
    * Smooth with 2D Gaussian spatial filter, $\sigma = 3\, px$
    * Multiply phase of central slice by smoothed noise field
    * Remove discontinuity using the technique described in Section II-A.4
    * Calculate RMSE
  - Calculate $\omega_c$ with minimum RMSE for each image
  - Choose cutoff with lowest median RMSE

F. Elastogram Evaluation

Finally we studied the impact of the IPD removal strategy on stiffness estimation. We compared four interslice strategies against the FEM brain model described in Section II-C with increasing levels of jitter. The four strategies were also compared on an in vivo brain cohort of 48 subjects.

1) Comparative Slice Removal Strategies: It was expected that the present IPD removal method would improve both range and stability of elastogram results against the neglect of IPDs. It was however imperative to evaluate against other schemes developed to handle IPDs. Here we compare the present technique against three contrasting techniques:

- an anisotropic wavelet-based method, in which the $z$ axis is denoised prior to the $xy$ plane, developed in Barnhill et al. [2], called here the Anisotropic method;
- The “control condition” with no IPD removal, called here Neglect;
- and a purely in-plane pipeline developed in Fehlner et al. [7], which avoids the issue of IPDs by only processing images in-plane, but neglects the wave derivatives in the $z$ direction, called here 2D;

2) Simulations With Increasing Jitter: The FEM model described in Section II-C was given artificial jitter by shifting the wave phase of each slice by a random amount with a prescribed standard deviation $\sigma$. $\sigma$ was varied from 0% to 20% of the $2\pi$ phase circle in increments of 2%. Each “shuffled” simulation was subjected to IPD removal with the proposed method as well as the comparison schemes. Elastograms were then produced using the Helmholtz inversion method described in [3].

MRE inversion schemes do not recover detail on the fineness of scale of the brain phantom. Consequently we compared values within a homogeneous region of white matter selected from the original model without reference to the recovery, as such a region was expected to avoid partial-volume effects.

3) In Vivo Cohort: We additionally applied the four contrasting methods to a cohort of 48 subjects (ages 18-60, 26 women) whose acquisition details were described in Fehlner et al. [7]; subjects were vibrated at 30, 40, and 50Hz using an acquisition sequence consisting of 15 slices of $2\, mm$ isotropic voxels of brain acquired axially. Elastograms were obtained with the same method. We evaluate the performance of the various methods by looking at mean and dispersion statistics across the cohort for each method. Based on previous literature (e.g. Dittmann et al. [5]) we expected median elasticity estimates at approximately 40Hz to be in the range of 1.6 to 1.8 kPa.

III. RESULTS

A. Calibration of $\alpha$

Figure 6 shows results by trial and $\alpha$-value for calculation of the dejittering parameter $\alpha$. Across multiple trials with random jitter, the RMSE varies, for example at $\alpha = 0.3$ the RMSE ranges from .0014 to .1064 radians, with mean of 0.0218 radians. The data further show a critical point between $\alpha = 1.3$ and $\alpha = 1.4$ wherein the error rises considerably. Minimum error was found at $\alpha = 1.0$, with a mean RMSE of 0.0167 radians, and this value was used for the cohort experiment. However the overall finding is that norms
Fig. 6. Results for calibration of $\alpha$. $\alpha$ results are comparable until a "critical point" of 1.3, at which point the RMSE rises; optimal $\alpha$ was 1.0.

Fig. 7. Results for calibration of $\omega_c$. For all 30 model images, mean optimal RMSE cutoff was 0.197. Below $\alpha = 1.4$ are effectively interchangeable, and all perform significantly better than the popular 2-norm.

B. Calibration of $\omega_c$

Results for the calibration of the normalized highpass cutoff $\omega_c$ are shown in Figure 7. Each colored line represents one of the 30 wave images in the FEM model. As the cutoff is increased from $\omega_c = 0.01$, the error caused by the warping slice decreases; the result has reached a clear equilibrium by a cutoff of $\omega_c = 0.2$. The cutoff value which minimized RMSE by image ranged from 13 to 23; the mean of these cut-offs was 0.197, with mean RMSE of .002 radians. Consequently, 0.197 was applied in the in vivo experiment.

C. Inversion of FEM Model With Progressive Jitter

Overall results for the progressive jitter inversion recoveries are shown in Figure 8. Prescribed values are shown in green. IPD removal convincingly reproduced the prescribed value at all levels of jitter severity with a standard deviation from prescribed of 1.7%. The previous Anisotropic strategy is equally effective until around 4% jitter, then drops in value. Neglect produces values too low at all levels of jitter, decreasing with the amount of jitter. The 2D recovery was immune to amount of jitter as expected, but produced a 66% overestimation of the values.

These results are illustrated for a single slice of each result, at 10% jitter, in Figure 9. It can be seen that our widely used recovery method only gives a rough approximation of the fine detail within the FEM model. However, with the IPD method a small region, manually selected prior to inversion, of homogeneous tissue is within 3% of model values. For a point of comparison, we also report results when the white matter region of the model is used as a mask, and this value is beneath the prescribed value due to partial-volume effects.

D. Evaluation of In Vivo Cohort

Table I shows summary statistics for the cohort comparisons. IPD Removal and Anisotropic methods show median values consistent with each other and with expectations: the 2D median is 6.25% higher than the IPD removal method while the Anisotropic median is 4.86% higher. Neglect as expected is substantially (16.8%) lower due to disruption of the wavelengths on the $z$ axis. Figure 10 shows the distribution of values with error bars at the .05 and .95 percentiles.
### TABLE I

<table>
<thead>
<tr>
<th>Summary Statistics for the Cohort Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median</td>
</tr>
<tr>
<td>IPD Removal</td>
</tr>
<tr>
<td>Neglect</td>
</tr>
<tr>
<td>2D</td>
</tr>
<tr>
<td>Anisotropic</td>
</tr>
</tbody>
</table>

FIG. 10. Value distributions for the cohort comparison: proposed technique, anisotropic IPD removal, neglect of IPDS, and 2D processing respectively.

While the new IPD removal method produces similar medians to the established methods (2D and Anisotropic), there is a striking difference in the dispersion. In particular, the range of the results for IPD removal method (788 Pa) is 29% less than the Anisotropic method and 31% less than the 2D method. The results are illustrated for an example slice in Figure 11. As with the cohort, the relative underestimation of $|G^*|$ by neglect is visible; here also, the shear stiffness is slightly higher for Anisotropic and 2D than for IPD removal.

### IV. DISCUSSION

The present method applies a two-step process to dejitter MRE phase acquisitions. First the slices are dejittered by modeling lines on the $z$ axis of the complex image as having piecewise-smooth phase, then aligning each ensuing slice by applying the phase shift that minimizes a norm-like parameter $\alpha$. Our calibration of $\alpha$ confirmed the finding of Nikolova [26] that a non-convex norm outperforms the $l^2$ norm. We further found an interesting “critical point” at $\alpha = 1.3$, a value above which the error profile qualitatively shifts. Our overall finding is that a convex norm $\leq 1.3$ will suffice for dejitter in MRE.

Next the slices have remaining discontinuities removed by applying in-plane high pass filters on a selected bin of the real DWT of the field. Here it was found that normalized frequency cutoffs in the range of 0.15 – 0.20 suffice to remove the discontinuity and minimize error relative to ground truth.

The use of the FEM model for inversion recovery with progressive levels of jitter produced several insights of potential interest to the community. As regards the present investigation, the ability of the proposed IPD strategy to recover true values against strong jitter is clearly shown. It is also clear that neglect of IPDs fails and the method of [2] only handles relatively small amounts of jitter. It is expected that an in-plane evaluation will underestimate the derivatives of the 3D wave motion, and produce an overshoot in elasticity estimate. The overshoot from this model is much higher than that found in vivo. This suggests that wave actuation in vivo is, in general, sufficiently planar that the mis-estimate from in-plane wavenumber estimation is tempered, and in principle it could be effectively eliminated [4]. However this model is a good reminder that without the use of 3D derivatives, MRE values are at risk of severe mis-estimation and caution is required.

We are pleased to present the first published results from this FEM brain model which may prove of broader use to the community. The model reproduces well the fine detail of estimated brain tissue stiffness. Reconstructions from this model, even with state of the art methods, highlight the current limitations of the field in terms of effective resolution in stiffness estimation, and give a good sense for the community of what can be expected with brain MRE. In particular, exact recovery only occurs in homogeneous regions that avoid partial volume effects, a finding which supports the practice of erosion prior to measurement found in Murphy et al. [24] and in accordance with clinical MRE protocols which suggest the use of manually selected regions [20]. This model brain may make a good benchmark against which claims of fine feature recovery in the brain can be measured. In particular,
recent papers claiming robust measurements of small brain features (e.g. [15]) may wish to validate their claims by showing that fine details in this or a similar brain model can be visibly recovered. The brain model can be obtained at the Charité web apps site https://bioqc-apps.charite.de/downloads.

Finally an in vivo cohort of 48 subjects was investigated to evaluate the effectiveness of the IPD removal as compared to other best practices in a clinical context. Median results for IPD removal were comparable to two other established methods, an anisotropic noise removal method and an in-plane or 2D inversion method. However, IPD removal considerably reduced the dispersion of the results as compared to the other methods. For neglect, the unpredictability of the jitter is an additional source of variance, and median results are too low as expected. In the case of the 2D method, the 2D methods cannot estimate wavelength in the z direction as discussed above. The anisotropic method shows better stability than the 2D, but the separate calibration of z and xy appears inherently less stable than a fully 3D denoising method such as that enabled by IPD removal, and likely shows slightly higher stiffness results in vivo due to smoothing in z. All these findings are tempered by the fact that brain MRE is widely reported to contain considerable natural variation (e.g. Barnhill et al. [3] and Hiscox et al. [14]). However, these differences when controlling for all other factors complement the findings of the more controlled experiments with an FEM model above.

The proposed IPD removal method has some limitations. The jitter is in principle lossless, but against numerous trials with random jitter, showed some range of error. The physiological noise removal cannot replace the lost information within slices where a slicewise artifact has been stripped out, which also leaves some error against an IPD-free model. Further, in the case of a large amount of physiological warping, the jitterer would not be perfectly fitted. However, compliance-related artifact will be mostly consistent slice to slice and we would expect this variation to be relatively small. Despite these limitations, the method outperforms two other state-of-the-art attempts to handle such IPD artifacts. The present study focused on brain, partly because brain MRE has established 3D analysis as a “common principle” [25], while commercial and experimental abdominal sequences often focus on 2D wave inversion for reasons of both historical validation and clinical convenience. Nonetheless the present methods are equally applicable to other MRE acquisitions where physiological activity may cause slight alterations to the phase during slicewise acquisitions.

In summary, the present IPD removal technique is likely a valuable step in future MRE image processing pipelines, enables improved approaches to denoising in future MRE studies, and its non-iterative nature ensures it can be applied even within clinical exams on short time frames.
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