Decentralized Multivariate Control

M. E. SEZER and D. D. ŠILJAK

Abstract—The objective of this note is to introduce a decentralized control approach to multivariate linear systems. Each control channel is assigned a single sampling rate, which provides simplicity in design of local controllers. This control strategy is natural for plants with widely different characteristic frequencies, and suitable for implementation using multiprocessor schemes.

I. Introduction

In controlling systems having widely different time constants, it has been customary to use multirate digital control. Since the early work of Sklansky and Ragazzini [1], Kranc [2], and Kalman and Bertram [3], a considerable number of results on multirate sampled-data control systems have been reported in the literature, as surveyed by Lu and Gupta [4] and Glasson [5]. Both frequency and state-space models have been utilized, and standard concepts of system theory have been reformulated in this context. Recently, using the Kalman–Bertram approach, Araki and Yamamoto [6] developed a state-space description of multirate systems, which provided a basis for both the transfer function and time-domain design methods and, in particular, for a solution of the pole-assignment problem by Araki and Hagihara [7].

In this paper, we propose a decentralized approach to control of multivariate systems, which is consistent with a natural grouping of input and output signals induced by their characteristic frequencies. This approach is particularly suitable for implementation of control using distributed multiprocessors operating at different sampling rates. Each processor is assigned to a group of signals having the same sampling rate, and is responsible for generating a control input based on the local information provided by the outputs of the group.
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The fundamental problem of decentralized control schemes has been to provide conditions under which a system can be stabilized using local controllers. The existing results for continuous-time systems of Wang and Davidson [8], Corfmat and Morse [9], and Sezer and Siljak [10] can easily be carried over to the discrete-time case. However, if a discrete system is a product of sampling a continuous plant, an interpretation of the discrete-time conditions in terms of the original plant is not straightforward, even in the case of a single-rate sampling. The situation is further complicated by multirate sampling mainly because the corresponding discrete models are either nonminimal (Araki and Yamamoto [6]) or time varying (Amat [11]).

The main objective of this note is to show that the decentralized stabilizability conditions for multirate sample-data systems are essentially the same as those for the underlying continuous-time plants. We consider only the systems with sampling rates having integral ratios, but more general cases can be considered using the same machinery.

II. DECENTRALIZED MULTIRATE SYSTEMS

Consider a multirate sampled-data system with \( r \) channels, which is shown in Fig. 1. The continuous-time plant is described by

\[
P: \dot{x} = Ax + \sum_{i=1}^{r} B_i u_i
\]

where \( x(t) \in \mathbb{R}^n \), \( \bar{u}_i(t) \in \mathbb{R}^{n_i} \), and \( y_i(t) \in \mathbb{R}^{n_i} \) are the state, input, and output of the \( i \)-th channel at time \( t \in \mathbb{R} \). The matrices \( A, B_i, C_i \) are constant and have appropriate dimensions. As is standard, we assume that \( P \) is centrally controllable and observable, but is not both controllable and observable from any individual channel.

The samplers are assumed to start at \( t = 0 \) simultaneously, and have the sampling periods

\[
T_i = M_i \tau, \quad i = 1, 2, \ldots, r
\]

where \( M_i \) are positive integers, and the time interval \( \tau \) is the greatest common divisor of the \( T_i \)'s, which can conveniently be regarded as a basic unit of time. The blocks \( H_i \) contain zero-order holds with transfer function \( (1 - e^{-T/\tau})/T \). The digital feedback controllers \( C_i \) operate on the sampled output sequences \( \{y_i(m)\} \) to produce the input sequences \( \{u_i(m)\} \) to the hold circuits where \( y_i(m) = y_i(mT_i) \).

To obtain a discrete-time representation of the open-loop system, which consists of the plant and the hold circuits, we define the common sampling period \( T \) as

\[
T = M \tau
\]

where \( M \) is the least common multiple of the \( M_i \)'s. We also define the discrete-time signals

\[
x(l, m) = x([(l + mT)/T])
\]

\[
u_i(l, m) = \bar{u}_i([(l + mT)/T]), \quad i = 1, 2, \ldots, r
\]

for \( l = 0, 1, \ldots, m = 0, 1, \ldots, M - 1 \), and the switching functions

\[
\Delta_d(m) = \begin{cases} 1, & m = kM_i \\ 0, & m \neq kM_i \end{cases}, \quad i = 1, 2, \ldots, r
\]

From (2.1), we obtain

\[
x(l, m + 1) = Ax(l, m) + \sum_{i=1}^{r} \{\Delta_d(m)B_i u_i(l, m) + [1 - \Delta_d(m)]B_i y_i(l, m)\}
\]

and

\[
u_i(l, m + 1) = \{1 - \Delta_d(m)\}u_i(l, m) + \Delta_d(m)u_i(l, m), \quad i = 1, 2, \ldots, r
\]

where

\[
A = \exp(rA), \quad B_i = \int_0^1 \exp(tA)B_i dt
\]

and the double-indexed sequence \( \{u_i(l, m)\} \) is defined by

\[
u_i(l, m) = \begin{cases} 0, & m \neq kM_i \\ u_i \left( \frac{M}{M_i} + k \right), & k = 0, 1, \ldots, \frac{M}{M_i} - 1; m = kM_i
\end{cases}
\]

By defining \( \{y_i(l, m)\} \) similarly, and letting

\[
u(l, m) = [\nu_1(l, m), \nu_2(l, m), \ldots, \nu_r(l, m)]^T
\]

\[
u(l, m) = [\nu_1(l, m), \nu_2(l, m), \ldots, \nu_r(l, m)]^T
\]

we obtain a discrete-time representation of the open-loop system

\[
S: \begin{bmatrix} x(l, m + 1) \\ v(l, m + 1) \end{bmatrix} = \begin{bmatrix} A & B[l - \Delta_d(m)] \\ 0 & I - \Delta_d(m) \end{bmatrix} \begin{bmatrix} x(l, m) \\ v(l, m) \end{bmatrix} + \begin{bmatrix} B\Delta_d(m) \\ \Delta_d(m) \end{bmatrix} u(l, m)
\]

where

\[
B = [B_1, B_2, \ldots, B_r]
\]

\[
C_i = \begin{bmatrix} C_i^1 & C_i^2 & \cdots & C_i^r \\ \end{bmatrix}
\]

\[
\Delta_d(m) = \text{diag} \{\Delta_d(m)I_1, \Delta_d(m)I_2, \ldots, \Delta_d(m)I_r\}
\]

and \( I_i \) are identity matrices of appropriate dimensions. It should be understood that in (2.11), \( x(l, M) = x(l + 1, 0) \) and, likewise, for other signals (2.10). We note that (2.11) represents a periodically time-varying system with period \( M \).

The decentralized digital controllers are linear, time-invariant systems represented by

\[
C_i: z_i(m + 1) + F_i z_i(m) + G_i y_i(m)
\]

\[
u_i(m) = H_i z_i(m) + K_i y_i(m), \quad i = 1, 2, \ldots, r
\]
where $z_i(m) \in \mathbb{R}^{l_i}$ and $F_i, G_i, H_i, K_i$ are constant matrices of appropriate dimensions. In terms of double-indexed sequences, $C_i$ can conveniently be represented as

$$C_i: z_i(l, m + 1) = [I + \Delta_i(m)(F_i - I)]z_i(l, m) + G_iy_i(l, m)$$

$$u_i(l, m) = \Delta_i(m)H_i z_i(l, m) + K_i y_i(l, m), \quad i = 1, 2, \ldots, r.$$  

(2.14)

Obviously, when $C_i$ is a static controller, (2.14) reduces to a feedback control law

$$u_i(l, m) = K_i y_i(l, m).$$  

(2.15)

The collection (2.14) of controllers $C_i$ can be put in a compact form:

$$C: z(l, m + 1) = [I + (F - I)\Delta(m)]z(l, m) + G y(l, m)$$

$$u(l, m) = \Delta(m)H z(l, m) + K y(l, m)$$  

(2.16)

where $z(l, m) = [z_1(l, m), z_2(l, m), \ldots, z_r(l, m)]$ and $F, G, H, K$ are block diagonal matrices with blocks $F_i, G_i, H_i, K_i$.

The closed-loop system composed of $S$ and $C$ has the representation

$$S: \dot{\xi}(l, m + 1) = \Phi(l, m)\xi(l, m)$$

$$y(l, m) = \Psi(l, m)\xi(l, m)$$  

(2.17)

where $\xi(l, m) = [\xi_1(l, m), \xi_2(l, m), \ldots, \xi_r(l, m)]$ and

$$\Phi(l, m) = \begin{bmatrix} A + B\Delta(m)KC & B\Delta(m)H & B[I - \Delta(m)] \\ G\Delta(m)C & I + (F - I)\Delta(m) & 0 \\ \Delta(m)KC & \Delta(m)H & I - \Delta(m) \end{bmatrix}$$

$$\Psi(l, m) = \begin{bmatrix} \Delta(m)C \\ 0 \\ 0 \end{bmatrix}.$$  

(2.18)

The transitions of $S$ over the common sampling period $T$ are described by the time-invariant system

$$S^T: \dot{\xi}(l + 1) = \Phi(l)\xi(l)$$

$$y(l) = \Psi(l)\xi(l)$$  

(2.19)

where we use the notation $\xi(l) = [\xi_1(l, 0), \xi_2(l, 0), \ldots, \xi_r(l, 0)] = [C \ 0 \ 0]$ and compute $\Phi$ as

$$\Phi = \Phi_0(M - 1) \cdots \Phi_1(1).$$  

(2.20)

The decentralized control problem is defined as that of choosing the parameters $F_i, G_i, H_i, K_i$ of the controllers $C_i$, $i = 1, 2, \ldots, r$ such that the closed-loop system $S^T$ has desired properties. A solution of this problem is obtained by first making the system $S$ reachable and observable through a single channel by using static feedback of the form (2.15) in all other channels. Then, a dynamic digital controller $C_i$ of the form (2.13) is used to achieve a satisfactory performance of $S^T$. The strategy does not rule out use of dynamic controllers $C_i$ in any of the channels. This is a well-known approach in continuous-time decentralized control (Corrado and Morse [9], Anderson and Moore [12]).

### III. Decentralized Control

We start with the case of two-channel systems where we make a crucial assumption that the sampling period in one of the channels is an integral multiple of the sampling period in the other channel. Without loss of generality, we set $M_1 = M$ and $M_2 = 1$ so that $T_1 = T = M_2 T_2 = T$. Following the announced control strategy, we apply a static feedback

$$u_i(l, m) = K_i y_i(l, m)$$  

(3.1)

to channel two to get

$$S^T_i: \dot{\xi}_i(l, m + 1) = \Phi_i(m)\xi_i(l, m) + \Gamma_i(m)u_i(l, m)$$

$$y_i(l, m) = \Psi_i(m)\xi_i(l, m)$$  

(3.2)

where $\xi_i(l, m) = [\xi_i(l, m), u_i(l, m), \xi_i(l, m)]^T$, and

$$\Psi_i(m) = \begin{bmatrix} A + B_i K_i C_i & [1 - \Delta_i(m)]B_i & 0 \\ 0 & [1 - \Delta_i(m)]I & 0 \\ K_i C_i & 0 & 0 \end{bmatrix}$$

$$\Gamma_i(m) = \begin{bmatrix} \Delta_i(m)B_i \\ \Delta_i(m)I \\ 0 \end{bmatrix}.$$  

(3.3)

As before, the transition of $S^T_i$ over the common sampling period $T$ is described as

$$S^T_i: \dot{\xi}_i(l + 1) = \Phi_i(t)\xi_i(l) + \Gamma_i u_i(l)$$

$$y_i(l) = \Psi_i(t)\xi_i(l)$$  

(3.4)

where the constant matrices $\Phi_i, \Gamma_i$, and $\Psi_i$ are computed from (3.3) as

$$\Phi_i = \Phi_i(M - 1) \cdots \Phi_i(1)\Phi_i(0) = \begin{bmatrix} \Phi_i^M & 0 & 0 \\ 0 & \Phi_i^M & 0 \\ \Phi_i^M & \Phi_i^M & \Phi_i^M \end{bmatrix}$$

$$\Gamma_i = \Phi_i(M - 1) \cdots \Phi_i(1)\Gamma_i(0) = \begin{bmatrix} P_1(\Phi_i^M)B_i \\ K_i C_i P_1(\Phi_i^M)B_i \end{bmatrix}$$

$$\Psi_i = \Psi_i(0) = [C_i \ 0 \ 0].$$  

(3.5)

and

$$\Phi_2 = A + B_i K_i C_i.$$  

(3.6)

We observe from $\Phi_i$ and $\Psi_i$ that the states $u_i(l)$ and $y_i(l)$ of the bold circuits are unobservable from $y_i(l)$. Since these states are associated with modes at the origin, they can safely be omitted from $S^T_i$ to obtain a reduced-order system

$$S^E_i: \dot{\xi}_i(l + 1) = \Phi_i(t)\xi_i(l) + \Gamma_i u_i(l)$$

$$y_i(l) = C_i x_i(l)$$  

(3.7)

where

$$\Phi_i = \Phi_i^M, \quad \Gamma_i = P_1(\Phi_i^M)B_i.$$  

(3.8)

Our purpose is to derive conditions under which the system $S^E_i$ represented by the triple $(\Phi_i, \Gamma_i, C_i)$ can be made reachable and observable by a proper choice of the feedback gain $K_i$ in (3.1). For this, we first state the following.

### (3.9) Lemma: Suppose that a triple $(\Phi_i, B_i, C_i)$ is reachable and observable, and that $\Phi_i$ has no eigenvalues of the form $\rho \exp[(2k \pi I)M_i], \rho \geq 0, k = 0, 1, \ldots, M - 1$. Then, $S^E_i$ is reachable and observable.

**Proof:** Let the distinct eigenvalues of $\Phi_i$ be denoted by $\mu_i, i = 1, 2, \ldots, N_2, n_2 \leq n$. We define a polynomial

$$q(z, \mu) = z^{n_2} + \mu z^{n_2 - 1} + \cdots + \mu^{n_2 - n_2} z + \mu^{n_2}.$$  

(3.10)

By assumption on $\mu_i$, we have

$$q(\mu_i, \mu_i) = M_2 \mu_i^{n_2 - n_2} \neq 0.$$  

(3.11)
for $i, j = 1, 2, \cdots, n_2$, so that the matrices
\[
Q_i(\hat{\theta}_2) = q_i(\mu, \hat{\theta}_2), \quad i = 1, 2, \cdots, n_2
\]
\[
P_i(\hat{\theta}_2) = q_i(1, \hat{\theta}_2)
\]  
(3.12)

are nonsingular.

If the pair $(\Phi, \Gamma)$ is not reachable, then for some $\mu_i$
\[
\text{rank } [\Phi_i^M - \mu_i^M I, \Gamma_i] < n.
\]  
(3.13)

Noting that $\Phi_i^M - \mu_i^M = Q_i(\hat{\theta}_2(\hat{\theta}_2 - \mu_i I))$, and $\Gamma_i = P_i(\hat{\theta}_2)B_i$, (3.13) implies that there exists an $n$ vector $p \neq 0$ such that
\[
p^T Q_i(\hat{\theta}_2(\hat{\theta}_2 - \mu_i I)) = p^T P_i(\hat{\theta}_2)B_i = 0.
\]  
(3.14)

Defining an $n$ vector $r \neq 0$ as $r^T = p^T P_i(\hat{\theta}_2)$, and observing that the matrices $P_i^{-1}(\hat{\theta}_2), Q_i(\hat{\theta}_2)$, and $(\Phi_i - \mu_i I)$ commute, we get from (3.14),
\[
r^T [\Phi_i - \mu_i I, B_i] = 0.
\]  
(3.15)

This, however, contradicts the assumption that $(\Phi_i, B_i)$ is reachable. Therefore, the pair $(\Phi, \Gamma)$ is reachable. Observability of the pair $(\Phi, C_1)$ can be proved likewise. Q.E.D.

The following result provides conditions for the existence of a proper choice of the feedback gain $K_f$.

(3.16) Lemma: The system $S_f$ is reachable and observable for almost all $K_f$ if the following conditions are satisfied.

(i) The triple $(A, [B_1, B_2], [C_1^T, C_2^T]^T)$ is reachable and observable.

(ii) $C_1(zI - A)^{-1}B_2 \neq 0$, $C_2(zI - A)^{-1}B_1 \neq 0$.

(iii) $\text{rank } [zI - A, B_1] \geq n$, $\text{rank } [zI - A, B_2] \geq n$ for all $z$.

(iv) The matrix $A$ has no eigenvalues of the form $\rho \exp(j2k\pi/M)$, $\rho \geq 0$, $k = 0, 1, \cdots, M - 1$.

Proof: Assumptions (i)-(iii) guarantee that the triple $(\Phi, B_i, C_i)$ is reachable and observable for almost all $K_f$ (Corfmat and Morse [9]). Assumption (iv) together with the fact that the eigenvalues of $\Phi$ depend continuously on $K_f$ ensure that $\Phi$ has no eigenvalues of the form in (iv) for almost all $K_f$. Then, the proof follows from Lemma (3.9). Q.E.D.

Except for condition (iv), Lemma (3.16) represents a single-rate discrete version of the well-known result for decentralized control of continuous-time systems (Corfmat and Morse [9]). The multirate feature is captured by Lemma (3.9).

Finally, we reformulate the obtained conditions of Lemmas (3.9) and (3.16) in terms of the original continuous-time plant $P$.

(3.17) Lemma: Suppose that a continuous-time plant $P$ has a triple $(A, [B_1, B_2], [C_1^T, C_2^T]^T)$ that satisfies conditions (i)-(iii) of Lemma (3.16). Then, for almost any common sampling period $T$, the single-rate discrete model defined by the triple $(A, [B_1, B_2], [C_1^T, C_2^T]^T)$ satisfies conditions (i)-(iv) of Lemma (3.16).

Proof: Let the eigenvalues of $A$ be $\lambda_i = a_i + j\omega_i$, $i = 1, 2, \cdots, n$. Then $A$ satisfies condition (iv) provided
\[
\tau \neq 2l(M + m)\pi/M\omega_i, \quad m = 0, 1, \cdots, M - 1; l = 0, 1, \cdots,
\]  
(3.18)

This condition also guarantees that there are no hidden oscillations in the single-rate discrete model, that is, $(A, [B_1, B_2], [C_1^T, C_2^T]^T)$ satisfies condition (i), which, in turn, implies condition (ii).

To show that the discrete model satisfies the remaining condition (iii), we consider a particular case where $A$ has only distinct eigenvalues $\lambda_i$, $i = 1, 2, \cdots, n$, and the plant $P$ has single-input-single-output channels, that is, $p_i = q_i = 1, i = 1, 2$. The proof for the general case is not essentially different, but involves technicalities and is, therefore, omitted. For the particular case, assume without loss of generality that $A = \text{diag}(\lambda_1, \lambda_2, \cdots, \lambda_n)$, and let $B_i = (b_{i1}, b_{i2}, \cdots, b_{iM})$, $C_2 = (c_{i1}, c_{i2}, \cdots, c_{iM})$. Then, $A = \text{diag}(\mu_1, \mu_2, \cdots, \mu_n)$ where $\mu_i = \exp(\lambda_i \tau)$, and $B = (b_1, b_2, \cdots, b_M)$ where $b_i = \int_0^\tau \exp(\lambda_i \tau) \, dt$. We claim that
for almost all $\tau$,
\[
\text{rank } [A - \mu_1 I, B_1]
\]
\[
\begin{bmatrix}
\mu_1 - \mu_i \\
0 \\
\vdots \\
\mu_n - \mu_i \\
\end{bmatrix}
\begin{bmatrix}
b_1 \\
0 \\
\vdots \\
b_n \\
\end{bmatrix}
\geq n.
\]  
(3.19)

To prove the claim, suppose (3.19) is violated for some fixed $i$. Then, we must have $b_i = c_i = 0$ and $\gamma_i(r) = 0$ where $\gamma_i(r)$ is the determinant of the $n \times n$ matrix obtained by deleting the $i$th row and the $i$th column from the matrix in (3.19). By induction on the order of the resulting submatrix, it is straightforward to show that
\[
\gamma_i^{(n-1)}(0) = (n - 1)\gamma_i.
\]  
(3.20)

By assumption (iii) concerning the continuous plant $P$, $\gamma_i \neq 0$ if $\tau = c_i = 0, i = 1, 2, \cdots, n$. Since $\gamma_i(r)$ is an analytic function, $\gamma_i \neq 0$ implies by (3.20) that $\gamma_i(r)$ is zero for at most a finite number of values of $r$ in every finite interval. Therefore, (3.19) holds for all $i = 1, 2, \cdots, n$, and almost all $\tau$. This proves the first inequality in (ii) of Lemma (3.16). By replacing $B_1$ by $B_2$ and $C_2$ by $C_1$, the second inequality follows. Q.E.D.

Finally, by combining Lemmas (3.9), (3.16), and (3.17), we arrive at our main result which we state as a theorem, the proof of which is automatic.

(3.22) Theorem: If a continuous-time plant $P$ satisfies the conditions (i)-(iii) of Lemma (3.16), then the corresponding multirate sampled-data system $S_f$ is reachable and observable for almost any common sampling period $T$ and almost any feedback gain $K_f$.

This is a welcome result in the context of decentralized control because it allows for choosing different sampling rates in the individual channels to fit the corresponding characteristic frequencies, without a serious concern about the consequences of the multirate operation in selecting appropriate digital controllers to meet a desired performance of the overall system.

IV. FURTHER RESULTS

In this section we consider some variations and extensions of the results obtained in the previous section.

A. Use of Dynamic Digital Controllers

We first investigate the effect of replacing the static feedback in the second channel of the two-channel system considered in Section III by a digital controller. Applying a dynamic feedback of the form (2.14) instead of the static feedback of (3.1), we obtain an extended system
\[
S_{y \tau}: z_i(t, l + 1) = \Phi_{y \tau}(m)z_i(t, l, m) + \Gamma_{y \tau}(m)u_i(t, m)
\]
\[
y(t, l) = \Phi_{y \tau}(m)z_i(t, l, m)
\]  
(4.1)

\[
S_{y \tau}: z_i(t, l + 1) = \Phi_{y \tau}(m)z_i(t, l, m) + \Gamma_{y \tau}(m)u_i(t, m)
\]
\[
y(t, l) = \Phi_{y \tau}(m)z_i(t, l, m)
\]  
(4.1)
where \( \xi_t(d, m) = [x^T(t, m), z^T_t(t, m), \tilde{u}_t(t, m), \tilde{y}_t(t, m)]^T \), and
\[
\Phi_t(m) = \begin{bmatrix}
A + B_1 K_1 C_2 & B_2 H_2 & [1 - \Delta(m)B_1] & 0 \\
C_1 C_2 & F_2 & 0 & 0 \\
0 & 0 & [1 - \Delta(m)I] & 0
\end{bmatrix},
\]
\[
\Gamma_t(m) = \begin{bmatrix}
\Delta(m)B_1 \\
\Delta(m)F_2 \\
0 \\
0
\end{bmatrix}.
\]
\[
\Psi_t(m) = [\Delta(m)C_1, 0, 0].
\]

(4.2)

Defining the matrices
\[
A_t = \begin{bmatrix}
A & 0 \\
0 & F_2^T
\end{bmatrix},
B_{1t} = \begin{bmatrix}
B_1 \\
0
\end{bmatrix}, B_{2t} = \begin{bmatrix}
B_2 \\
0
\end{bmatrix}
\]
\[
C_{1t} = [C_1, 0],
C_{2t} = \begin{bmatrix}
C_2 \\
0 & 1
\end{bmatrix}, K_{1t} = \begin{bmatrix}
K_1 \\
G_2 \\
F_2 - F_2^T
\end{bmatrix}
\]
\[
(4.3)
\]

where \( F_2^T \) is an arbitrary matrix having no eigenvalues of the form \( \rho \exp(j2k\pi/M) \), we observe that \( \Phi_t(m) \), \( \Gamma_t(m) \), and \( \Psi_t \) of (4.2) are of the same type as \( \Phi_0(m) \), \( \Gamma_0(m) \), and \( \Phi_0 \) of (3.3) except that the matrices \( A, B_{1}, B_{2}, \ldots, \) are replaced by \( A_t, B_{1t}, \ldots \). Therefore, following the same steps as in the previous section, we obtain a time-invariant system \( S_t^* \) describing the transitions of \( S_t \) over the common sampling period, which is then reduced to
\[
\begin{align}
\dot{x}(t + 1) &= A_t x(t) + B_t u(t) \\
\gamma(t) &= C_t x(t)
\end{align}
\]
\[
(4.4)
\]

where \( x_t(t) = [x^T_t(t), \tilde{u}_t(t)]^T \), and
\[
\Phi_t = \Phi_t^*, \Gamma_t = \Gamma_t^*, \Psi_t = \Psi_t^*
\]
\[
(4.5)
\]

with
\[
A_t = A_t + B_{1t} K_{2t} C_{2t} = \begin{bmatrix}
A + B_2 K_1 C_2 & B_2 H_2 \\
G_2 C_2 & F_2
\end{bmatrix}
\]
\[
(4.6)
\]

A modification of Theorem (3.22), which accommodates a dynamic controller \( C_t \) in channel two, is given as follows.

4.7 Theorem: Under the conditions of Theorem (3.22), the multirate sampled-data system \( S_t^* \) is reachable and observable for almost any common sampling period \( \tau \) and almost any digital controller \( C_t \) represented by the quadruple \( (F_2^T, G_2, H_2, K_2) \).

Proof: We first note that both Lemma (3.9) and Lemma (3.16) remain valid when the matrices \( A, \Phi_t, B_1, B_2, C_1, C_2, K_t \), and the system \( S_t^* \) are replaced by the matrices \( A_t, \Phi_t, B_{1t}, B_{2t}, C_{1t}, C_{2t}, K_{1t}, \) \( S_t^* \). On the other hand, if the triple \( (A_1, B_1, B_2), (C_1, C_2) \) satisfies conditions (i)-(iv) of Lemma (3.16), then so does the triple \( (A_t, B_{1t}, B_{2t}), (C_{1t}, C_{2t}) \). Therefore, the conclusion of Lemma (3.17) also holds for the latter triple.

V. Conclusion

Our main result is that the decentralized stabilization conditions for a continuous-time plant are all one needs to control the plant by applying multirate digital controllers. This is encouraging and not entirely unexpected. It opens up a possibility to try other control strategies which were successful for continuous-time systems. In particular, one can attempt a generalization of the notion of fixed modes, explore the possibility of using time-varying feedback, and formulate decentralized multirate optimization problems. An attractive aspect of the proposed scheme is that the solutions of these problems can be implemented using parallel processing.
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On Methods of Treating dc Levels in an Adaptive Digital Smith Predictor

C. C. HANG AND B. W. CHONG

Abstract—Two popular methods of treating unknown or slowly varying dc levels in the input and output measurements used for parameter estimation in an adaptive digital Smith predictor are studied. They are the “high-pass filtering” method and the method of “estimating an additional constant.” The performance of the former is found to be inferior in that it leads to a larger output variance under stochastic environment. This is caused by the higher variation in model output due to static gain variations in the estimated explicit model.

I. INTRODUCTION

The digital Smith predictor [1]-[4] is a popular model-based approach to the control of systems with long dead time. The feasibility of an adaptive Smith predictor using on-line parameter estimation has already been demonstrated [3], [4]. Attention has now been switched to the practical implementation aspects.

One such practical problem in parameter estimation for adaptive control is the presence of dc levels in the input and output measurements. These unknown or slowly varying dc values are difficult to estimate on line and several solutions have been proposed [1], the most popular of which are “high-pass filtering” and “estimation of a dc constant.” These two methods have been found to be comparable when used with most of the self-tuning controllers with integral action [5]. However, it will be shown in this paper that this need not be the same when they are applied to the adaptive digital Smith predictor which uses an explicit model in the control algorithm.

II. ADAPTIVE DIGITAL SMITH PREDICTOR

The digital Smith predictor [4] is shown in Fig. 1. The block $M(z^{-1})$ represents the plant dynamics without the dead time. The block $D(z^{-1})$ represents the pure/apparent dead time of the process and could include terms caused by a fractional delay [2]. $K_D(z^{-1})$ is the main controller designed on the basis of the explicit model $M(z^{-1})$.

The explicit self-tuning regulator approach [1], [6] is used to implement the adaptation loop in the adaptive digital Smith predictor. We shall limit the following development by using the well-known recursive least square (RLS) scheme for on-line parameter estimation, which is sufficient in the case of low measurement noise. For simplicity without loss of generality, we shall assume that the plant is described by the following second-order difference equation:

\[
y(k) = x^T(k)\theta + c(k)\]

where

- data vector: $x(k) = [-y(k-1) - y(k-2)]^T$
- parameter vector: $\theta(k) = [a_1 a_2 b_1 b_2]^T$
- input change: $u(k) = U(k) - U_{\infty}$
- output change: $y(k) = Y(k) - Y_{\infty}$
- $\epsilon(k)$ = white noise
- $d$ = integer dead time in number
- $\lambda$ = scalar forgetting factor
- $\delta(k)$ = prediction error.

Following the standard RLS formulation [1], [6], we have

\[
\theta(k) = \theta(k-1) + G(k)e(k)
\]

\[
G(k) = [x^T(k)p(k-1) + \lambda]^{-1}p(k-1)x(k)
\]

\[
P(k) = [P(k-1) - G(k)x^T(k)p(k-1)]/\lambda
\]

where

\[
\theta(k) = \text{estimated parameter vector}
\]

\[
\lambda = \text{scalar forgetting factor}
\]

\[
e(k) = \text{prediction error}.
\]

In practice, the input and output measurements $U(k)$ and $Y(k)$ contain unknown dc values $U_{\infty}$ and $Y_{\infty}$ which are difficult to estimate separately in on-line adaptive control. The two most popular solutions to this problem [1] are outlined in the following.

dc Method One: High-Pass Filtering

In “high-pass filtering,” both the input and output signals are filtered to remove the dc levels as follows:

filtered output: $y^*(k) = F_H(-z^{-1})y(k) = F_H(z^{-1})Y(k)$

filtered input: $u^*(k) = F_H(-z^{-1})u(k) = F_H(z^{-1})U(k)$

\[
F_H(z^{-1}) = \frac{\beta(z^{-1})}{1 - \alpha z^{-1}}
\]

Hence,

\[
e(k) = y^* - \hat{y}^*
\]

\[
\hat{y}^* = x^T(k)\hat{\theta}(k-1)
\]

\[
x(k) = [-y^*(k-1) - y^*(k-2)]^T
\]

\[
\hat{\theta}(k) = [a_1 a_2 b_1 b_2]^T
\]

The solution is thus simply to replace the data vector in (2) by that in (5).

dc Method Two: Estimation of a dc Constant

In this case, we estimate the effect of $U_{\infty}$ and $Y_{\infty}$ indirectly so that