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ABSTRACT: Charging dynamics of ionic liquid (IL) electrolytes play important roles in various aspects of electrochemical processes. However, the precise understanding of such processes at extended time and length scales is incomplete due to the experimental difficulties in probing the electrochemical potential and other relevant parameters. In principle, such shortcomings should not apply to theoretical/computational approaches; however, existing works have mostly concentrated on or around electrode/electrolyte interfaces and short timescales due mostly to prohibitive demands on computational efforts. To fill this gap, we have utilized X-ray photoelectron spectroscopy to study the charging dynamics of ILs in contact with two wire electrodes under AC square wave excitation, with frequencies ranging from hundreds of kHz down to the mHz region. Using the changes in the binding energy position of the IL-related core-level peaks, electrical potential profiles along the lines in between the electrodes and on the entire surface of the electrolyte have been investigated in situ. From these results, we identify two widely different time constants. The timescale of the fast process was shown to be on the order of RC time constant, while the slow process takes place on a timescale of seconds. Our method in the present study is expected to open up a new way for extracting novel dynamic information for gaining a better understanding of such processes and designing efficient IL-based electrochemical devices with a novel perspective on the charging.

INTRODUCTION

Non-Faradaic processes, particularly the electrochemical double-layer (EDL) dynamics, play a key role in the electrochemistry of electrified interfaces because when an electrolyte solution comes into contact with a polarized/charged surface, ions at the interface rearrange to screen this charge. As a result, a concentration and, therefore, a potential profile is formed at the electrode/electrolyte interface, which governs the charge-transfer processes and influences the kinetics and thermodynamics of the electrochemical systems. That is why many attempts have concentrated on the investigation of the EDL properties, both experimentally and theoretically. Until now, numerous theories and models have been developed to describe the structure of ions at the electrode/electrolyte interfaces of dilute solutions, yet a detailed understanding of the EDL processes of more complex and high-concentration liquids such as room-temperature ionic liquids (RTILs) remains elusive, due especially to the lacking of solvent molecules, ion size, and steric effects.

RTILs are molten salts composed of large organic cations and either organic or inorganic anions. Properties such as the high ionic strength, large electrochemical window, high capacitance, low volatility, and so forth make ionic liquids (ILs) a good candidate for the choice of electrolyte for next-generation energy storage and conversion devices. The same properties also result in various phenomena unique to IL EDLs, such as a multilayer interfacial structure, overscreening, crowding, and differential capacitance profiles, which were not observed for dilute solutions. Although there has been great interest in ILs and their EDL properties, a majority of previous studies on IL EDLs so far have focused on the steady-state properties at equilibrium. Therefore, the dynamic aspect of how the potential and ion structure evolve with time has been explored at a much slower pace.

The dynamics of the EDL is directly related to the time-dependent properties of electrochemical devices, such as the power density and the charging/discharging rate. Thus, it is necessary to investigate the evolution of the EDL during the charging and discharging processes for gaining a better understanding of such devices. Once a potential is applied to the electrode, mainly two driving forces, migration and diffusion, govern the EDL dynamics. First, ions migrate to the electrode/electrolyte interfaces in order to sustain the local electro-neutrality. The time that ions take to migrate is often referred to as the Debye time, which is a function of EDL thickness and ion diffusivity in the particular electrolyte. The migration of ions...
results in changes in ion concentrations and a potential gradient away from the electrode surface, which then induce the diffusion of ions from the bulk electrolyte toward the interface region. Diffusion is a much slower process and takes place on the timescale which additionally depends on the geometry of the electrochemical system, specifically the distance between electrodes.\(^1\) Theoretically, it was previously shown that the classical Poisson–Nernst–Planck (PNP) equation cannot accurately predict the EDL properties for ILs because it neglects the ion size and steric effects.\(^5\) Moreover, for ILs, the traditional time constants used for dilute electrolytes are not applicable either. That is why the PNP equation has been further modified using a continuum model to take steric effects into account.\(^20\)–\(^22\) This modified model has been shown to be applicable to concentrated electrolytes as well as ILs and molten salts. Using such a model, overscreening and crowding phenomena were successfully modeled for IL EDLs. Accordingly, new time and length scales were identified for the charging of a parallel-plate electrochemical cell. This new timescale was also shown to be consistent with the classical resistor–capacitor (RC) circuit model under certain circumstances.\(^6\)

On the experimental side, previous studies, to understand the formation and relaxation of EDLs, have mostly focused on the electrical characterization techniques such as cyclic voltammetry, chronoamperometry, and electrochemical impedance spectroscopy (EIS).\(^23\)–\(^25\) EIS is one of the most commonly used technique to explore the charging dynamics of ILs due to its ability to differentiate different components within devices (decoupling of resistive and capacitive components) from their frequency-dependent response to the imposed potential. EIS measurements previously revealed the presence of two distinct capacitive processes taking place on different timescales at the IL/gold electrode interfaces. The timescale of the fast process was shown to be typically on the order of \(RC\) time constant of milliseconds, while the slow process takes place on a timescale of seconds.\(^26\) Slow capacitive and other processes have also been shown for other IL/electrode interfaces.\(^27\)–\(^28\) Although electrical characterization techniques are helpful in identifying the time dependence, they are unable to explore the spatial variations in the potential to interrogate local properties, and they cannot identify the nanoscale origins of the time dependence. There have also been a number of other experimental studies showing interfacial dynamics in ILs. For instance, Uysal et al. performed an X-ray reflectivity study on the IL/graphene interface and discovered a slow time constant \(>1\) s, much slower than the \(RC\) timescale.\(^29\) This finding was supported in a more recent study using the same technique, where the presence of an ultraslow dynamics at a charged silicon–ionic liquid interface was reported.\(^30\) The data reported also illustrated that crowding of anions has timescales in the order of \(\sim10^3\) s. However, a complete understanding of the time response of such processes would require techniques capable of mapping the potentials or concentration of ions not only at the electrode/electrolyte interface but also throughout the entire liquid. Recent attempts using electrochemical force microscopy have shed intriguing new inputs into the dynamics of charge screening at the solid–aqueous interfaces by identifying multiple time constants and relatively larger length scales of up to \(10\) \(\mu\)m.\(^31\)–\(^32\) However,
again, such distances are still small to represent real-life electrochemical devices. In order to fill this gap, we introduce X-ray photoelectron spectroscopy (XPS) with AC modulation.

XPS enables quantitative analysis with chemical specificity and surface sensitivity. A facile advantage of XPS to tap into the local potential information makes it also suitable for investigating various electrochemical systems. Under an external electrical excitation, core-level photoelectrons measured by XPS reveal binding energy shifts that reflect the local potential ($V$) on the surface by $\Delta E = \Delta V \ eV$, in a chemically specific and relatively noninvasive fashion. Previously, tender ambient pressure XPS with a dip-and-pull configuration was used to probe the shape of EDL at the solid/liquid interface of aqueous electrolytes as a function of the concentration and applied potential. $^{10}$ Similarly, in one of the first studies of ILs, a drop of IL was placed on an angled electrode. This experimental setup allowed the formation of a liquid film thin enough to probe the IL/electrode interface, so that the authors were able to follow the EDL processes by tracing the shifts in binding energy under an external potential. $^{33}$ While applying such DC potential during XPS data acquisition provides vital steady-state information, our group has previously shown that AC excitation is helpful for understanding the dynamics of electrical potential developments. $^{34,39,40}$

In this study, we direct proof probing of the diffuse-charge dynamics of the IL $N,N$-diethyl-$N$-methyl-$N$-(2-methoxyethyl)-ammonium bis(trifluoromethylsulfonyl)imide (DEME-TFSI) by means of XPS under AC potential excitation, with frequencies ranging from $\text{mHz}$ to $\text{kHz}$ at room temperature. For such analysis, areal and line scan modes at different but constant frequencies are employed to provide spatial information from extended length scales. Additionally, time-resolved XPS with a fast data collection mode having $1\text{s}$ resolution allowed us to follow the temporal evolution of the electrical potential on the surface by the continuous collection of spectra as a function of time, while exposing the surface to AC square wave (SQW) excitation sweeping with a logarithmic frequency change. $^{30}$ This kind of direct measurement of potential development dynamics on devices, at the position where and while they occur, has not heretofore been possible. From the spectral results, we extracted two different time constants. By considering the geometry of our electrochemical cell, it was also possible to estimate the diffusion constant for IL, which was found to be comparable with previous reports. In addition, an asymmetric behavior of the system with respect to the polarity, under both DC and AC excitations, was also discovered, and the possible origins of this behavior were elaborated. We believe that the findings from this study provide direct insights into the charging dynamics of IL-based electrosystems at extended time and length scales while also demonstrating the utility of XPS with electrical potential sensitivity under AC excitations.

### METHODS

**Materials.** DEME-TFSI was purchased from Sigma-Aldrich with purity $\geq 98.5\%$ and used without any purification.

**Preparation of Electrochemical Devices.** The device configuration used in this study is shown in Figure 1a. In this configuration, two Pt wires were used as electrodes, and $5 \mu\text{L}$ of IL (DEME-TFSI) was injected to the substrate between the electrodes. One of the electrodes was used as the working electrode (WE) to apply the external bias, while the other one, the counter electrode (CE), was kept at ground potential.

**XPS Measurements.** All XPS measurements were conducted with a Thermo Fisher Kα X-ray photoelectron spectrometer having monochromatized X-rays of 1486.6 eV. All core-level spectra were collected using 50 eV analyzer pass energy. The X-ray spot size was set to $50 \mu\text{m}$ for areal and line scan measurements and $100 \mu\text{m}$ for single-point measurements. For time-resolved XPS, the fast data gathering, the snapshot mode with 150 eV pass energy, was used instead of the scanning mode. The pressure in the analyzing chamber was always kept under $10^{-8} \text{mbar}$. The fitting procedure was performed using the Avantage Software equipped with the instrument. All fits reported in this work have been carried out using a symmetrical Gaussian/Lorentzian product function with ratios of 30/70 after Shirley background subtraction.

### RESULTS

We selected DEME-TFSI as the IL because DEME cations have a relatively large electrochemical window around $\sim 7$–$8 \text{V}$, which enables us to apply a larger magnitude of external potentials. $^{40}$ XPS measurements were performed on the IL drop confined between two Pt electrodes (see Figure 1a). The function generator is connected to the WE, while the CE is grounded. Either a DC or an AC signal in the form of SQWs is generated and applied with a fixed or sweeping frequency depending on the mode of data collection. The SQW modulation, rather than the conventional sine wave, is adopted as it introduces the least amount of distortion to the line shapes of the XPS signals. Details of the experimental methods are given in the Supporting Information. In order to follow only the EDL-related processes, the amplitude of the external bias was chosen such that the Faradaic sources and possible redox reactions do not contribute to the spectral features during the experiment, but ion transport dynamics are facilitated throughout the relatively short measurement times within a few minutes. In our previous studies, we were able to identify and probe in situ redox reactions of different ILs that are imidazolium-based to form stable carbenes but only after prolonged DC excitations, up to several hours. $^{31,42}$ However, for the current study, the presence of new species or chemistries was not observed during the measurements; hence, we assume that the electrodes are ideally polarizable without significant Faradaic reactions, with the steady-state currents on the order of $\sim 10 \mu\text{A}$ passing through the IL drop. Accordingly, our electrochemical cell can be considered as a parallel-plate capacitor with blocking electrodes. A survey spectrum of the IL and the recorded F 1s (representing the IL) core-level XP spectra when the WE is grounded and under DC excitation are shown in Figure 1b,c.

Considering the two symmetrical metal contacts without a significant contribution of Faradaic reactions, at very low frequencies and DC excitations, ideally equal amounts of potential drops at the electrode/IL interfaces through the formation of two complementary double layers are expected to materialize. Therefore, only half of the imposed potential is expected to be measurable as shifts in the binding energy throughout the surface of the bulk IL (see Figure 1c). Similar observations were also obtained in our previous study. $^{34}$ Note that the experimentally available lateral/spatial resolution of our instrument ($\geq 50 \mu\text{m}$) is not small enough to capture any direct information related with the EDLs at the interface, but indirect observation can be done by following the potential in the bulk IL electrolyte (Figure 1c). Our measurements reveal a slight asymmetry: $2.5 \pm 0.1 \text{V} \pm 2.0 \pm 0.1 \text{eV}$ shifts, under $+4$ and $-4 \text{V}$ DC bias, respectively, as reproduced in the data shown in
Figure 2. (a) Two different representations of F 1s spectra recorded under 4 V SQW AC excitation with 10 kHz frequency along the designated line. (b) Extracted binding energy positions of the F 1s peaks at both positive and negative cycles of six different frequencies. (c) F 1s spectra recorded under 4 V SQW excitation along the line as designated at five different but fixed frequencies, together with the schematic representation of the electrochemical cell.

Figure 3. Areal maps of the binding energy difference of the positive and negative components of F 1s under the SQW excitation with 10 Hz, 100 Hz, 1 kHz, and 5 kHz frequencies, together with the pictorial representation of the experimental setup and mapping area used for the measurements.
2D areal recording during XPS data acquisition is useful to understand the spatial distribution of elements in the sample. As can be seen in Figure 2a, the data handling are given in the Supporting Information. Such binding energy differences can be used to identify different elements and their distribution in the sample.

In Figure 2b, we observe two F 1s peaks, corresponding to the negative and positive components of the SQW signal, and measured the binding energy difference between them. The binding energy differences of the two components from the entire area are displayed in Figure 3 as areal maps for each frequency. Details of the data handling are given in the Supporting Information. Such 2D areal recording during XPS data acquisition is useful to visualize the local potentials across the electrochemical cell and generate equipotential-like contour plots. Note that the "roughness" in the equipotential lines is solely an artificial observation coming from the choice of the potential interval. The pixelated representation of contour plots (capturing our spatial resolution) with various number of major color levels is provided for the spectra taken under SQW excitation with a frequency of 5 kHz in Figure S4.

Figure 4. (a) Schematics of the application of a continuous logarithmic AC frequency sweep and the point at which the data are recorded. (b) F 1s XP spectra recorded under a continuous 4 V SQW logarithmic frequency sweep in the range of 0.1 Hz to 100 kHz. (c) Extracted binding energy positions in the positive (red) and negative (blue) cycles of the SQW excitation, emphasizing once more on the asymmetric behavior of the device.

DISCUSSION

In electrochemistry, an important approach is the construction of an equivalent electrical circuit, whose parameters fit to the experimental data. This allows for a better understanding of the response of the electrochemical system to the applied potential. The frequency response curve of the binding energy in Figure 4 resembles the well-known high-pass filter, where the signal is attenuated at low frequencies, whereas the output signal increases with the increasing frequency until it reaches a steady-state value. However, contrary to the typical high-pass filters, the input signal is a SQW, where both the frequency and magnitude of the output response depend drastically on the circuit's RC time constant and input frequency. In addition, a much slower process associated with frequency lower than 1 Hz is observable in the low-frequency end of the F 1s binding energy response curve (Figure 4c). Although our instrumentation limits the precise estimation of this time constant, this is still faster than the one for diffusion across the macroscopic length of the cell. With a closer look, the asymmetric behavior in between the negative and positive components of the SQW signal can also be captured from the fitted results of F 1s binding energy (Figure 4c).
Figure 5. (a) Equivalent electrical circuit representing the simple two-electrode electrochemical cell. A schematic representation of the formation of the EDL in the electrochemical cell under an AC potential bias and the respective potential profiles inside the cell for the excitation frequency: (b) much lower and (c) much higher than the RC time constant. For lower frequencies, the mobile ions move toward the electrode and form an EDL at the two interfaces. Note that these pictorial descriptions are not intended to show the accurate length scales of EDL thickness or the structure of ion rearrangements; they merely represent the time-dependent changes in the potential profiles observed in the bulk electrolyte.

The experimental response(s). Similar approach can also be adopted to understand and rationalize the experimental XPS data given in Figures 2 and 3. For a simple electrochemical cell consisting of a liquid electrolyte between two symmetrical electrodes, as shown in Figure S5, the liquid electrolyte can be modeled as a resistor, while the two electrical double layers formed at the IL/electrode interfaces are represented by a parallel resistor and a series capacitor. In the RC circuit theory, the characteristic time of response of a device is represented by \( \tau = RC \), also known as RC time constant, where \( R \) is the effective resistance and \( C \) is the total capacitance. When current passes through an electrolyte between two electrodes, and for the frequency \( w \ll 1/RC \), all the voltage is dropped across the EDLs. Similarly, for the frequency, \( w \gg 1/RC \), all the voltage is dropped across the electrolyte. The reason for this is, at high frequencies, ionic movements are basically frozen and ions do not have enough time to rearrange and form a double layer, whereas at lower frequencies, ion transport facilitates the formation of the EDL hence, a nonchanging half of the applied potential appears throughout the entire electrolyte medium in between the electrodes.

If the applied potential is sinusoidal, at a frequency equal to \( 1/\tau \), half of the potential drops across the EDLs and the other half across the electrolyte. This 1:1 ratio changes to 0.63:0.37 if the input is SQW instead of sine wave. Although the RC circuit model fails to capture the spatial dependence of the voltage, it can still be applied to estimate the time constant of our system. Our instrumental timescale of data acquisition cannot capture the real-time potentials at high frequencies, and one should also remember that the observed shift in the binding energy is averaged over the time window of data collection. As a result, the shape of the output waveform depends on both the frequency of the input SQW and the RC time constant of the circuit. When the frequency of the input is lower than the RC time constant, the output waveform resembles the SQW, whereas the higher frequencies produce output waveforms as narrow positive and negative spikes (illustration of the output waveforms at different frequencies for the equivalent electrical circuit of the electrochemical cell is given in the Supporting Information). Knowing that 0.63 V of potential drops across the EDLs at the frequency equal to the RC time constant and considering the total magnitude of the external AC bias in the form of SQWs (\( V_{0-p} = 8 \) V), the frequency equal to \( 1/\tau \) should yield \(-3\) V potential drop across the electrolyte. Therefore, this frequency (time constant) can easily be estimated to be around 100 Hz (\( \tau = 0.01 \) s) from Figures 2 and 3.

Similarly, the RC time constant \([ \sim 100 \) Hz \( \tau = 0.01 \) s]) can also be determined by fitting the frequency response curve in Figure 4. It is well known that, for the pulse width (half of the period for the output waveform) equal to the RC time constant, the output spike discharges down to 37% of its initial value. An equivalent electrical circuit of our electrochemical cell and the corresponding output waveforms are given in Figure S5.

With the careful evaluation of data, small differences in the frequency response of the negative and positive components of the SQW can also be identified. The possible sources of this asymmetry may be attributed to the difference(s) in (i) the capacitance of the metal electrodes due to the unintentional geometrical forms/shapes of the two electrodes and the other one; (ii) the mobility or the diffusion coefficient of the cations and the anions, as advocated in a recent paper by Greco et al. The third possibility is, of course, the presence of some unavoidable Faradaic processes. Interestingly, the frequency response curve reveals another and much slower time constant associated with frequencies lower than 1 Hz (\( \tau > 1 \) s) (see Figure 4c).

Although there is no generally accepted theory of ion dynamics in an RTIL, as noted earlier in the Introduction section, there are several theoretical predictions. The three obvious timescales reported in the literature are \( \tau_0 = l_d^2/D \), \( \tau_\text{ff} = l_dL/D \), and \( \tau_\text{ld} = L^2/D \), where \( l_d \) is the Debye length, \( 2\pi \kappa \), \( \kappa \) is the Debye length, 2\( \pi \) \( \kappa \), \( D \) is the diffusion constant, \( L \) is the distance between the electrodes, and \( D \) is the diffusion constant. These are the time constants associated with the local charge redistribution (EDL), diffusion across the cell, and diffuse-charge dynamics, respectively. The typical experimentally observed Debye length is of the order of 1–10 nm. Similarly, the typical diffusion constant for similar ILs is around \( 10^{-10} \) to \( 10^{-12} \) m\(^2\)/s. Taking \( L \equiv 1 \) mm as in our electrochemical cell, \( D = 5 \times 10^{-11} \) m\(^2\)/s, and \( l_d = 2.5 \) nm, we obtain \( \tau_\text{ff} \approx 1.2 \times 10^{-7} \) s, \( \tau_\text{ld} \approx 0.05 \) s, and \( \tau_\text{ld} \approx 2 \times 10^5 \) s. Compared to our results, \( \tau_\text{ff} \) is far too small. Hence, the experimentally measured time constant should be equal to the time constant for diffuse-charge dynamics, which is expected to dominate the transient response, as proposed by Bazant et al. Although our experimentally measured time constant for diffuse-charge dynamics is close to the prediction, the much slower time constant that is observable in Figure 4 is hard to be associated with \( \tau_\text{ld} \).

\[ \text{https://doi.org/10.1021/acs.jpcc.1c01292} \]
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It should be pointed out that these theoretical timescales are only true for one-dimensional two-electrode electrochemical cell models under negligible inertial effects, identical diffusivities of cations and anions, and small electric fields. Additionally, the usual assumptions for this type of modeling break down for high voltage or high ionic strength. Even though we intended to create a one-dimensional geometry, ILs on glass substrates form a certain contact angle due to low wettability. The secondary slower time constant we observed may arise from the geometrical factors associated with the three-dimensional shape of our electrochemical system. Such argument was the reason for advocating that, for a cylindrical pore, \( r_c \) should be modified by a geometrical factor.\(^{32,53}\)

### CONCLUSIONS

In this work, the diffuse-charge dynamics of an IL-based electrochemical cell were probed in situ using XPS under AC SQW excitation. Spectral data revealed that the time constant for the diffuse-charge dynamics of DEME-TFSI is around 0.01 s. To our knowledge, this kind of direct measurement of the potential development dynamics at the position where and while they occur has not heretofore been reported. Unlike the traditional electrochemical methods generally employed to measure the time constants and dynamics of these non-Faradaic processes, XPS provides a chemically specific electrical potential information, with the spatial resolution determined by the instrument, but in theoretically unlimited length scales. This feature can be extremely handy for detecting roadblocks, hence enabling reliable device performance checks on real-life systems. In general, we believe that the ability to directly observe the time-dependent potential developments on the entire electro-system facilitates precise understanding and eventually helps to drive the design of next-generation devices.
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