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Abstract—We analyze why the orthogonality penalty improves quantization in deep neural networks. Using results from perturbation theory as well as through extensive experiments with Resnet50, Resnet101, and VGG19 models, we mathematically and experimentally show that improved quantization accuracy resulting from orthogonality constraint stems primarily from reduced condition numbers, which is the ratio of largest to smallest singular values of weight matrices, more so than reduced spectral norms, in contrast to the explanations in previous literature. We also show that the orthogonality penalty improves quantization even in the presence of a state-of-the-art quantized retraining method. Our results show that, when the orthogonality penalty is used with quantized retraining, ImageNet Top5 accuracy loss from 4- to 8-bit quantization is reduced by up to 7% for Resnet50, and up to 10% for Resnet101, compared to quantized retraining with no orthogonality penalty.
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I. INTRODUCTION

Deep convolutional neural networks (CNNs) have achieved impressive results on a wide range of computer vision tasks from object classification, detection, segmentation, to image and video editing and interpolation. To achieve state-of-the-art results on these tasks, CNNs have become larger and deeper with increased complexity. On the one hand, the excellent accuracies coming from computationally heavy CNNs make them demanding to be used in various applications. On the other hand, it calls for computationally efficient implementations. There are several research directions to make CNNs run in a computationally efficient manner such as efficient implementations of CNNs on different hardware [1]–[6], novel convolutional neural network architectures that exploit memory and computation efficiency [7]–[11], knowledge distillation to decrease the number of parameters [12]–[15], pruning techniques to decrease the network size [16]–[18], and weight or activation quantization of CNNs from 32-bit floating point into lower bit-width representations [19]–[22].

In this work, we are interested in network quantization to reduce the model size. Besides reducing the model size, low-precision quantization of weights and activations takes advantage of the low bit-width fixed-point arithmetic units on hardware [23], [24], resulting in power, area, and latency savings. These costs roughly go down linearly for addition operations with the number of bits and quadratically for multiplication operations. Model size, on the other hand, goes down linearly with the bit-width of quantized weights. Consequently, low-precision quantization is a valuable technique for enabling the highly efficient execution of CNNs. However, reduced precision commensurately reduces the number of representable values. This causes perturbations for each value of the input, weight, and output of every quantized layer at inference time, and these perturbations are carried on to subsequent layers, resulting in loss of accuracy, which can be significant for sufficiently low bit-widths (especially for less than 8 bits). Quantizing model weights and activations of a model trained in high precision (32-bit or 16-bit floating point) requires additional processing either during the initial training stage, a retraining stage, or post-training processing stage to mitigate the accuracy loss [24]–[26]. Recently, a retraining method for quantization was introduced [25], where a pretrained model is retrained with quantization thresholds included in the model parameters together with weights, where the quantization thresholds are trained simultaneously with gradient descent for optimizing the range of representable values after quantization. This method achieves state-of-the-art results for several networks and is called trained quantization thresholds (TQTs).

In a different research line, orthogonality in weights has proved to be beneficial for different purposes, such as making optimization more efficient [27], [28] or improving the generalization of the resulting models [28], and improving the quality of images synthesized by generative adversarial models [29]. Orthogonality constraint has also been used for improving the robustness of neural networks to adversarial examples [30], [31], with the latter work also studying robustness in the context of quantization, albeit with small datasets, such as CIFAR-10 or CIFAR-100. Alizadeh et al. [32] implements a second-order optimization method for imposing orthogonality constraints on weights, but this method increases training time by an order of magnitude, and it is only studied for small models such as Resnet18. Also, their work does not study whether their method is still beneficial when combined with trained quantization methods, or whether there are cases where trained quantization can...
replace the orthogonality regularization. Most importantly, both works [31], [32] attribute improved robustness or quantization from orthogonality to the ability of the orthogonality constraint to reduce the spectral norm (largest singular value) of weight matrices, without doing sufficient analysis. However, orthogonality imposes a stronger restriction, which is minimizing the condition number, or ratio of largest to smallest singular values, which determines the upper bound on the relative sensitivity of matrix multiplication. Previous studies have not studied in depth which of these effects contributes more to improved quantization and mostly cited the former to be the main contributor, in contrast to our observations.

In this article, through extensive analysis of condition numbers and spectral norms of weight matrices, we experimentally show that the ability of orthogonality constraint to minimize the condition number is what improves the accuracy of the quantized model, more so than its ability to lower spectral norm, in contrast to the claims in previous literature. Using existing results from perturbation theory, we support our experimental observations theoretically, namely how orthogonality constraint on weight parameters lowers the sharp upper bound on the relative sensitivity of a layer with respect to perturbations in inputs and weights (in this case, perturbations from quantization noise), by minimizing the condition number of weight parameters. We also perform our experiments on relatively large models such as ResNet50, ResNet101, and VGG19, using the ImageNet dataset. We further combine orthogonality with state-of-the-art TQTs quantized retraining VGG19, using the ImageNet dataset. We also perform our experiments on relatively large models such as Resnet50, Resnet101, and VGG19, using the ImageNet dataset. We further combine orthogonality with state-of-the-art TQTs quantized retraining method for quantization to study if the orthogonality is still beneficial when combined with existing quantization methods. Our method significantly improves the accuracy of the quantized model compared to the case where no orthogonality penalty is used in the model training stage. Contributions are summarized as follows.

1) We show through ablation experiments that, in contrast to existing literature, improved quantization due to orthogonality in neural networks is due to the reduction in condition number of weight parameters, and not necessarily due to the reduction in the spectral norm.

2) We use the existing literature in perturbation theory on the error bounds of perturbed matrices to theoretically explain the experimental results, that is, the observation that the reduced condition number leads to improved quantization.

3) By experimenting with a state-of-the-art quantized training method, we show that quantized training methods do not necessarily replace the orthogonality penalty in terms of improved quantization and that the orthogonality penalty still benefits quantization even when a quantized training method is employed.

4) While our aim is not to achieve the state-of-the-art quantization results, but rather to explain how orthogonality of parameters improves quantization of neural networks, we provide consistent improvements on three popular network architectures namely, ResNet50, ResNet101, and VGG19.

II. RELATED WORK

A. Integer Quantization of Deep Neural Networks

Prior work on quantization includes employing ternary quantization [20], [33] or even as low as 1-bit quantization [21], [34]. However, these methods introduce higher accuracy loss than often desired, and more focus has been on intermediate bit-width quantization, with a bit-width of two or more [35]–[41]. For more practical deployment, recent work has emphasized uniform quantization [26], per-tensor quantization [25], and symmetric quantization [24]. Calibration of quantization thresholds using KL divergence or max-values of pretrained weights achieves good accuracy for CNNs for 8-bit quantization without a change in the training process [42]. Other works have explored quantization-aware training with different approaches [24], [43]–[45], where a quantization node is included in the training graph and it is made differentiable by using a straight-through estimator (STE) [46]. TQTs [25] report that a common problem with these approaches is that they do not balance well range and precision when training for quantization and implement a method where a pretrained model is retrained with quantization nodes that still use STE, but on top of that trains activation and weight thresholds in the log-domain. TQT achieves state-of-the-art results for some networks, such as MobileNetv2. As we show later, these quantized training methods do not fully replace the method of imposing the orthogonality penalty on parameters. Orthogonality penalty can be combined with quantized training methods to further improve the accuracy of the quantized model. In our experiments, we combine our method with TQT, and on top of that, we apply the orthogonality penalty during the initial training phase, as will be explained in Section V-A.

B. Orthogonality Regularization of Parameters in Deep Neural Networks

As will be explained in more depth in Section III-A, orthogonal matrices, where the columns are orthogonal to each other, minimize a sharp upper bound on the relative sensitivity of matrix multiplication operation with respect to perturbations on the matrix or the input, according to perturbation theory literature. Quantization is a form of perturbation on the inputs or weights to a convolution or fully-connected layer, hence it is expected that orthogonality of weight matrices reduces the relative sensitivity of convolutional or fully connected layers to perturbations in the inputs or weights, hence improving the accuracy of the quantized model, and we theoretically explain and experimentally show this phenomenon. Prior works have used orthogonality of parameters in different contexts. Various works [47]–[52] have studied orthogonality of parameters in the context of recurrent neural networks for improving training process and mitigating vanishing gradients problem. Others [53], [54] studied the benefits of orthogonal initialization for CNNs for more efficient optimization.

These methods, however, do not have a mechanism to maintain orthogonality throughout the training, and orthogonality breaks down without a proper regularizer during training [28], [53]. To achieve orthogonality of weights during training,
several works [55]–[57] use hard orthogonality constraints based on the Stiefel manifold. These works using hard constraints require repeatedly computing singular value decomposition during training, which could be expensive to compute. Furthermore, when the weight matrix is rank-deficient (for instance, when the number of rows is lower than the number of columns), hard orthogonality constraints require extra precautions [28]. Xie et al. [27] use a soft orthogonality constraint, where a penalty term proportional to the Frobenius norm of $W^TW - I$, given by $\lambda \| W^TW - I \|_F$, encouraging weights to be orthonormal during training. This study reports significant accuracy gains in certain CNN architectures, although most gains are reported by custom architectures and not necessarily for state-of-the-art convolutional residual models. It replaces a weight decay regularizer with an orthonormality penalty, but we found in our experiments that using a combination of two (albeit with a reduced factor of weight decay when combined with an orthonormal regularizer) results in better accuracy for larger models. Bansal et al. [28], in addition to soft orthogonality regularizer in [27], also experiment with some additional orthogonality penalty formulations. To handle the case of short and fat (rank-deficient) $W$, they propose “double soft orthogonality regularization,” which is given by $\lambda \| W^TW - I \|_F + \| WW^T - I \|_F$. However, the results of this same study suggest that a regular orthogonal regularizer consistently outperforms a double orthogonality regularizer. Another orthogonality regularizer formulation in [28] is $\lambda \| W^TW - I \|_2^2$, where Frobenius norm is replaced by 2-norm, which is equal to the largest singular value of $W^TW - I$. To estimate the largest singular value, this method relies on an approximation based on power iteration. However, one problem with this is that power iteration approximation is only good when the largest singular value is sufficiently larger than the rest of the singular values, which may not hold as the training progresses and the largest singular value becomes progressively smaller.

There is limited work on studying orthogonality in the context of quantization. As mentioned in Section I, while [31] mainly studies improved robustness with orthogonality against adversarial examples, they also observed improved quantization with small datasets. As mentioned earlier, both [31] and [32] attribute improved robustness or quantization to the reduced spectral norm of weight matrices as a result of orthogonality constraint. However, orthogonality further minimizes condition number, and [31] and [32] do not study the impact of reduced condition number on quantization. As shown in this article, we found that reduced condition number results in a more pronounced effect on quantization than the spectral norm.

Even though not exactly a regularizer for orthogonality, one approach to reduce perturbation effects (not in the context of quantization, but rather in the context of adversarial attacks or improving accuracy, in general) was to minimize $\|W\|_2$, or the largest singular value of $W$ [29], [58]. This forms an upper bound on the sensitivity of the matrix multiplication result with respect to perturbations on input. However, one problem with this approach is that it provides no bounds with respect to perturbations on $W$. Another problem is that the bound only consider the absolute values of the perturbations on the input and output and does not account for relative values. On the other hand, as explained in Section I, orthonormality minimizes bounds on relative sensitivity to perturbations, both for input and $W$. Intuitively, relative values are more crucial in the context of quantization. As an example, a perturbation of 0.05 might be less important when the true value is 10.0, but it is more likely to cause issues if the true value is 0.10.

### III. Method

We use the quantized retraining (fine-tuning) method [25] on the pretrained weights of various convolutional neural network architectures. In this study, we explore the effect of orthogonality constraints by quantizing pretrained weights that are trained with and without orthogonality constraints. We first describe the intuition behind the use of orthogonality for improved quantized models by visiting perturbation theory (see Section III-A), then we move to the quantizer design used in the retraining phase which we keep the same in all the experiments (see Section III-B), and lastly explain how we set the orthogonality regularization while training networks (see Section III-C).

#### A. Background on How Orthogonality Lowers the Error Bounds

In this section, we first explain how orthogonality can improve error bounds from perturbation and quantization. First, we note that both fully-connected and convolution layers can be formulated as matrix multiplication [28]. For fully-connected layers, this is trivial. For a convolution layer with weight tensor $C \in \mathbb{R}^{C \times H \times W \times K}$, where $C, H, W, K$ denote the number of input channels, filter height, filter width, and the number of output channels, respectively, the computation can be reformulated as a matrix multiplication where the weight matrix is of size $m \times n$, with $m = C \times H \times W$ and $n = K$. In the expressions below, we can associate $A$ with the weight matrix, $x$ as input, and $b$ as the output of a fully-connected layer or convolution layer. For simplicity, we assume the mini-batch size is 1, so $x$ and $b$ are vectors.

Let $Ax = b$ and $(A + \delta A)(x + \delta x) = b + \delta b$ hold, where $A$ is an $m \times n$ non-singular matrix, $x \in \mathbb{R}^n$, $b \in \mathbb{R}^m$, and $\delta A$, $\delta x$ denote perturbations in $A$ and $x$, respectively, $\delta b$ denotes the resulting perturbations in $b$. $\kappa(A)$ is the condition number of $A$ and is defined as $\kappa(A) = \| A \| \| A^{-1} \|$. $\| A^{-1} \|$ refers to the pseudo-inverse of $A$ and when $A$ is non-singular, it is equal to $\| A^{-1} \|$. This implies

$$\delta b = (\delta A)x + (\delta A)(\delta x) + A(\delta x). \quad (1)$$

Assume $\delta A = 0$ for simplicity. Thus,

$$\delta b = A(\delta x) \implies \| \delta b \| \leq \| A \| \| \delta x \| \quad (2)$$

$$\implies \| \delta b \| \leq \| A \| \| b \| \| \delta x \| \leq \| A \| \| A^{-1} \| \| \delta x \| \| b \|$$

$$\implies \kappa(A) \| \delta x \| \| x \| \leq \kappa(A) \| b \| \| x \|$$

$$\implies \| \delta b \| \leq \kappa(A) \| b \| \| x \| \quad \implies \| \delta b \| \leq \kappa(A) \| b \| \| x \|$$

$$\implies \kappa(A) \| \delta x \| \| x \| \leq \kappa(A) \| b \| \| x \|$$

$$\implies \kappa(A) \| \delta x \| \| x \| \leq \kappa(A) \| b \| \| x \|$$
where norms represent any $p$-norm on matrices or vectors. Above, we used the fact that $\| A \| B \| \geq \| A B \|$ and $\| A \| x \| \geq \| A x \|$ for any two matrices $A$, $B$ and vector $x$ for $p$-norms; these inequalities follow from the definition of $p$-norm. For 2-norm, $\kappa(A) = \sigma_1 / \sigma_n$, the ratio of the largest and smallest singular values of $A$. The last inequality implies that relative sensitivity of the result with respect to perturbations on $x$ is bounded by $\kappa(A)$. These bounds are reasonably sharp. For instance, one can show that equality holds when $\delta b = c_1 \sigma_n$, $\delta x = c_1 \sigma_n u_n$, $b = c_2 v_1$, where $c_1, c_2 \neq 0, c_1, c_2 \in R, u_n, v_1$ and $\sigma_n$ are the $n$th left singular vector, $n$th right singular vector, and $n$th singular value of $A^{-1}$, respectively, and $v_1$ is the first right singular vector of $A^{-1}$.

Now assume $A$ is a full rank non-square matrix, with size $m \times n$, where $m \geq n$. $A x = b$ and (1) above still hold, but $b = A^{-1} x$ does not hold since $A$ is not invertible when it is not square. Instead, we have $A^T A x = A^T b$, where $A^T A$ is a symmetric positive definite matrix, and hence invertible because $A$ is full rank. Note that full-rankness is a reasonable assumption since weights are initialized randomly in neural networks. Thus, $x = (A^T A)^{-1} A^T b$, and following the inequality given in (2) from the second line:

$$\frac{\| \delta b \|}{\| b \|} \leq \frac{\| A \| \| \delta x \| \| (A^T A)^{-1} A^T b \|}{\| b \| \| x \|} \leq \frac{\| A \| \| \delta x \| \| (A^T A)^{-1} \| \| A^T b \|}{\| b \| \| x \|} \leq (\kappa(A))^2 \frac{\| \delta x \|}{\| x \|} \implies \frac{\| \delta b \|}{\| b \|} \leq (\kappa(A))^2 \frac{\| b \|}{\| A \|}$$

where we used the fact that $\| A \| (A^T A)^{-1} \| A \| = (\kappa(A))^2$ [59]. Thus, similar error bounds exist for non-square $A$ that directly depend on $\kappa(A)$. Now assume $\delta x = 0$, $\delta A, \delta b \neq 0$.

For square, nonsingular $A$

$$\delta b = A (\delta x) \implies \frac{\| \delta b \|}{\| b \|} = \frac{\| A (\delta x) \|}{\| b \|} \leq \frac{\| A \| \| \delta x \|}{\| b \|} \leq \frac{\| A \| \| \delta x \| \| A^{-1} \| \| B \|}{\| b \|} = \frac{\| \delta A \|}{\| A \|} \| A^{-1} \| \| A \| \leq \kappa(A).$$

(4)

For non-square, full rank $A$

$$\frac{\| \delta A \| \| x \|}{\| b \|} = \frac{\| \delta A \| \| (A^T A)^{-1} A^T b \|}{\| b \|} \leq \frac{\| \delta A \| \| (A^T A)^{-1} \| \| A^T \| \| A \|}{\| A \|} \leq \frac{\| \delta A \|}{\| A \|} \leq (\kappa(A))^2.$$

(5)

This shows that for the cases above, the relative sensitivity of matrix multiplication with respect to both $A$ and $x$ (where $A$ can be associated with weights and $x$ with inputs) has sharp bounds that are directly a function of $\kappa(A)$. $\kappa(A)$ cannot be smaller than 1 [60], and orthogonality results in $\kappa(A)$ achieving its smallest value 1, thus minimizing the sharp upper bound of the relative sensitivities for the cases above.

For $m < n$, where $A$ is a short and fat matrix and cannot be full rank, no bounds exist for relative sensitivity, and $A$ also cannot be exactly orthogonal. One can still show that the following bound on sensitivity (but not relative sensitivity as used earlier) with respect to perturbations in $x$ exists:

$$\frac{\| A (x + \delta x) - A x \|}{\| \delta x \|} \leq \frac{\| A \delta x \|}{\| \delta x \|} \leq \| A \|$$

(6)

where $\| A \| = \sigma_1$, for the 2-norm, largest singular value of $A$. As explained before, the orthogonality constraint we use on $A$ also imposes the columns to be normal, which would imply $\sigma_1 = 1$, which prohibits the error bound above from growing also, benefiting this case as well.

B. Quantizer Design

Uniform quantization allows using integer arithmetic for the multiply-add operations and is the most commonly used design choice [26]. Symmetric quantization refers to the case where 0 in the quantized integer domain is mapped to 0 in the real domain. Furthermore, we use signed integers in quantized representations. As a result, the mapping between real and quantized domains can be described as $x = s \times q$ where $x$ is in the real domain and $q$ is in the quantized domain, and $s$ is the scaling factor for mapping. Another design choice is related to the granularity of the scale picked for quantization. To utilize an integer math pipeline, the granularity needs to be per-tensor or per-row for activation tensors and per-tensor or per-column (i.e., per-filter) for weight tensors [26]. Per-tensor quantization results in a good performance and is much cheaper to implement [25], [26], so we use per-tensor scaling both for activations and tensors. We use simulated quantization similar to previous literature [24]–[26], where 16-bit floating-point values are quantized and dequantized with the following steps.

1) Quantize: This step consists of scaling, rounding, and clipping. For a per-tensor threshold $t$, scaling occurs such that the largest value that can be represented in the quantized domain ($2^{(b-1)}$ for signed integers for a-bit-width of $b$) maps to the threshold value chosen. Scaling factor $s$ is determined by threshold $t$. Then, nearest integer rounding with round-half-to-even is performed. Finally, elements that exist with the largest representable value in the integer domain are clipped to the largest representable integer value.

2) De-Quantize: This step reverses the scaling step in quantizing phase above. This is used to emulate the effect of quantization while keeping the scale of the tensor in a high-precision data type. Finally, the process can be defined as

$$\text{quant}(x) = \text{clip} \left( \text{round}(x / s); -2^{(b-1)}, 2^{(b-1)} - 1 \right) \times s$$

(7)

where $s = t / 2^{(b-1)}$. We use a straight-through-estimator (STE) to backpropagate through quantization nodes for the retraining phase. We also train the threshold $t$ in log-domain with gradient descent for the input and weight tensors, as described in [25], for each convolution and fully-connected layer.
This helps the study focus on the effect of weights trained with orthogonality penalty on quantization.

is only performed for input and weight tensors of fully-connected and convolution layers, which implies that the batch-normalization layer is not quantized.

all data is kept in the 32-bit floating points format, but quantization is simulated using quantize/de-quantize operations explained in Section III-B. Quantization is only performed for input and weight tensors of fully-connected and convolution layers, which implies that the batch-normalization layer is not quantized. This helps the study focus on the effect of weights trained with orthogonality penalty on quantization.

As mentioned, we use TQT [25] as our baseline retraining method. This means that we first train the model with and without orthogonality constraints from scratch and use the TQT retraining method on each of these trained models. The flowchart of the pipeline is given in Fig. 1(c).

C. Orthogonality Regularization

As mentioned in the related work section, different methods exist for orthogonality regularization. Results from hard constraints from the literature are not impressive, so we only consider soft orthogonality constraints. We use soft orthogonality regularization based on the Frobenius norm, which is given by

$$\lambda \| W^T W - I \|_F.$$  

(8)

The reason we choose this regularization is that it gives good performance in terms of accuracy [28], does not rely on iterative approximation as spectral-norm-based regularizations do, and has low-performance overhead during training (results in only a few percent reductions in training throughput). The gradient of this loss term can be expressed by $4\lambda W (W^T W - I)$, which can be seen as a different form of weight decay. One issue about this penalty term [28] is that for $W \in \mathbb{R}^{m \times n}$, where $m < n$, $W^T W$ cannot be identity, since $W$ is rank-deficient in that case. However, the double soft orthogonality penalty suggested in [28], which is an alternative that handles rank-deficient cases as explained earlier, performs worse than regular soft orthogonal regularization. Bansal et al. [28] suggests that orthogonality restriction for rank-deficient matrices can result in additional bias during training, but results from the same study suggests this bias can still be useful for accuracy. For this reason, we stick with soft orthogonal regularization based on the Frobenius norm. However, we believe there is value in exploring different orthogonality regularization formulations in the context of quantization, as explained later in the article with guidance from experimental results obtained in this study.

IV. EXPERIMENTS

We run extensive experiments on three popular convolutional neural networks, namely ResNet50, ResNet101 [61], and VGG19 [62] with ImageNet dataset. For ease of direct reproducibility, we use the hyperparameters suggested in the PyTorch vision library, unless otherwise noted. In the initial stage, we train both models with different weight decay ($w_d$) and orthogonality penalty parameter ($\lambda$) values. We performed a hyperparameter search for ($w_d, \lambda$) where we start with the default value and decrease or increase by powers of 10. For each of these cases, we also search for ($\lambda$) within values of 0 as well as powers of 10, where ($\lambda$) being 0 means no orthogonality penalty is used. For fairness, each $w_d/\lambda$ configuration is trained exactly once on Resnet50, Resnet101, and VGG19 networks for 90-epochs for the initial training phase. This makes sure that there is no cherry-picking involved in the experiments. Each training run takes roughly 20 h on a DGXV100-128 GB system.

After the initial 90-epoch training sessions with or without orthogonality penalty, we use the TQTs method on all trained models (for each $w_d/\lambda$ configuration). We initialize the trainable threshold parameters for the quantization node using the threshold values obtained by running max calibration [42] both for activation and weights on the trained weights. We run the TQT retraining phase separately for three precision configurations: 8/8, 6/6, and 8/4, where $A/W$ refers to bitwidths of input activation and weight matrix, respectively. For each case, TQT retraining is done for five epochs, as suggested in [25]. Each TQT run (five epochs) takes around 15 min on a DGXV100 system. There are some implementation differences in how

---

1https://github.com/pytorch/vision/tree/master/references
TABLE I

| Top 1 and Top 5 Validation Accuracies of Different Network Architectures. Quantization Bitwidth Configuration is Represented as A/W, Where A Denotes Activation Bit-Width and W Denotes the Bit-Width of Weight Parameters. The First Row for Each A/W Case Shows \( w_d \) That Results in the Highest FP32 Accuracy Without Orthogonality Regularization. The Second Row Shows the Case With Orthogonality Regularization, With \( w_d/\lambda \) That Results in the Closest FP32 Accuracy to the First Row. Note That Despite FP32 Accuracies Being Almost Identical for Each A/W Case, Quantized Accuracy Is Improved With Orthogonality Penalty. |

<table>
<thead>
<tr>
<th>Model</th>
<th>( w_d )</th>
<th>( \lambda )</th>
<th>FP32 accuracy before TQT</th>
<th>Quantized accuracy after TQT</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet50</td>
<td>8/8</td>
<td>10(^{-4})</td>
<td>75.37 / 92.58</td>
<td>75.09 / 92.39</td>
</tr>
<tr>
<td></td>
<td>8/8</td>
<td>10(^{-5})</td>
<td>75.88 / 92.89</td>
<td>75.68 / 92.79</td>
</tr>
<tr>
<td></td>
<td>6/6</td>
<td>10(^{-4})</td>
<td>75.37 / 92.58</td>
<td>73.25 / 91.24</td>
</tr>
<tr>
<td></td>
<td>6/6</td>
<td>10(^{-6})</td>
<td>75.38 / 92.50</td>
<td>74.27 / 91.77</td>
</tr>
<tr>
<td></td>
<td>8/4</td>
<td>10(^{-4})</td>
<td>75.37 / 92.58</td>
<td>69.53 / 89.11</td>
</tr>
<tr>
<td></td>
<td>8/4</td>
<td>10(^{-7})</td>
<td>74.64 / 91.74</td>
<td>71.88 / 90.20</td>
</tr>
<tr>
<td>ResNet101</td>
<td>8/8</td>
<td>10(^{-4})</td>
<td>77.09 / 93.57</td>
<td>76.77 / 93.33</td>
</tr>
<tr>
<td></td>
<td>8/8</td>
<td>10(^{-5})</td>
<td>77.57 / 93.85</td>
<td>77.30 / 93.72</td>
</tr>
<tr>
<td></td>
<td>6/6</td>
<td>10(^{-4})</td>
<td>77.09 / 93.57</td>
<td>75.43 / 92.99</td>
</tr>
<tr>
<td></td>
<td>6/6</td>
<td>10(^{-6})</td>
<td>76.90 / 93.26</td>
<td>76.12 / 92.77</td>
</tr>
<tr>
<td></td>
<td>8/4</td>
<td>10(^{-4})</td>
<td>77.09 / 93.57</td>
<td>71.78 / 90.50</td>
</tr>
<tr>
<td></td>
<td>8/4</td>
<td>10(^{-6})</td>
<td>76.90 / 93.26</td>
<td>73.79 / 91.51</td>
</tr>
<tr>
<td>VGG19</td>
<td>8/8</td>
<td>10(^{-4})</td>
<td>72.31 / 90.89</td>
<td>72.40 / 90.86</td>
</tr>
<tr>
<td></td>
<td>8/8</td>
<td>10(^{-5})</td>
<td>72.68 / 91.28</td>
<td>72.80 / 91.26</td>
</tr>
<tr>
<td></td>
<td>6/6</td>
<td>10(^{-4})</td>
<td>72.31 / 90.89</td>
<td>71.62 / 90.46</td>
</tr>
<tr>
<td></td>
<td>6/6</td>
<td>10(^{-5})</td>
<td>72.81 / 91.26</td>
<td>72.17 / 90.85</td>
</tr>
<tr>
<td></td>
<td>8/4</td>
<td>10(^{-4})</td>
<td>72.31 / 90.89</td>
<td>71.24 / 90.29</td>
</tr>
<tr>
<td></td>
<td>8/4</td>
<td>10(^{-5})</td>
<td>72.68 / 91.28</td>
<td>71.79 / 90.74</td>
</tr>
</tbody>
</table>

we apply the TQT method compared to [25]. Namely, they switch to Adam optimizer for the TQT phase and implement a sophisticated learning rate schedule during retraining. For simplicity, we use a stochastic gradient descent optimizer during quantized retraining similar to the initial model training phase and use the same hyperparameters as if the training was the continuation of the initial 90-epoch training phase. For quantization threshold, we still use a separate learning rate similar to [25], a learning rate of \( 10^{-4} \) for quantization thresholds during retraining. Another difference in our implementation is that we initialize quantization thresholds for input activations for retraining using the max-calibration (MAX) method explained in [25] as opposed to the KL-J method, where MAX uses 50 unlabeled images randomly selected from the validation set and computes maximum absolute value within the resulting input activation for initializing quantization thresholds for activation. This is done for simplicity and ease of reproducibility. Quantization thresholds for weights also use the MAX method, which is similar to [25]. We use per-tensor quantization both for activations and weights, instead of per-channel.

V. RESULTS

This section presents the results of various networks with (see Section V-A) and without TQT (see Section V-C). We investigate the training stability by reporting the training curves in Section V-B and provide an in-depth analysis in Section V-D.

A. Experiments With TQT

Results are summarized in Table I for ResNet50, ResNet101, and VGG19 models. In Table I, for each model and A/W configuration, the first two rows show the cases without and with orthogonality regularizer, respectively, where their pre-TQT FP32 accuracies are almost identical. Sometimes, one of them achieves a slightly better score than the other before quantization. With an orthogonality regularizer, quantized accuracies improve noticeably, despite FP32 accuracies being very close. For ResNet50, for 8-bit activation width, and 4 bit for weight parameters, FP32 accuracy for the network with no orthogonal regularizer achieves 75.37\% Top 1 accuracy versus 74.64\% Top 1 accuracy achieved by the network with the orthogonal regularizer. On the other hand, when these networks are quantized, the network trained with the orthogonal regularizer achieves 71.88\% Top 1 accuracy, a significantly better result than the 69.53\% achieved by the network which is trained without the orthogonal regularizer. The results are consistent for ResNet50, ResNet101, and VGG19 models for 8/8, 6/6, 8/4 bitwidth configurations as can be seen from Table I. Later, we analyze where this difference is coming from.

We also see that to achieve optimal results, the orthogonality penalty often requires reducing the weight decay penalty. In general, there is a balance between weight decay, which reduces spectral norm, and orthogonality penalty, which reduces the condition number, of weight matrices. This balance is further explored in Section . It is also important to note that more aggressive quantization gives better results with reduced regularization, both for weight decay and orthogonality penalties. This is expected as quantized training (TQT) also acts as a form of a regularizer by itself, and it may not favor additional regularizers being very strict.

B. Training Curves

Fig. 2 shows the evolution of Resnet101 training for different configurations of weight decay (\( w_d \)) and orthogonormality.
Fig. 2. Evolution of training for Resnet101 for varying combinations of weight decay ($w_d$) and orthonormality penalties ($\lambda$). Training loss for higher $\lambda$ is higher due to additional terms in the loss function. In the validation accuracy curve, the regularization effect of the orthogonality penalty is more clearly observed, and its effect on the evolution of validation accuracy seems similar to that of increasing weight decay. (a) Evolution of training loss. (b) Evolution of Top1 validation accuracy.

TABLE II

In This Experiment, Quantization is Performed Right After the Initial 90-Epoch Training Phase, E.G., With No Additional Quantized Retraining. Quantization Bitwidth Configuration is Represented As A/W, Where A Denotes Activation Bit-Width and W Denotes the Bit-Width of Weight Parameters. The Corresponding $w_d$ Is Set to $10^{-4}$ and $\lambda$ Values Are Shown. Experiments Are Repeated Three Times and Median Values and Maximum Deviation From the Median Values Are Presented. The Improvements Coming From the Orthogonal Regularizer Are Even More Significant In This Setting. We Also Find That Results From Networks Trained With Orthogonal Regularizer Are More Robust Showing Smaller Deviation From the Median Values.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\lambda$</th>
<th>FP32 accuracy before quantization</th>
<th>Quantized accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet50v1.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8/8 no Orthogonal regularizer</td>
<td>0</td>
<td>$76.29\pm0.28 / 93.06\pm0.13$</td>
<td>$76.12\pm0.24 / 92.98\pm0.10$</td>
</tr>
<tr>
<td>8/8 with Orthogonal regularizer</td>
<td>$10^{-5}$</td>
<td>$76.52\pm0.05 / 93.01\pm0.04$</td>
<td>$76.31\pm0.10 / 92.89\pm0.05$</td>
</tr>
<tr>
<td>6/6 no Orthogonal regularizer</td>
<td>0</td>
<td>$76.29\pm0.28 / 93.06\pm0.13$</td>
<td>$74.19\pm0.37 / 91.93\pm0.23$</td>
</tr>
<tr>
<td>6/6 with Orthogonal regularizer</td>
<td>$10^{-5}$</td>
<td>$76.52\pm0.05 / 93.01\pm0.04$</td>
<td>$74.93\pm0.14 / 92.21\pm0.15$</td>
</tr>
<tr>
<td>5/5 no Orthogonal regularizer</td>
<td>0</td>
<td>$76.29\pm0.28 / 93.06\pm0.13$</td>
<td>$65.36\pm0.51 / 86.78\pm0.33$</td>
</tr>
<tr>
<td>5/5 with Orthogonal regularizer</td>
<td>$10^{-5}$</td>
<td>$76.52\pm0.05 / 93.01\pm0.04$</td>
<td>$70.58\pm0.33 / 89.62\pm0.17$</td>
</tr>
</tbody>
</table>

Penalties ($\lambda$). Training loss for higher $\lambda$ is higher due to additional term in the loss function. There is a spike observed for the setting of $w_d = 10^{-5}$ and $\lambda = 10^{-5}$ which suggests that one can potentially come up with a more carefully tailored orthogonality penalty schedule during training, as opposed to constant $\lambda$. However, we did not find this occasional spike that happens at the early stage of the training affecting the validation scores. As can be seen, training is very stable with the training loss decreasing at every epoch. The learning rate is halved at epochs 30 and 60. In the validation accuracy curve, the regularization effect of the orthogonality penalty is more clearly observed, and its effect on the evolution of validation accuracy seems similar to that of increasing weight decay. Even though the effect on the curves seems similar for these regularizers, their effect on quantized accuracy is different as will also be analyzed in Section V-D.

C. Experiments Without TQT

Table II shows results for a setup that is different from previously presented. We look at the impact of the orthogonalization penalty on quantized accuracy when no additional quantization-aware retraining is used. In other words, the model is directly quantized by post-training quantization (using MAX calibration as explained in the main text) after the 90-epoch training session. These results are obtained with ResNet50v1.5. For each configuration, three experiments are run and the median is shown, together with the maximum deviation from the median. In this scenario, introducing an orthogonality penalty improves quantization by a lot more than in the case where TQT is used since without TQT there is a lot more to gain from orthogonality. Namely, running TQT helps improve quantized accuracy by adjusting the ranges, and without TQT, the orthogonality penalty is the only mechanism that can adjust the weights so that the impact of perturbation due to quantization is reduced. Notice that FP32 accuracies are very similar with and without the orthogonality penalty, but the gap between quantized accuracies widens especially for more aggressive quantization. Specifically, for 5-bit precision, the quantized Top 1 accuracy is 65.36% for the model without orthogonality penalty, whereas it is 70.58% for the model with orthogonality penalty, showing a significant accuracy gain of the orthogonality.

In this setup, we also provide the maximum deviation from the median among the three runs of experiments. We find that models trained with an orthogonal regularizer output more robust results and deviate less compared to the networks trained without an orthogonal regularizer. This holds for both FP32 accuracy before quantization and quantized accuracy. We do not aggressively experiment with this setup and only
Fig. 3. Histogram of condition numbers and histogram of 2-norms of weight matrices for all convolution or fully connected layers for ResNet101 and ResNet50 after training and before TQT. From (a) to (b), the weight decay coefficient increases, while the orthonormality penalty stays 0, which reduces 2-norms (spectral norms) significantly but slightly increases the condition numbers (the distribution shifts to the right). This increased regularization increases FP32 validation accuracy (before quantization), but reduces quantized accuracy (obtained with TQT). On the other hand, adding the orthonormality penalty on top of (a) which is presented in (c) does not reduce 2-norms as much as (b), but substantially reduces condition numbers of weight matrices, also giving rise to higher quantized accuracies.
run with ResNet50, since this setup is less challenging to showcase improvements.

D. Analysis

Table I shows that despite FP32 accuracies in the non-quantized case can be very close, the orthogonality penalty improves quantized accuracy compared to the case with no orthogonality penalty. This shows that not all regularizers are created equally when it comes to quantization, and two regularizers that result in similar FP32 accuracies may not perform the same after quantization. We show further analysis below to explain where this difference stems from.

We analyze how the distribution of condition number and spectral norm of weight matrices vary after the initial 90-epoch training stage with different orthogonality regularizer ($\lambda$) and weight decay ($\omega_d$) configurations, for ResNet101 and ResNet50 in Fig. 3. We find that behavior is consistent between the two models under these two different regularizers. As we increase the weight decay coefficient from Fig. 3(a) and (b) ($\omega_d$ increases to $10^{-4}$ from $10^{-5}$) without the orthogonal regularizer, spectral norms reduce substantially, while condition numbers stay similar or slightly increase. With the original weight decay parameter but with orthogonality penalty introduced, from Fig. 3(a)–(c), condition numbers reduce substantially, resulting in optimal quantized accuracy among these three cases. This shows that the reduction in condition numbers is the cause for the improved quantization and not the spectral norm. This finding aligns with the theoretical background given in the Methods section on how a lower condition number reduces the bounds on the perturbation error, wherein our case quantization represents the perturbation.

This finding is important and an important contribution to this work as it shows for the first time, in contrast to existing literature, improved quantization due to orthogonality in neural networks is because of the reduction in condition number of weight parameters, and not due to the reduction in the spectral norm. This behavior is in line with the results presented in Table I. As shown in Table I, ImageNet Top5 accuracy loss for 4- to 8-bit quantization is reduced by up to 7% for ResNet50, and up to 10% for ResNet101, compared to trained quantization with no orthogonality penalty. This shows that quantized training does not quite have the same effect as the orthogonality penalty, and the orthogonality penalty still improves quantization when combined with a quantized training method.

VI. CONCLUSION

In this work, we theoretically explain and experimentally show that the ability of orthogonality constraint to reduce the condition number is the key feature that improves the accuracy of the quantized model, more so than the reduction in spectral norms of weights. To the best of our knowledge, this is shown for the first time and in contrast to existing literature. We experiment with ResNet50, ResNet101, and VGG19 and combine the orthogonality penalty with a state-of-the-art TQT quantized retraining method for quantization. Improvements are consistent for all networks for every bit of setting. This shows that quantized training does not capture all the benefits of the orthogonality penalty.
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