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ABSTRACT 

3-D motion models can be used to remove temporal redun- 
dancy between image frames. For efficient encoding using 
3-D motion information, apart from the 3-D motion param- 
eters, a dense depth field must also be encoded to achieve 
2-D motion compensation on the image plane. Inspiring 
from Rate-Distortion Theory, a novel method is proposed 
to optimally encode the dense depth fields of the moving 
objects in the scene. Using two intensity frames and 3-D 
motion parameters as inputs, an encoded depth field can 
be obtained by jointly minimizing a distortion criteria and 
a bit-rate measure. Since the method gives directly an en- 
coded field as an output, it does not require an estimate of 
the field to be encoded. By efficiently encoding the depth 
field during the experiments, it is shown that the 3-D mo- 
tion models can be used in object-based video compression 
algorithms. 

1. INTRODUCTION 

Even though many video compression standards exist, very 
low bit-rate coding is still a very challenging problem. Since 
coding of still images has almost reached to its limits, more 
compression might be possible for video in the temporal 
domain. Currently, most of the video compression algo- 
rithms reduces the temporal redundancy by using 2-D mo- 
tion models. Since the performance of these algorithms has 
been saturated, the motion models should be re-examined 
to obtain better description, prediction and compression. 

Recently, 3-D motion models are being utilized in some 
video coding algorithms [I, 2, 3, 41. Although these meth- 
ods obtain acceptable 3-D motion estimates, they do not 
propose any scheme on how to encode a dense depth field 
which is necessary to motion compensate the intensities on 
2-D image frames. There are also some suboptimal ap- 
proaches for encoding the dense depth fields in stereo coding 
applications ,[SI. 

In the following sections, after some necessary initial 
steps (2,3-D motion estimation and segmentation), a novel 
object-based depth encoding method will be examined. 
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2. MOTION ESTIMATION AND 
SEGMIENTATION 

Feature-based 3-D motion iestimation methods [6] need 2-D 
correspondences between frames. These matches are usu- 
ally found between features which are invariant to the rela- 
tive motion between the surface and light sources [7]. How- 
ever for object-based video coding purposes segmentation 
should also be achieved. ,4 possible approaclh is to apply 
motion-based segmentation to obtain 2-D motion vectors 
for each object and choose “trustable” ones among this 
dense set to be used for 3-D motion parameter estimation. 
Hence the first step is jointly estimating 2-D motion and 
segmentation fields. 

2.1. Finding 2-D Motion of Objects 

Gibbs modeled motion estimation and segmentation has 
been proven to be successful [8]. Given two intensity frames, 
Zt,t-l, to obtain the unknown 2-D motion, ’D, segmenta- 
tion, R, and temporally unpredictable (TU),  S,  fields, a 
cost function (also the energy function of a Gibbs distri- 
bution) can be minimized with respect to these unknowns. 
This function can be writteen as 

XEA XcEvX 

XEA XCEVX 

The reason for choosing such a cost function and some other 
details can be found in [4]. 

In order to find robust correspondences between consec- 
utive frames, a selection process should be applied to dense 
2-D motion field. By simply thresholding spatial gradients 
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and local Gibbs energies, outliers of the 2-D motion field 
can be removed and a sparse subset of dense 2-D motion 
vector field is obtained. This sparse and robust set can be 
used in 3-D motion estimation algorithm which is explained 
in the next section. 

2 .2 .  E s t i m a t i o n  of 3-D M o t i o n  

E-mat~zz method [9] is one of the most popular 3-D motion 
parameter estimation algorithm. This linear algorithm is 
susceptible to noise, but a nonlinear version, which takes 
into account noise and errors is proposed, too [lo]. For 
each segmented object, using the robust 2-D correspon- 
dences and assuming that the object is rigid, 3-D motion 
parameters (rotation matrix R and translation vector T) is 
estimated using improved E-matrix approach [ lo ,  41. 

Since the robust correspondences are sparse, dense depth 
estimates can not be obtained using this algorithm. If all 
the dense motion estimates which are obtained after min- 
imizing Equation 1 are used, then the depth estimates at  
“untrustable” points will be quite sensitive to errors. Hence 
robust dense depth estimation is not possible using im- 
proved E-matrix method, although 3-D motion parameters 
are available for each object. However, for motion compen- 
sating intensities for every object, a depth value must be 
estimated for each image point. Moreover these depth val- 
ues should be encoded efficiently. These two goals can be 
achieved at  the same time by using the proposed method, 
explained in the next section. 

3. JOINT ESTIMATION AND ENCODING OF 
DEPTH 

Since 3-D motion parameter encoding is ultimately efficient 
for a rigid object (6 parameters/object), the compression 
performance of a 3-D object-based scheme depends on en- 
coding of the depth field. For very low bit-rate video coding 
applications, the depth field should be encoded with some 
loss, since it is very expensive to transmit the “true” depth 
field. 

Rate-distortion theory gives the minimum required bits 
to encode a source symbol a t  a given distortion (or vice 
versa) with some probability distribution and a given dis- 
tortion measure [11]. Hence the encoded symbol is optimal 
for the corresponding distribution and distortion measure. 
By properly selecting an encoding criteria, J(A, B )  and 
minimizing this criteria with respect to depth, the optimal 
depth field to  be encoded tan  be obtained. A is the distor- 
tjon measure between the true, 2, and lossy encoded depth, 
<, fields and t? is the number of bits to encode 2 to obtain 
2. 

Since b. and t? are two different quantities to  be jointly 
minimized, method of objectwe weighting [12] is an ap- 
proach to solve this vector optimization problem, which is 
written as 

Z(A, B) = A + Xo B (2) 
where A0 is a constant which reflects the weighting between 
two quantities A and B. Before achieving joint optimiza- 
tion of bit-rate and distortion, a distortion criteria and a 
measure of bit-rate should be defined. 

3.1. Dis tor t ion  C r i t e r i a  

Although the true dense depth field is not explicitly known, 
it is implicitly available in the intensities of consecutive 
frames. The true depth field should make intensity matches 
between consecutive frames by using 3-D motion parame- 
ters. For each object R, with N object points, the distortion 
criteria can be defined as 

where the reconstructed frame, f t  is also equal to 

As shown in Figure 1, DZD is the perspectively projected 3- 
D object point motion, which also depends on Z ( x ) .  Since 
the true depth field information is available in It(x) with 
a similar formulation to  Equation 4, a nonlinear distortion 
function is obtained between the true and encoded fields. 

y-axis 

ROT$TION 

M,,(X,,) TRANSLATION 

XJt-1) 

wx ‘X 

Figure 1: 3-D coordinate system 

3.2. Bit-rate Measure 

Since any scene is assumed to be the output of a random 
source, the depth field of a scene is a random field with some 
associated probability distribution. Using this probability 
measure, the number of bits to  encode this depth field can 
be determined according to the basic principles of informa- 
tion theory [Ill. Assuming that indoor scenes are observed 
through frames, it is expected to  have smooth surfaces fre- 
quently. A Gibbs distribution can be written taking into 
account this a priori information with an associated energy 
function as below. 

The sum is over all points x of the i th  object, segmented by 
the region R, and qx is the neighborhood of x. By taking 
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the logarithm of base 2 of the corresponding probability, 
the number of bits to encode the depth field is obtained as 

XER, X , € a x  

where c ( k )  parameter is simply equal to gZog2($-). 

3.3. Minimization of Encoding Criteria 

Distortion and bit-rate is jointly optimized using Equa- 
tions 3,6 which give 

min { (-!- N 
(It(.) - I t - 1  (x - DZD (Z(x))))’ 

X E R ,  
z 

By minimizing Equation 7 with respect to depth, an opti- 
mal lossy depth field with respect to the defined distortion 
and bit-rate measure is obtained. c ( k )  parameter is removed 
from Equation 7, since it does not effect minimization. 
and l o g z ( e )  constants can be multiplied with XO 

and segmentation are known. Two frames from the artificial 
“Cube” sequence are presented in Figure 2 Minimizing 
Equation 7 for the value A = 1000, an encoded depth field 
is obtained for the current frame. In Figure 3, the true and 
encoded depth fields (A = 1000) are shown. Note that the 
encoded depth is a smoother version of the “true” one. 

Figure 2: Original previous and current frame of the 
“Cube” sequence. 

TRUE DEPTH FIELD ESTIMATED DEPTH FIELO 

and hence this product is defined to be X . The mini- 
mization can be achieved by using a Multiscale Constrained 
Relaxation (MCR) method r131. For different values of A, 
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different optimal rate-distortion pairs are obtained and X 
can not be determined without extra constraints on rate 
and/or distortion. Such constraints might be available for 
video coding applications. 

Since it is impossible to give a codeword to all existing 
depth fields according to their probabilities, in practice an- 
other coding strategy must be followed. Simple predictive 
coding can be used to remove redundancy from the obtained 
depth field. After linearly predicting a depth value by its 
causal neighbors, the prediction error can be encoded using 
a “lossless” compression algorithm (e.g. Lempel-Ziv). In 
this way, a codeword for the optimal dense depth field can 
be obtained. 

3.4. Proposed Depth Encoder 

The proposed depth encoder can be summarized as below : 

1. Find 3-D motion parameters for each segmented ob- 
ject. 
2. For a given A, minimize Equation 7 to obtain the dis- 
torted depth field to encode. 
3. Encode the prediction error of depth values using loss- 
less Lempel-Ziv coding. 

If X is not given externally, for various values of X repeat 
pari, 2 of the above algorithm to choose the best X for a 
“target” distortion. 

4. EXPERIMENTAL RESULTS 

Simulations are conducted in two phases. In the first phase, 
an artificial sequence is used whose 3-D motion parameters 

Figure 3: The mesh representations of the true and encoded 
depth field of the current frame of the “Cube” sequence. 

In the second phase of the experiments, two frames (100 
and 103) from Foremansequence (176 x 144) are used (Fig- 
ure 4) to find the 3-D motion parameters and the depth 
field to encode. The results of 2-D motion estimation and 
segmentation is shown in Figure 5. The 3-D motion param- 
eters of the segmented heitd are found as 

0.9993 0.0242 0.0251 -0.0117 
R = [ -0.0242 0.9997 0.0003 ] ,T  = [ 0.5585 ] 

Minimizing Equation 2 fclr different values of X (Table 1), 
the rate-distortion plot is obtained, shown in Figure 6. For 
X = 5, the encoded depth field and reconstructed current 
frame (inside head region SNR,,,k is over 3 8 d B )  are also 
shown in Figure 6. 

-0.0251 -0.0003 0.9996 0.8293 

5. CONCLUSIONS 

Since 3-D motion description is efficient for rigid bodies, a 
powerful depth encoding strategy is necessary for compres- 
sion using 3-D motion miodels. Joint minimization of dis- 
tortion and bit-rate measures gives optimal encoded depth, 
which has minimum distoirtion for a given bit-rate (or vice 
versa). By properly selecting a distortion criteria, the en- 
coding of depth field is achieved without explicitly having 
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the true depth, since this information is implicitly avail- 
able in the intensities of consecutive frames. The encoded 
depth, which is a distorted and usually a smoother ver- 
sion of the true field, is definitely encoded with less number 
of bits with respect to the undistorted true depth. This 
is a desired situation in very low bit-rate coding, since the 
main purpose is efficient coding rather than finding the true 
values, while sacrificing from intensity distortion. In this 

epth fields are found with this aim. Al- 
of bits to encode a dense depth field is 
be noted that the structure of a rigid 

ble amount of redundancy in time and 
umber of bits should be required once 
Id is transmitted. Hence, as the experi- 
ate, 3-D motion models can be used for 
coding applications. 
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Table 1: For different values of A, Equation 2 is minimized 
to obtain A and B (with arbitrary IC = 0.5) values. Bit-rate 
is obtained after encoding of the prediction error. 

65 4147 9752 
93 2455 6288 
118 2288 5656 

I X 1 1  A I L? I B i t - r a t e ( b i t s / o b j e c t )  I 
I 1 1 1  33 I 9200 I 14928 I 
I 5 1 1  60 I 4586 I 10312 I 

Figure 4: 100th and 103th frames of Foreman 

“a 

Figure 5: (a) 2-D motion estimation and (b) segmentation 

Figure 6: For the segmented head, (a) For different values of 
A, corresponding rate-distortion pairs; (b) Encoded depth 
field and (c) reconstructed frame using the encoded depth 
field and motion parameters, for X = 5 
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