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ABSTRACT

TECHNICAL INNOVATIONS IN GRADIENT ARRAY
SYSTEMS FOR MRI APPLICATIONS

Reza Babaloo

Ph.D. in Electrical and Electronics Engineering

Advisor: Ergin Atalar

February 2023

In Magnetıc Resonance Imaging, gradient array coils have lately been employed

in a variety of applications, such as field profiling. This capability of array

technology can be used to minimize electric fields induced by gradient waveforms.

For this purpose, a whole-body gradient array with all three gradients is being

investigated. Gradient current amplitudes are optimized to produce a target

magnetic field within a desired region of linearity (ROL) while minimizing induced

electric fields. By reducing the diameter of ROL, generating a target gradient

within a slice, and relaxing the linearity error, array coil electric fields are

significantly reduced compared to a conventional coil. When a linear gradient

is required in a small region, higher gradient strengths and slew rates can be

achieved without exceeding peripheral nerve stimulation thresholds.

Because of a high number of channels in the array design, feedback controllers

significantly raise the system cost due to the expensive current sensors used for

gradient current measurements. Thus, a nonlinear second-order feed-forward

controller is introduced for the gradient array chain. The feed-forward

controller is then modified to update the controller coefficients based on

thermal behavior prediction to deal with time-varying parameters caused by

temperature-dependent resistances. Gradient current measurements and MRI

experiments are conducted to show the effectiveness of the proposed method.

In the scope of this thesis, novel applications and hardware solutions are

proposed to make array technology valuable and feasible.

Keywords: Gradient array, Nonlinear characterization, Feed-forward controller,

Droop compensation, Field Optimization, Adjustable region of linearity,

Minimum electric field, Peripheral nerve stimulation.
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ÖZET

MR UYGULAMALARI İÇİN GRADYAN DİZİ
SİSTEMLERİNDEKİ TEKNİK YENİLİKLER

Reza Babaloo

Elektrik ve Elektronik Mühendisliği, Doktora

Tez Danışmanı: Ergin Atalar

Şubat 2023

Manyetik Rezonans Görüntülemede gradyan sargı dizileri için son zamanlarda

manyetik alan profili oluşturmak gibi birçok uygulama öne sürülüyor. Çoklu sargı

dizilerini kullanmak sekansların tanımladığı gradyan manyetik alanın değişimiyle

oluşan elektrik alanı an aza indirmede kullanılabilir. Bu amaç doğrultusunda

bir tüm vücut sargı dizisi incelenmiştir. Çoklu sargıların belirli bir doğrusallık

bölgesinde istenen manyetik alanı oluşturması için her bir sargıya verilmesi

gereken en uygun akım değerleri hesaplanmıştır. Belirtilen doğrusallık bölgesini

küçülterek, sadece bir kesit içerisinde bakılarak ve istenilen doğrusallıktan sapma

değerini gevşeterek oluşan elektrik alanı halihazırda bulunan yöntemlere göre

büyük bir ölçüde azaltmak mümkündür. Küçük bir alan içinde doğrusal gradyan

manyetik alan istendiğinde periferik sinir stimülasyonu sınırlarına takılmadan

daha yüksek bir gradyan şiddeti ve değişim hızı kullanılabilir.

Gradyan sargı dizilerinde geri beslemeli kontrol sistemi kullanmak, kullanılan

yüksek kanal sayısı ve her kanalda olması gereken pahalı akım sensörleri

sebebiyle sistemin toplam maliyetini büyük oranda arttırmaktadır. Bu sebeple

doğrusal olmayan ikinci derece ileri beslemeli bir kontrol sistemi önerilmiştir.

Bu metodun etkisini göstermek için gradyan sargıların akım ölçümleri ve

manyetik rezonans görüntüleme (MRG) deneyleri yapılmıştır. Sistemdeki direnç

parametreleri sıcaklığa bağlı ve dolaylı yoldan zamana bağlı olduğu için sistemin

termal davranışı modellenmiş ve ileri beslemeli kontrol sistemi bu modele göre

değiştirilmiştir.

Bu tezin kapsamında çoklu gradyan dizilerini daha değerli ve uygulanabilir

kılmak için yeni uygulamalar ve donanım tabanlı çözümler öne sürülmüştür.

Anahtar sözcükler : Gradyan dizisi, Doğrusal olmayan tanımlama, İleri beslemeli

kontrolör, Droop düzeltmesi, Alan optimizasyonu, Ayarlanabilir doğrusallık

bölgesi, Minimum elektrik alanı, Periferik sinir stimülasyonu.
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Chapter 1

Introduction

Magnetic Resonance Imaging (MRI) is a powerful non-invasive medical imaging

modality that is primarily based on sensitivity to the presence and properties of

water, which accounts for 70% to 90% of most tissues. Because the properties

and amount of water in tissue can change substantially with disease and injury,

MRI is a highly sensitive diagnostic technique. In its most advanced, MRI has

the ability to image not only anatomy and pathology, but also organ function [1],

in-vivo chemistry [2], and brain connectivity [3].

Magnetic field gradient coils, commonly abbreviated as “gradient coils” are

used in MRI scanners to provide spatial encoding within an imaging volume. They

are made up of formed conductors (wires or thin sheets) through which current

flows to generate the gradient field. In conventional MRI, three independent

orthogonal sets of gradient coils (X, Y, and Z) are present, each controlled by its

own gradient amplifier. Time-varying gradient coil currents produce variation in

the intensity of the static field B0 in each direction (z component of the magnetic

field). The spatial variation in B0 causes a change in frequency of precessing

spins, and these changes are used for the purposes of slice selection, frequency

encoding, and phase encoding.

In modern MRI, high strength and high slew rate gradient coils are demanded
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for higher image quality and faster imaging. Higher maximum gradient strength

(Gmax) is essential for applications which require high amplitude gradient

waveforms, such as diffusion weighted imaging (DWI). Higher Gmax enables

shorter diffusion gradients for a desired b-value, resulting in shorter echo times

(TE), higher image SNR, and the possibility of higher spatial resolution or

higher b-values [4]. A higher slew rate (SR) is desired to reduce acquisition

time for applications such as echo planar imaging (EPI) [5]. Commonly used

DWI sequences combine an EPI readout and faster SR translate to shorter echo

spacings, resulting in increased SNR and less image distortion by mitigating

motion artifacts.

Whole-body gradient coils have a Gmax of less than 80 mT/m and a maximum

SR of no more than 200 T/m/s. Because gradient coil inductance is proportional

to the fifth power of coil radius, increasing Gmax to higher than 80 mT/m

necessitates significantly higher peak power (e.g., 8 MVA/axis to achieve 300

mT/m) [4, 6]. Despite this high-performance hardware, high Gmax and high SR

have not been achieved simultaneously due to physiologic limitations imposed

by peripheral nerve stimulation (PNS) [7–11]. Rapid switching of strong

magnetic fields (B-fields) induces electric fields (E-fields) within the human body,

which may change the membrane voltage of a nerve fiber, resulting in nerve

stimulation [12]. Therefore, the use of high-performance gradient coils has become

significantly limited by PNS rather than hardware.

For the gradient coils design [13], some parameters must be considered during

the design stage, such as gradient linearity error within a specific region, total

inductance and power dissipation, torque and force, eddy current, and peripheral

nerve stimulation. These parameters and field profiles cannot be changed after

the gradient coils are manufactured; they can only be scaled by adjusting amplifier

outputs.

Gradient array coils [14–17], also referred as “multi-coil gradients” [18–20]

or “matrix gradient coils” [21, 22] have lately been employed in a variety of

applications, including field profiling, simultaneous multi-slice excitation, local

excitation, B0 field shimming, and, in some cases, a combination of these. The
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gradient array is made up of multiple gradient coils that can be individually

driven by independent gradient power amplifiers (GPAs). Gradient array coils can

generate dynamically controllable magnetic field profiles within a customizable

region of linearity (ROL), and the design parameters can be changed even after

fabrication by adjusting the feeding currents.

The main motivations for this thesis are as follows: first, to increase PNS

thresholds using gradient array technology. To this end, the current amplitudes

of array elements are optimized to achieve a minimum E-field design while

producing a target magnetic field profile. Minimum E-field design provides the

opportunity to reach higher gradient strengths and slew rates without exceeding

PNS thresholds. Second, to propose a new method for driving gradient array

coils. Conventional gradient systems use closed-loop feedback controllers [23,24],

which require high-precision high-cost current sensors to track the command input

precisely. Due to a high number of channels in an array design, feed-forward

controllers might be preferable to avoid expensive current sensors. The proposed

methods compensate for imperfections in the gradient hardware caused by GPAs

and time-varying parameters.

The application of gradient array technology in minimization of the induced

E-field, and thus, increasing PNS thresholds, is investigated in this thesis.

The advantage of gradient arrays in field profiling and generating dynamically

changeable gradients with different parameters within different shape ROL have

already been demonstrated in the literature [14, 17]. The current amplitudes

of an array coil can be optimized to generate a target magnetic field while

reducing the induced E-fields. Firstly, we investigate a Z gradient array coil to

exemplify the ability of array technology to reduce the E-fields. In this case, the

optimization problem minimize the difference between the target and generated

magnetic fields, and E-field thresholds are incorporated as a linear constraint

alongside some other engineering constraints. Heterogeneous models are used for

the E-field calculations. Secondly, a new optimization problem is introduced for

a whole-body gradient array with all three gradients (X, Y, and Z). In this case,

the optimization problem is defined as determining the amplitude of the currents

so that the peak-induced electric field on the surface of a simplified body model
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is minimized while satisfying a set of constraints. Constraints are placed on the

magnetic field at a set of points spanning the desired region of interest (desired

gradient strength with specified linearity error), the maximum tolerable magnetic

field at the cryostat, the maximum current that the hardware can supply, and

torque. Minimum E-field design implies that higher gradient strengths and slew

rates can be achieved without exceeding PNS thresholds if the required hardware

is available.

In the continuation of this thesis, a nonlinear second-order model that includes

the GPA and power supply is introduced for the gradient chain. Our aim is the

investigation of nonlinearities associated with the GPA, and compensation for

the imperfections of the GPA rather than those of the gradient coil. The state

space averaging (SSA) method has been used in the literature [25–29] to model

DC–DC power converters in a steady state linearized around an operating point.

The modified SSA method is used to characterize the switching GPAs, both

steady-state and transient behavior, by considering nonlinear equations. The

accuracy of the SSA method primarily depends on the switching frequency of

pulse width modulation (PWM) signals. In our case, this method is applicable

because of high-switching PWM signals (1MHz). The digital inversion of the

acquired model is then used in the feed-forward open-loop configuration to

provide the required voltage to control the output gradient currents. Using a

nonlinear controller compensates for the current droop in the plateau region of the

trapezoidal gradient waveforms and provides slight corrections in the transients.

As proof of concept, this study considers a Z gradient coil with two separate

windings driven by two independent GPAs and power supplies. A nonlinear

multi-input-multi-output feed-forward controller is applied. The output currents

are measured for both linear and nonlinear controllers by applying a trapezoidal

waveform at the input. Finally, MRI experiments are conducted to show the

effectiveness of the proposed method.

To deal with the time-varying parameters of the gradient system, such

as temperature-dependent resistances, an adaptive feed-forward controller is

designed. The heating of the gradient system changes its characteristic, and

without a feedback system, the gradient waveform distorts, resulting in image
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artifacts. The primary effect of temperature rise in the gradient coil winding

is the increase in coil resistance. Feed-forward based controllers, preferable in

gradient array systems and multi-coil designs, use a linear time-invariant model.

However, the gradient heating makes the system time-variant. To address this

issue, a method is proposed which predicts gradient coil thermal variation using

the thermal differential equation and updates feed-forward controller parameters

continuously. A second approach is introduced to consider the thermal variation

of gradient coil windings and GPAs at the same time. The proposed methods

are free from expensive current sensors, reducing the cost of the gradient array

technology.

This thesis is organized as follows: Chapter 2 explains minimum electric field

whole-body gradient array design, Chapter 3 investigates a new method for

gradient system characterization and a nonlinear feed-forward controller for droop

compensation of gradient waveforms, and Chapter 4 discusses gradient heating

issues and how to design an adaptive feed-forward controller to compensate for

time-varying parameters.
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Chapter 2

Minimum Electric Field Gradient

Array Design

Preface

Some contents of this chapter were presented at the Joint Annual Meeting of

International Society for Magnetic Resonance in Medicine-European Society of

Magnetic Resonance in Medicine and Biology [30]. The second design presented in

this chapter was submitted and accepted for presentation at the Annual Meeting

of International Society for Magnetic Resonance in Medicine in June 2023 [31].

Manouchehr Takrimi assisted in the calculation of torque matrix. The MATLAB

code for generating the simplified body model is provided by Koray Ertan.

2.1 Introduction

The primary determinant of the peripheral nerve stimulation (PNS) thresholds for

a given gradient coil is its region of linearity (ROL). A large ROL in whole-body

gradient coils exposes large body areas to switching magnetic fields, leading to
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higher induced E-fields. Several short-body and dedicated head-insert gradient

coils with small ROL were developed to increase gradient coils performance

without causing PNS. For example, the compact 3T (C3T) head-gradient coil

[32] can achieve a Gmax of 80mT/m and 700T/m/s SR, the recently designed

Microstructure Anatomy Gradient for Neuroimaging with Ultrafast Scanning

(MAGNUS) gradient coil [33] can simultaneously provide 200mT/m Gmax and

500T/m/s SR. Because these high-performance head gradient coils have a small

ROL, they expose a smaller portion of the body to electromagnetic fields, allowing

them to reach PNS thresholds at higher Gmax and SR than whole-body gradient

coils. These coils, however, are only intended for brain imaging, limiting their

application. They also have concerns with active shielding, spatial linearity across

the imaging field of view (FOV), and gradient heating.

PNS thresholds are evaluated after coil fabrication using experimental studies

on healthy volunteers [34–36], which offer very limited perspectives into design

modifications that may minimize PNS. Therefore, PNS characteristics have to

be directly incorporated into the gradient coil design process. New gradient

design algorithms were proposed to incorporate constraints on the E-fields,

leading to PNS-optimized gradient coils. Davids et al. [37] introduced the

PNS Oracle, which uses a coupled electromagnetic-neurodynamic model [12, 38]

to relate the induced E-field to peripheral nerve activation. The PNS oracle

was then integrated into the optimization process of gradient coil winding,

allowing for the rapid assessment of thousands of candidate coil designs while

iteratively approaching an optimal design with higher PNS thresholds. Roemer

et al. [39] developed computationally efficient methods for evaluating the spatial

distribution of E-fields over homogeneous body models with realistic dimensions,

which were then integrated into the gradient coil optimization algorithm to

achieve a minimum E-field gradient coil design [40].

Although these algorithms yield a PNS-optimized gradient coil, two critical

issues remain unaddressed. First, engineering metrics such as ROL size and field

linearity, hardware limits, eddy current, and torque are fixed parameters during

the gradient coil design process and changing any of these parameters results

in a different design and coil winding, which also affect PNS thresholds [11, 37].
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Second, the PNS constraint is affected by the dimensions of the investigated

body model as well as the body position inside the coil which is used for E-field

calculations. For example, PNS thresholds differ between male and female body

models, or when the design is optimized for head imaging but employed in a

cardiac imaging body position, the improvements are reduced [41].

It has already been shown in the literature that additional coil elements [42,43]

in the gradient coil configuration can increase the gradient performance while

mitigating PNS issues, even after the coil has been manufactured. Recently

introduced gradient array coils have been used for various applications and

provide a higher degree of freedom for field profiling. In some applications

such as DWI, the target ROL is limited to a single slice, and thus, no need

to generate the gradients within a large region. Despite Conventional coils, array

coils can provide target gradients with flexible linearity within an adjustable

ROL by optimizing gradient current amplitudes. The winding patterns in the

array design are fixed, but the driving currents can be adjusted based on the

requirements of a particular scan. As a result, with a body-sized gradient array

coil, it is possible to simultaneously achieve high Gmax and SR without exceeding

PNS thresholds, when the linear gradient is required in a small region.

In this chapter, we first look at how a Z gradient array coil can reduce induced

E-fields on a heterogeneous body model by optimizing coil element currents.

Then, we introduce a whole-body gradient array coil with all three gradients (X,

Y, and Z), which can minimize the induced E-fields (maximize PNS thresholds)

on a simplified body model surface while producing the target gradient. In each

of the aforementioned cases, the optimization problem is different. In the first

part, the maximum error between the target B-field and generated one is used

as an objective function, while E-fields are considered in the constraints. In the

second part, the objective function is the peak induced E-field, and B-fields are

considered in the constraint. In both cases, the coil dimensions and winding

patterns are fixed, while other engineering metrics, such as ROL, field linearity,

torque, the magnetic field at the cryostat, and maximum applied current, are

flexible.
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2.2 Background

In MRI, rapidly changing magnetic fields of gradient coils can induce electric

fields in human tissue, causing PNS. The human body nerves are at rest state

in normal conditions, which means that there is a balance between the electric

potential of the nerve axon intracellular and extracellular spaces [44]. However,

if the electric field induced by the gradient coil exceeds a certain threshold, it can

change the nerve membrane voltage, resulting in an action potential [44], which

we call PNS. PNS is a sensation of tingling or tapping at certain exposure levels;

however, patients may become uncomfortable or experience pain if exposed at

levels higher than a threshold [8,10]. At extremely high levels, cardiac stimulation

is also possible. However, the induction of cardiac stimulation [45] may occur

at exceedingly large gradient fields (much higher than those currently used by

commercially available MR scanners).

Figure 2.1: Strength-duration curve.

The IEC 60601-2-33 safety standard [46] specifies two methods for determining

PNS thresholds: (1) computing PNS threshold parameters from peak E-fields on

the surface of a uniform body model, and (2) experimental PNS measurements in

human subjects. The E-field calculation method is based on a strength-duration

relationship (Figure 2.1) that defines the minimum E-field applied for duration

∆t. Rheobase (rb, minimum E-field to cause nerve stimulation) and chronaxie

9



(ch, time constant for nerve stimulation) are PNS factors [39]. According to IEC

regulations, rb = 2.2V/m and ch = 360µs can be used to determine PNS threshold

from E-fields of body gradient coils. Converting the E-field strength-duration

relationship to the linear magnetostimulation formula [47], where PNS metrics

are given by intercept and slope, results in:

∆Gstim = ∆Gmin +∆tSRmin (2.1)

The PNS parameters ∆Gmin and SRmin are the minimum gradient strength that

causes stimulation at any switching time and the minimum slew rate that causes

stimulation at any gradient strength, respectively, and are given by [47]:

∆Gmin = rb
Emax/SR

ch

SRmin = rb
Emax/SR

(2.2)

where Emax/SR is the maximum E-field per unit slew rate calculated on the body

surface. Figure 2.2 shows PNS threshold and hardware limit of a body gradient

coil.

Figure 2.2: PNS and hardware thresholds.
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2.3 Methods

2.3.1 Field calculations

In the array configuration, each channel is treated as a basis element. Therefore,

the B-field profile and the induced E-field of each channel are computed when a

unit current is applied to one of the channels while the others are zero. We

use low-frequency magneto quasi-static solvers available in Sim4Life (Zurich

MedTech, Switzerland) for field calculations. All calculations are performed with

1kHz sinusoidal currents. Given the linearity of Maxwell’s equations, the total

magnetic and electric fields can be expressed as a linear combination of basis

elements.

For the B-fields, we combine the z component of magnetic field vectors at all

sample points as columns of a matrix (Bmatrix). The total magnetic field then can

be expressed as the product of this matrix and the feeding currents as follows:

Bz,Total = BmatrixI =


bz,1,1 bz,1,2 · · · bz,1,m

bz,2,1 bz,2,2 · · · bz,2,m
...

...
. . .

...

bz,n,1 bz,n,2 · · · bz,n,m




i1

i2
...

im

 (2.3)

where, Bz,n,m is the magnetic field z component due to mth coil at the nth sample

point.

For the E-fields, since the directions of electric field vectors are different at

each sample point, the E-field matrices must be computed separately for each

component of x, y, and z. The vector sum of these components multiplied by the

currents yields the total E-field:

ETotal =
(
Exî+ Ey ĵ + Ezk̂

)
I (2.4)
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2.3.2 First design: Z gradient only

The Z gradient array coil is made up of primary and shield coils, each with

12 channels (10 wire loops per channel) and diameters/heights of 600/1000 and

750/1200mm, respectively. A conventional symmetric Z gradient coil (of the

exact dimensions as the array coil) is designed with Sim4Life to provide a similar

performance. For the E-field calculation, we use Duke ViP3 [48] heterogeneous

body model including 305 tissues.

In conventional gradient coil designs, a set of arbitrary basis functions (for

example, stream functions) with a particular shape and unknown amplitude

are optimized to determine the efficient coil winding pattern [49]. In our case,

the basis functions are an array of coils (channels) with a predefined winding

pattern but unknown current amplitudes. The optimization problem is defined

to minimize the maximum error between the desired B-field and generated one,

subject to some linear constraints, as follows:

min ∥BmatrixX −Bdesired∥∞

s. t. |BcryostatX| ≤ Bc

|ETotalX| ≤ Emax

|X| ≤ Imax

(2.5)

where, vector X is the unknown current amplitudes of the Z coil, Bcryostat is

a matrix of generated magnetic field on the cryostat (similar to Bmatrix), Bc

is the maximum tolerable magnetic field on the cryostat, Emax is a threshold

for maximum induced E-field, and Imax is the maximum current that gradient

amplifiers can supply. To solve the optimization problem, “fmincon” function

of MATLAB optimization toolbox is used. “fmincon” finds a constrained

minimum of a scalar function of several variables starting at an initial estimate.

This is generally referred to as constrained nonlinear optimization or nonlinear

programming. The final solution is a local minimum that satisfies the constraints.

We use interior-point algorithm with a random initial point and the optimization

completes when the objective function is non-decreasing in feasible directions, to

within the default value step tolerance.
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2.3.3 Second design: X, Y, and Z gradients

This design employs a whole-body gradient array coil that is made up of X, Y, and

Z gradients, including both the primary and shield coils. For the X gradient, we

take a conventional coil winding (designed by Sim4Life MRI gradient coil feature)

and break it down into multiple channels, which can be driven individually with

different current amplitudes. The number of channels is chosen so that the total

power consumption (volt × ampere) in the array design is comparable to that

of the conventional design. Our aim is to drive the array coils with a series of

low-cost gradient power amplifiers that are equivalent to a high-cost conventional

power amplifier. Here, we consider a total of 96 channels (including primary and

shield). As shown in Figure 2.3A, each quarter (out of 8 quarters) of the X coil

(primary) is divided into 12 channels with 5 loops per channel. The Y gradient

is configured in the same way. If the same current is applied to all channels,

the X and Y array coils function as a conventional gradient coil. For the Z

coil, the entire surface of the coil former is covered with circular loops uniformly

spaced along the z axis. We assume that the Z gradient also has independent

96 channels in total. Figure 2.3B depicts half of the Z coil. The primary and

shield arrays can be programmed to operate as a conventional Z gradient with

the usual functionality. The diameter of X, Y, and Z primary coils are 690, 710,

and 730mm, respectively.

For the E-field calculations of this case, we use the same family of body models

introduced in [39]. From the six models representing the 2.5th, 50th, and 97.5th

percentile male and female adult populations, we choose the 50th male model.

It has already been demonstrated that PNS thresholds can be reliably predicted

utilizing such simplified body models [39]. In our case, using this simplified

upper body model (rather than heterogeneous body models) has a number of

advantages. For example, because the model’s interior electrical properties are

uniform, the maximum induced E-field occurs on the surface of the body model.

As a result, only the surface sample points need to be considered, which makes

the E-field calculations computationally efficient.
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Figure 2.3: (A) Half of the X coil quarter (5 and 3 loops in a bundle for primary
and shield, respectively). (B) Half of the Z coil. Both the primary and shield
coils consist of 48 bundles with 5 loops per bundle.

The optimization problem is defined as determining the amplitude of the

currents so that the peak induced electric field on the surface of the body

model is minimized while satisfying a set of constraints. Constraints are placed

on the desired magnetic field at a set of points spanning a specific region of

interest (linearity error), the maximum tolerable magnetic field at the cryostat,

the maximum current that the hardware can supply, and torque. The magnetic

field on the cryostat is considered to incorporate eddy current issues. Although

we only define a threshold here, advanced techniques that calculate total power

dissipation in cryostat [50] can be used. Torque constraint is required for X and

Y coils because when currents flow, they experience torque in a strong uniform

magnetic field, which can cause vibrations.

Defining X as the vector of unknown coil currents, the optimization problem

can be formulated as follows:

min ∥ETotal∥∞

s. t. max(|BmatrixX−Bdesired|)
max(|Bdesired|)

≤ α

|BcryostatX| ≤ Bc

|X| ≤ Imax

TX = 0

(2.6)
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α represents the maximum linearity error within the desired ROL. The matrix

T includes the torque of basis elements in X and Y coils when a unit current is

applied at a 1-Tesla uniform magnetic field (B0).

2.3.4 Performance validation

For the first design, the E-fields induced by the array and conventional coils are

compared while the B-field profiles are kept almost identical within a spherical

ROL with 225mm radius. Then, E-fields of the disk-shaped ROL at different

positions are simulated and compared with the conventional one. In this case,

because the maximum E-field can occur within the volume of model rather than

on the surface, the maximum intensity projections (MIP) of E-fields are reported.

For the second design, four different cases are investigated to validate the

performance of the gradient array in minimizing the E-field in comparison to

conventional coils: 1) spherical ROL with 225mm radius for body imaging: we

call it standard mode operation because the array coil functions similarly to the

conventional one with almost the same performance. 2) spherical ROL with

120mm radius: this case is ideal for imaging dedicated body parts such as the

head, heart, breast, and prostate where the imaging region is smaller than the

linear region generated by conventional coils. For this case, the gradient linearity

error is swept to illustrate its effect on the induced E-field. 3) disk-shaped (slice)

ROL: we consider a circular disk in the z direction (transverse slice) as a desired

ROL and generate gradients in all three axes with the same functionality as a

conventional design, first with the disk at the iso-center and then with a shifted

disk in the positive z direction. 4) oblique off-center disk-shaped ROL: this is to

indicate that array configuration is not limited to the Cartesian directions. In this

case, we report the maximum magnitude of the induced E-field (|E|max) which

occurs on the surface of body model and the related PNS parameters, ∆Gmin and

SRmin.

The induced E-field depends on the body position inside the gradient coil.

Here, we evaluate our method for positioning the head at the iso-center. In all
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cases, the slew rate is kept constant at 250T/m/s. The shielding performance is

also consistent across all cases. The linearity error and root mean square (RMS) of

the currents are the flexible parameters that will be compared to the conventional

design.

2.4 Results

2.4.1 First design: Z gradient only

The winding patterns, the position of body model (head at the iso-center), B-fields

and E-fields for symmetric conventional and array coils are shown in Figure 2.4.

Both coils generate 40mT/m gradient strength with the 3.2% linearity error for

Conventional one and 4.2% for the array. The currents RMS and maximum

induced E-field are similar as well.

Figure 2.4: Comparison of conventional and array coils. Both coils have almost
similar performance. The current RMS for the conventional and array coils are
330A and 350A, respectively.
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Figure 2.5 compares the E-fields induced by the array coil when used as a

conventional coil with a spherical ROL (upper row) and then as a disk-shaped

ROL with optimized E-fields (buttom row). By optimizing the feeding currents,

the array coil can produce the same gradient strength within a customizable

disk-shaped ROL with a significantly lower E-field. The maximum E-field for

a spherical ROL is 54V/m, while the maximum E-field for a disk-shaped ROL

is 22.6V/m, representing a 58% reduction. This means that when linearity is

required in a small ROL, the maximum gradient and slew rate can be increased

without stimulating the nerves, which is promising for applications such as

diffusion-weighted imaging. The gradient linearity error and current RMS are

also lower for the disk ROL than for the spherical ROL.

Figure 2.5: Comparison of spherical and disk-shaped ROLs. The linearity error
for the spherical ROL is 4.2% and for the disk-shaped ROL is 2.1%. The currents
RMS for the spherical and disk-shaped ROLs is 350A and 250A, respectively.
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The disk position is also adjustable, and it can be moved superior/inferior

to cover different areas. Figure 2.6 shows, for example, the results of disk at

z = +75mm and −75mm. Only the position of the linearity region has shifted;

the gradient strength and slew rate remain unchanged. When moving the disk in

a positive direction, the maximum induced E-field is 14.9V/m, which is reduced

by a factor of 4 when compared to the conventional mode. For the disk shifted in

the negative direction the maximum E-field is 21.7V/m. The maximum induced

E-fields, gradient linearity error, and currents RMS for the different cases are

reported in Table 2.1.

Figure 2.6: B-field and E-field of array coil when optimized for a disk-shaped
ROL at z = +75mm and z = −75mm.

In Figure 2.7, the average induced E-fields within body volume are compared

for various ROL with and without E-field constraint in the optimization process.

In a spherical ROL, for example, incorporating an E-field constraint reduces the
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Table 2.1: Gradient coil performance values
Maximum E-field (V/m) Linearity error (%) Currents RMS (A)

Conventional 56.7 3.2 330
Array (spherical ROL) 54 4.2 350

Array (Disk at iso-center) 22.6 2.1 250
Array (Disk at z = +75mm) 14.9 3.7 301
Array (Disk at z = −75mm) 21.7 6 345

average E-field by 22% but increases the linearity error by a factor of two. It is,

however, still within an acceptable range (less than 10%). When the spherical

ROL is compared to the disk-shaped ROL at the iso-center, the average E-field is

reduced by 45%, and linearity improves as well. Adding an E-field constraint to

the optimization for the Disk ROL at other positions also reduces the E-field but

increases the linearity error and the currents RMS. The optimization problem

used to obtain these results minimizes the difference between the generated and

desired magnetic field (correspond to the linearity error). The E-field threshold

is chosen so that the linearity error is within an acceptable range while also

satisfying the currents constraint. Any modification to the constraints results in

a new solution with different parameters.

2.4.2 Second design: X, Y, and Z gradients

Figure 2.8 demonstrates that the whole-body gradient array coil performs almost

similarly to a conventional gradient coil. Because the winding patterns of

the array and conventional coils are identical for the X and Y gradients, by

applying the same current amplitude to all channels of the array, it will act

as a conventional one. However, the optimization problem with E-fields as

an objective function yields a different combination of the feeding currents.

The winding patterns of the array and conventional coils are different for the

Z gradient; however, by adjusting the optimization constraints, the array coil

functions similar to the conventional one. Using different combinations of feeding

currents, the array coil can achieve a lower |E|max than the conventional coil

while the linearity error is fixed within the desired ROL for all three gradients.

For example, the |E|max induced by the conventional Y gradient is 9.87V/m with

a maximum linearity error of 4.18%, whereas an array coil induces 9.26V/m with
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Figure 2.7: Comparison of average induced E-fields within body volume.

nearly the same linearity error. It is worth noting that, in this case, the gradient

array consumes more power than the conventional in order to reduce the |E|max

while producing the same gradient strength and slew rate.

Conventional coils are designed for a fixed ROL and have no flexibility in

adjusting the size of the ROL. However, for some body parts imaging, like the

head, such a large ROL (225mm radius) is not required. The linearity error

is also fixed in conventional designs and cannot be altered after construction.

Figure 2.9 depicts the ability of an array configuration to generate a target B-field

within a small ROL with flexible linearity error while minimizing the |E|max. The

conventional coil has nearly perfect linearity within a 120mm radius spherical

ROL, but the array coil can achieve the same linearity with less induced |E|max.

The Z gradient has the most significant reduction (28% with a 1% linearity error).
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Figure 2.8: Comparison of gradient array and conventional coil. The maximum
linearity error is the same for both designs; however, by using a slightly higher
current RMS in the array coil, the maximum E-field is reduced for all three
gradients.
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In this case, ∆Gmin is increased from 28mT/m (conventional) to 39mT/m (array),

and similarly, SRmin is increased from 78T/m/s to 110T/m/s. Relaxing the

linearity error can reduce |E|max even further. In Figure 2.9, each green square

depicts a set of solutions for a specific linearity error (up to 5%). For example,

adjusting the linearity error constraint to 5% in Z gradient the |E|max is reduce by

62% compared to the conventional coil, which corresponds to a 2.5-fold increase

in PNS parameters. For X and Y coils, PNS parameters is increased by 38%

and 25%, respectively. The performance of array design is higher for Z gradient

because: first, the winding patterns of X and Y are identical with conventional

coils, whereas this is not the case for Z coil. Second, the X and Y coils must be

torque balanced (the equality constraint in the optimization problem), and it is

impossible to reduce |E|max any further without compromising this balance.

Another feature of array configuration is that the target field can be generated

within a disk-shaped (slice) ROL rather than a large spherical one. Figure 2.10

depicts the induced E-fields when the target field is generated in a circular disk in

the z-direction, at z = 0 (upper row) and z = 0.08m (bottom row). When the disk

is placed at z = 0, and z = 0.08m, PNS parameters of Z gradient are increased

3-fold and 12-fold, respectively, compared to the conventional coil. The off-center

slice (shifted in the positive z direction) is chosen at random to demonstrate

the performance of the array configuration in increasing PNS thresholds. Lower

induced E-fields are expected for this slice because the body area is less exposed

to the electromagnetic fields.

Figure 2.11 illustrates the results of an oblique off-center slice. The slice is

chosen in the X+Y direction with 40mm thickness at 0.1m distance from the

center. Phase encoding and readout gradients can be chosen in a way to make

three perpendicular axes, for example, X-Y+Z and X-Y-2Z. It can be seen from

Figure 2.11 that with a fixed linearity error for both designs (conventional and

array), the gradient array induces less E-field on the body model surface in

comparison to the conventional gradient. The most significant increase in PNS

thresholds is observed for the X+Y gradient (36%). The PNS parameters of

conventional and array gradient coils are summarized in Table 2.2.
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Figure 2.9: The left column depicts the |E|max with respect to the linearity error.
Conventional designs have almost perfect linearity in a small ROL (120mm). The
gradient array coil can generate the desired gradient with the same linearity while
the induced E-field is minimized. By optimizing the feeding current with different
linearity errors, it is possible to reduce the E-fields even further. The right column
displays the E-field for X, Y, and Z gradients (array) at a 5% linearity error.
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Figure 2.10: E-field plots for all gradients when the linearity is required within a
disk in the z-direction (20mm thickness). First row: disk at the iso-center, second
row: the disk is shifted in the positive z direction.

2.5 Discussion

In this work, we demonstrated that a whole-body gradient coil with an array

configuration could minimize the induced E-field on the surface of a simplified

body model while generating a target B-field with dedicated linearity error

within a customizable ROL. Minimum E-field design implies that higher gradient

strengths and slew rates can be achieved without exceeding PNS thresholds if the

Table 2.2: PNS parameters ∆Gmin (mT/m units) and SRmin (T/m/s units)
X Y Z

∆Gmin SRmin ∆Gmin SRmin ∆Gmin SRmin

Conventional 31 86 20 55 28 78
Array (120mm ROL, 5% linearity error) 43 118 25 69 75 207

Array (Disk at z = 0) 35 98 22 60 84 234
Array (Disk at z = 0.08m) 55 154 28 77 341 948
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Figure 2.11: Off-center oblique slice: the slice is chosen in X+Y axis (at 0.1m
distance from the center with 40mm thickness), the other two can be used as
phase encoding or readout direction. For the slice selection gradient there is a 36%
increase in PNS thresholds. For the X-Y+Z and X-Y-2Z axes, PNS thresholds
are increased by 22% and 21%, respectively.
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required hardware is available. Our findings demonstrated that the gradient array

coil not only functions as a conventional coil but also outperforms conventional

designs in various situations. Engineering metrics such as ROL size and linearity

error may vary from scan to scan. The gradient array can apply the required

currents that are optimized for a specific application.

We did not attempt to optimize the gradient array coil design in this

preliminary work. For example, coil dimensions, X and Y coil winding patterns,

shielding performance, and power consumption are chosen in a manner similar to

a conventional gradient coil designed by Sim4Life software. We expect to reduce

the |E|max even further with advanced gradient design techniques. Because the

body model used in this study had uniform electrical properties, the maximum

E-field always occurred on the surface of the body model. A similar performance

in reducing E-fields of heterogeneous body models is expected.

The position of the body inside the scanner is another factor in determining the

PNS thresholds. We calculated E-fields when the head was at the iso-center, but

the E-fields can be calculated for any position, and an optimization problem can

be solved for that position. In that case, only the feeding current combinations

will change, with no modifications to the hardware.

Considering the E-fields at the exact location of nerves improves optimization

performance; however, it requires extensive knowledge of the body nerves atlas.

The reason for this is that having a high |E|max in a location where there is

no nerve will not result in PNS, and considering all sample points on the body

significantly limits the optimization problem. The optimization problem can be

modified to maximize the gradient strength (with a constant slew rate) instead

of minimizing E-fields. E-field (PNS) thresholds can be used as a nonlinear

inequality constraint in this case. Alternatively, the gradient array coil can be

optimized to achieve the highest possible gradient strength and slew rate without

causing PNS.
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Chapter 3

Nonlinear Droop Compensation

for Gradient Current Waveforms

Preface

The contents of this chapter including figures and texts were firstly presented

at the 29th Annual Meeting of International Society for Magnetic Resonance

in Medicine [51] and were then published in Magnetic Resonance in Medicine

journal with the title of ”Nonlinear droop compensation for current waveforms in

MRI gradient systems” [52]. The gradient power amplifiers that are used in this

chapter were provided by ASELSAN (Ankara, Turkey). Special thanks to Volkan

Acikel and Soheil Taraghinia for their assistance with the amplifiers functionality.

3.1 Introduction

MRI scanners use three gradient coils to provide spatial encoding within an

imaging volume. Gradient power amplifiers (GPAs) with high voltage and high

current specifications drive the gradient coils. The current flowing through each
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coil has to follow a command waveform as accurately as possible to ensure

good image quality. However, providing accurate gradient coil currents might

be challenging due to hardware imperfections. Conventional gradient systems

use closed-loop feedback controllers [23,24] to precisely track the command input

current. Thus, they require high-precision high-cost current sensors because small

errors in the current result in artifacts in the images [23]. Recently introduced

gradient array systems [14–17], multi-coil technique [18–20], and matrix gradient

coils [21, 22], which are capable of generating dynamically controllable magnetic

field profiles, utilize multiple gradient coils, and hence need many current sensors

for the feedback loop, which significantly increase the system cost (> $600 per

sensor). Therefore, feed-forward controllers might be preferable to avoid using

measurement data and expensive current sensors.

In an ideal system, the gradient amplifiers are powered by a constant voltage

at all times. However, in a practical system, the power supply loses its voltage

gradually when it starts to deliver a high current. The gradual decrease of the

supply voltage is called droop [53–55] and causes a gradual decrease in the current

at the flat top of a gradient pulse if there is no feedback. To use feed-forward

controllers effectively, at least an approximate system model should be available.

Ertan et al. [15] considered a linear time-invariant (LTI) first-order model of the

gradient system in the feed-forward, including only the gradient coil model. The

GPAs were assumed to generate an ideal voltage source ignoring the potential

droop in the supply. However, as discussed in this work, the droop is a nonlinear

process that cannot be corrected with an LTI controller. Therefore, it is crucial

to include the GPAs and power supply stages in the gradient system model to

have an accurate nonlinear model to compensate for the droop.

Gradient chain characterization techniques such as gradient impulse response

function (GIRF) [56–61] or gradient modulation transfer function (GMTF) [62,63]

are also based on the assumption that the gradient system behaves as an LTI

system. The information acquired from these techniques is used for trajectory

correction in the image reconstruction procedure. Ideally, the gradient waveforms

are controlled precisely such that trajectory correction is unnecessary.
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Here, a nonlinear second-order model is introduced for gradient chain,

including GPA and power supply. The focus of this work is the investigation

of nonlinearities associated with the GPA and compensation for GPA’s

imperfections rather than the gradient coil’s. The State Space Averaging (SSA)

method has been used in the literature [25–29] to model the DC-DC power

convertors in a steady-state, linearized around an operating point. We use the

modified SSA method to characterize the switching GPAs, both steady-state and

transient behavior, by considering nonlinear equations. The accuracy of the SSA

method primarily depends on the switching frequency of pulse width modulation

(PWM) signals. In our case, this method is applicable because of high-switching

PWMs (1MHz). The digital inversion of the acquired model is then used in the

feed-forward open-loop configuration to provide the required voltage to control

the output gradient currents. Using the nonlinear controller compensates for

the current droop in the plateau region of the trapezoidal gradient waveforms

and provides slight corrections in the transients. As proof of concept, this study

considers a Z gradient coil with two separate windings driven by two independent

GPAs and power supplies. A nonlinear multi-input-multi-output feed-forward

controller is applied. The output currents are measured for both linear and

nonlinear controllers by applying a trapezoidal waveform at the input. Finally,

the MRI experiments are conducted to show the effectiveness of the proposed

method.

3.2 Methods

3.2.1 Gradient Power Amplifier and PWM generation

Switch-mode full-bridge GPAs [64, 65] are standard amplifier types to drive

MRI gradient coils with high current levels in several hundred amperes. These

amplifiers operate by rapidly switching back and forth between the supply rails,

being fed by PWM signals. In PWM, the frequency of pulses remains fixed,

but the duration of each pulse is modulated according to the corresponding duty
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cycle. The duty cycle is calculated by dividing the required voltage by the power

supply voltage (either feed-forward or feedback controller).

d =
vrequired

VS

(3.1)

Note that d has to be in the range of -1 to 1. The full-bridge amplifier

configuration and center-aligned approach for PWM generation are shown in

Figures 3.1A and 3.1B, respectively.

Considering a feed-forward configuration and for a given desired current

waveform, i(t), the required voltage, vrequired, can be calculated by,

vrequired(t) = L
di(t)

dt
+Ri(t) (3.2)

where, L and R represent the inductance and resistance of the gradient coil,

respectively. This linear equation can be extended for the gradient array or

multi-coil systems, in which case, the mutual inductance between the coils should

be considered.

Equation 3.1 holds true if drain voltages of GPA MOSFETs are constant and

equal to the supply voltage, which yields a first-order linear model for the gradient

systems. In practice, however, the supply voltage is not constant.

3.2.2 Modified State-Space Averaging

The State-Space Averaging (SSA) approach is developed to characterize switching

power converters [26]. The DC-DC power conversion is accomplished by

repetitively switching between linear circuits with lossless storage components,

inductances and capacitances. Assuming a single period of PWM, there are

only two different states of the circuit: “on” and “off” (Figure 3.2). During

the intervals Ton (nT < t < ts) and Toff (ts < t < (n + 1)T ), where ts is the

switching time, the following linear time-invariant differential equations describe

the system:

dx(t)

dt
=

{
Aonx(t) + bon nT < t < ts

Aoffx(t) + boff ts < t < (n+ 1)T
(3.3)
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Figure 3.1: (A) Full-bridge power amplifier configuration (B) The center-aligned
approach for two periods of PWM. The waveforms for the high-side transistors
(T1 and T3) are shown in the figure. The low-side transistors (T2 and T4) are
switched with the complementary logic.

This equation is the state-space representation of differential equations, where x

is the state vector, composed of the inductor’s current and capacitor’s voltage.

The state matrix Aon and the input vector bon describe the circuit topology

when it is in the “on” state. Likewise, Aoff and boff represent the “off” state.

The corresponding solutions of the above equations are:

x(t) =

{
eAon(t−nT )x(nT ) +A−1

on

(
eAon(t−nT ) − I

)
bon, nT < t < ts

eAoff(t−ts)x(ts) +A−1
off

(
eAoff(t−ts) − I

)
boff , ts < t < (n+ 1)T

(3.4)

Knowing that, ts − nT = Ton = d(n)T and (n + 1)T − ts = Toff = (1− d(n))T ,

at t = (n+ 1)T :

x ((n+ 1)T ) = eAoff(1−d(n))T
[
eAond(n)Tx(nT ) +A−1

on

(
eAond(n)T − I

)
bon

]
+A−1

off

(
eAoff(1−d(n))T − I

)
boff

(3.5)

Now we use the first-order approximation of the fundamental matrix eAt ≈ I+At

and keep only the first-order terms. By defining x(n) = x(nT ), the following

difference equation describes the general behavior of the circuit:

x(n+1) = [I+ d(n)TAon + (1− d(n))TAoff ]︸ ︷︷ ︸
Aavg

x(n)+[d(n)Tbon + (1− d(n))Tboff ]︸ ︷︷ ︸
bavg

(3.6)
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where T is the sampling period, I is the identity matrix, and d(n) is the duty

cycle of nth period, which is the main input of the system in DC-DC power

converters. x(n) and x(n+1) are the state vectors at the beginning and the end

of the nth period, respectively. The edge-aligned configuration is considered here

for simplicity. However, it can be shown that the result is not a function of the

phase, and thus the center-aligned PWM can be approximated with the same

equation. Equation 3.6 describes the averaged behavior of the circuit, effectively

smoothing out the switching ripple, and we call it the averaged model. In a linear

system, the state matrix is a constant, and the input appears only in the additive

term, b. However, the state matrix in Equation 3.6 (Aavg) incorporates the duty

cycle, which is the input, making the system nonlinear, i.e. doubling the input

does not simply double the output.

Figure 3.2: A single circuit variable (the inductor current, for example) time
dependence over a period of PWM (T ) with the PWM’s on and off duration.
The duty cycle, d(n), is defined as the ratio of Ton to (T ).

3.2.3 Single-channel gradient system

The gradient system considered here includes the gradient coil, gradient power

amplifier, power supply stage, and PWM generation block. The gradient system’s
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input is the duty cycle, and the output is the gradient coil current iGC. Since

the switching frequency of our GPA is high enough, the modified SSA technique

introduced in the previous section is used to characterize the general behavior

of the gradient system. Considering a single period of PWMs, the on and off

states of the circuit, which are shown with green and red paths in Figure 3.3A,

respectively, can be described with the following equations:

d

dt

[
iGC(t)

vC(t)

]
=



[
−RGC

LGC

1
LGC

− 1
C

− 1
RSC

][
iGC(t)

vC(t)

]
+

[
0
VS

RSC

]
for interval Ton[

−RGC

LGC
0

0 − 1
RSC

][
iGC(t)

vC(t)

]
+

[
0
VS

RSC

]
for interval Toff

(3.7)

The state variables are the gradient coil current and the decoupling capacitor

voltage. The averaged nonlinear model can be formulated as follow:[
iGC(n+ 1)

vC(n+ 1)

]
=

[
1− TRGC

LGC

T
LGC

d(n)

−T
C
d(n) 1− T

RSC

][
iGC(n)

vC(n)

]
+

[
0

TVS

RSC

]
(3.8)

This equation shows the inter-dependency of gradient current and capacitor

voltage. If d is zero, at the steady-state, the gradient coil current, iGC, is zero. The

capacitor voltage, vC, becomes equal to the supply voltage, VS. When d becomes

high, vC starts to decrease. As a result, the gradient current cannot follow the

value of d and gradually decreases. This event is called droop in the power

electronics. The amount of droop depends on the circuit parameters and the

magnitude of the current flowing the coil. As the gradient coil current increases,

the droop increases nonlinearly. It is worthy of mentioning that if we consider only

the gradient coil model (ignoring the capacitor and power supply nonideality), the

resulting equation will be the first-order linear one used in previous works [15,66].

3.2.4 Multi-coil gradient system

The modified SSA technique can be used to characterize gradient systems with

coupled coils as well. As a proof of concept, we write equations for a two-channel

gradient only; however, it can be easily generalized for a high number of channels.
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Assuming d1 > d2 (d1: channel1 duty cycle, d1: channel2 duty cycle), there

are only three different circuit states. During the intervals Ton−on, Ton−off , Toff−off

(Figure 3.3B), the system can be described by a set of linear, time-invariant

differential equations:

dx(t)

dt
=


Aon−onx(t) + bon−on , for interval Ton−on

Aon−offx(t) + bon−off , for interval Ton−off

Aoff−offx(t) + boff−off , for interval Toff−off

(3.9)

Figure 3.3: (A) single-channel gradient system circuit including amplifier, power
supply with parallel decoupling capacitor, and the gradient coil. The green path
shows the circuit during Ton, and the red one is for Toff . (B) PWMs for channel1
and channel2 assuming d1 > d2 and (C) Different states of two-channel system
circuit which covers any combination of d1, d2.

Similar to the single-channel, under the rapid switching assumption, the
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circuit’s general behavior can be described by a single difference equation:

x(n+ 1) = A (d1(n), d2(n))x(n) + b (d1(n), d2(n)) (3.10)

where, x is the state vector consists of gradient coils’ current and capacitors’

voltage. Matrices A and b are (K is the mutual inductance between the coils

and K = LGC1LGC2 −M2):

A(n) =


1− TRGC1LGC2

K
TLGC2

K
d1(n)

TMRGC2

K
−TM

K
d2(n)

− T
C1
d1(n) 1− T

RS1C1
0 0

TMRGC1

K
−TM

K
d1(n) 1− TRGC2L1

K
TLGC1

K
d2(n)

0 0 − T
C2
d2(n) 1− T

RS2C2



b =


0 0

TVS1

RS1C1
0

0 0

0 TVS2

RS2C2


(3.11)

3.2.5 Control Architecture

The performance of the gradient system greatly depends on the selected control

method. The feedback control (PID) method has been widely used to regulate

the gradient current waveforms; however, this method limits the gradient system

bandwidth and necessitates high-precision current sensors, raising the system’s

cost. On the contrary, feed-forward controllers do not need current measurements

and have higher bandwidth but require an accurate system model. Although

a linear model consisting of only gradient coil parameters (inductance and

resistance) may provide a good approximation of the system, it does not cover

the nonlinear behavior of GPAs and power supply stages. Therefore, improved

characterization of the gradient system, which includes those nonlinearities, is

essential.

To find the feed-forward controller, we use the inverse of the proposed averaged

nonlinear model. The duty cycle is extracted from the desired gradient current

waveform and calculated capacitor voltage in the discrete-time domain. As
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an example, for a single-channel gradient system, the following two recursive

equations represent the inverse system (feed-forward controller):

d(n) =
LGC

T
(idGC(n+ 1)− idGC(n)) +RGCidGC(n)

vC(n)
(3.12)

vC(n+ 1) =

(
1− T

RSC

)
vC(n)−

T

C
d(n)idGC(n) +

TVS

RSC
(3.13)

where, d(n) is the nth PWM’s duty cycle, idGC(n) and vC(n) are the desired

gradient current waveform and the calculated capacitor voltage, respectively.

Since the desired current is known at all time points and the initial capacitor

voltage is the supply voltage, d(n) can be computed using Equation 3.12. The

following values of vC(n) will be calculated using Equation 3.13. The output

of the feed-forward controller is the duty cycle, which will be used to generate

the PWM signals. These equations can be easily extended to a high number of

channels. Figure 3.4A depicts the block diagram of the feed-forward controller

(inverse system) and the gradient system itself.

The Xilinx Virtex-VC707 evaluation board is used for the digital

implementation of the feed-forward controller (Equations 3.12 and 3.13) and

PWM signals generation. Center-aligned PWM with 500kHz switching frequency

(1MHz effective frequency at the output, which leads to 1µs dwell time) is used

to drive the GPAs’ switches. The computation of feed-forward controller and

PWM generation is fast enough to be completed within a dwell time, making the

process real-time. The computational speed depends on the FPGA resources and

the clock frequency used for calculations. In our case, the LUT (LookUp Table)

utilization is 4503 out of 303600 (1.48%) for a single channel. The pipelined

architecture is used to maximize the clock frequency. The resource utilization

scales as the number of channels increases, but not linearly due to mutual

couplings between channels. For a high number of channels, the FPGA resources

may not be sufficient to compute all channels in parallel within a dwell time,

resulting in a computational delay. However, it will not compromise real-time

operation because a known fixed delay in an open-loop configuration can be easily

handled by injecting the input signal in advance.

The resolution of PWMs has a significant impact on the nonlinear feed-forward
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controller’s efficiency. High-resolution PWMs are required to be sensitive enough

to detect small changes in the applied duty cycle. For this purpose, 400 MHz clock

frequency is used as the main counter resulting in 10-bit resolution. Additional

5-bit is added by using delay elements of FPGA to achieve a 15-bit time resolution

(78ps), which significantly reduces the digitization error in the gradient waveforms

[67].

Figure 3.4: (A) The overall gradient chain block diagram, including the
feed-forward controller and different components of the gradient system. (B)
Benchtop installation, which is located in the equipment room. (C) The imaging
setup including gradient coil, RF coil, TR switch, and phantom.

3.2.6 SSA model and Feed-forward control simulations

To demonstrate how accurately the SSA model follows the topological model,

the responses of both models to two different inputs (constant and varying duty

cycles) are compared in the simulation. The topological model is the exact circuit

implementation, including the switching function (the circuit shown in Figure
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3.3A). Gradient coil current simulations are also carried out using the linear and

nonlinear controllers with a trapezoidal waveform as the input to illustrate the

capability of the nonlinear controller in droop compensation.

Because the image quality directly depends on the integral of the gradient

(current) waveform, the time integral of the desired test waveform is compared

to the time integrals of waveforms generated using the linear and nonlinear

controllers. MATLAB (R2020b, The MathWorks, Natick, MA) is used to conduct

all simulations.

3.2.7 Hardware setup

Custom-built fast switching power amplifiers consist of new generation

enhancement mode gallium nitride (eGaN) power transistors, which can operate

in high-voltage, high-temperature, and high-frequency reliability, are used to

provide the required voltage level to the gradient coil using the appropriate

duty cycle. The fabricated GPAs are designed to be capable of 400V/100A

operation ratings; however, smaller ratings were tested to be on the safe side.

It is worth mentioning that our GPA costs less than $200, which is comparable

to the existing low-cost gradient amplifiers [68, 69] but operates at higher power

levels. The switching frequency in a conventional GPA is about 100kHz; however,

by using eGaN transistors [70], it is possible to increase the switching frequency

to 500kHz, which results in a reduction of current ripples without LC low-pass

filters or other ripple attenuation techniques [71–73]. The dead time adjustments

to avoid shoot-through currents are made by RC circuits on the GPAs board.

Transistors temperature is monitored using a thermal camera to ensure that high

switching frequency does not reduce the GPAs efficiency.

A two-channel Z gradient coil is used as a Maxwell pair, producing a linear

gradient field inside the region of interest. Each coil is made up of 12 turns wound

on a cylindrical Plexiglass with a diameter of 25cm. Both coils have almost the

same inductance and resistance of 80uH and 200mΩ, respectively. The mutual

inductance between the coils is approximately 25µH. The large bulk capacitors
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(5600µF) connected to the power supply (VS) are working to decouple the GPAs

from the power supplies and provide the majority of the switching current required

by the amplifier. The resistance between power supplies and GPAs was calculated

by dividing the measured voltage difference by the current. These parameters are

tuned to take into account the effect of cables as well as switches on-resistance

(Rds−on).

3.2.8 Gradient Current Measurements

As a proof of concept, two different trapezoids (one with 50A amplitude and the

other with 10A) are applied as inputs to the first and second channels of the Z

gradient coil. For both channels, the rise time and pulse duration are 200us and

8ms, respectively. Each channel is driven by an independent amplifier and power

supply (Agilent-N8740A, 150V maximum voltage). The currents are measured

using Agilent-1146B AC/DC current probe on the lab bench (Figure 3.4B).

Current measurements are also performed before imaging with the gradient coil

placed into the scanner bore. Upon switching on/off the gradient coil, decaying

oscillations are observed on the gradient current. While the exact mechanism is

not well understood, the mechanical vibration [74, 75] caused by Lorentz forces

and/or gradient-induced eddy currents [76] could be the possible sources of this

oscillatory behavior.

Because nonlinearities in the system have already been corrected, LTI system

theory and thus the gradient current transfer function can be used to compensate

for these oscillations. The measured output current (with oscillations) is divided

by the desired input in the frequency domain to obtain the current transfer

function. Using this transfer function yields a pre-modified input that produces

the desired trapezoid at the output.
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3.2.9 MRI Experiments

MRI experiments are conducted on Siemens TimTrio 3T scanner. The imaging

setup includes the gradient coils connected to the GPAs (outside the scanner

room) via a feedthrough panel. Trapezoidal waveforms are used to drive both coils

with opposite polarity to generate a linear gradient field. We use a home-built,

homogeneous cylindrical phantom (diameter of 10cm) that consists of CuSO4

solution at a concentration of 15 mM/L. A single coronal slice (x-z plane) is

imaged using a GRE sequence (5mm slice thickness and 250mm field of view).

During the experiments, the scanner Z gradient is inactivated, and the provided

Z gradient coil is used to generate the required dephasing and readout gradients

with 6.2mT/m strength in the z-direction. The total duration of dephasing and

readout gradients are 2250µs and 4500µs, respectively, including the rise/fall times

of 220µs. The TE/TR values are 10/20ms. The slice selection and phase encoding

gradients are applied via the scanner. A trigger signal is taken from the scanner

to synchronize the timings between system gradients and our applied gradient.

For RF transmit and receive, a home-built shielded Tx/Rx birdcage coil is placed

inside the gradient coil. Figure 3.4C shows the imaging setup.

3.3 Results

3.3.1 State Space Averaging method

Figure 3.5 depicts responses of SSA (Equation 3.8) and topological models to a

constant duty cycle (Figure 3.5A) and a varying duty cycle (3kHz sinusoidal

waveform, Figure 3.5C) for a single-channel gradient system, validating the

accuracy of SSA method in approximating the circuit behavior. The normalized

maximum error between the SSA model and the average of topological model

(ripples filtered out) for the constant and varying duty cycle are 0.0012% and

0.16%, respectively. This error is duty cycle-dependent, and it increases as

the duty cycle increases, as shown in Figure 3.5D. The current ripples (at the
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switching frequency) are visible in the topological model response (Figure 3.5B)

due to GPAs switching behavior. Because of the lack of switching frequency

parameters in the SSA model, it cannot simulate ripples.

Figure 3.5: Time response comparison of the topological model of gradient
system (yellow) and the SSA model (purple). Red curve shows the average of
topological model with ripples filtered out. (A) Constant duty cycle, d = 0.5. (B)
Zoomed-view of a small region depicted by a square in panel A. The topological
model average is precisely followed by the SSA model (normalized maximum error
= 0.0012%). (C) Varying duty cycle (3kHz sinusoidal), and (D) Zoomed-view of
the region specified by a square in panel C. Even in this case, varying duty cycle,
the SSA gives an excellent approximation of the topological model (normalized
maximum error = 0.16%). This error is duty cycle-dependent, and it increases
as the duty cycle increases. The frequency of 3kHz (as an example) is used here,
which is within the common range of gradient operation frequency.
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3.3.2 Feed-forward control simulations

Figure 3.6 compares the performance of the proposed nonlinear controller

to that of the linear one when a trapezoidal input is applied. The linear

controller produces a constant duty cycle during the flat-top; however, the

nonlinear controller provides exponentially increasing duty cycles in that region

to compensate for the droop. The maximum difference between these two, occurs

near the end of flat-top showing 2.3% increase in the duty cycles.

Figure 3.6: Simulation results: (A) Calculated required duty cycles for linear
first-order and nonlinear second-order models. (B) a zoomed-in view of the
flat-top region, which clearly shows the difference between the output of linear
and nonlinear controllers. (C) The gradient coil’s current after applying the duty
cycles acquired in (A). It demonstrates that the nonlinear controller compensates
for the current droop over the flat top region. (D) a zoomed-in view of C for the
flat-top period.

The output currents (gradient coil currents) generated by the linear and
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nonlinear controllers are shown in Figures 3.6C and 3.6D. Due to the limited

resolution of PWM signals, some undesirable low-frequency oscillations (8mA

peak-to-peak amplitude) can be seen in the trapezoid plateau, as explained in

the discussion. In the simulations, the error of integral for the linear controller

is approximately 1.4%, whereas reduced 1000-fold to negligible levels (0.0014%)

when the nonlinear controller is used.

3.3.3 Gradient Current Measurements

Figure 3.7 shows benchtop measurements of coil currents generated by linear

and nonlinear controllers. Because there is no feedback loop to regulate the

output currents, the current droop is visible in the flat-top region when using

the linear controller; however, the nonlinear controller compensates for the

droop. The gradient integral errors for the waveforms generated by linear and

nonlinear controllers are 1.9% and 0.13%, respectively. The nonlinear controller

outperforms the linear one by reducing the error of integral 14-fold, proving its

droop compensation capability.

Figure 3.7: Experiment results. The comparison of the coils’ currents generated
using the linear and nonlinear models. The reference inputs are trapezoid
waveforms with the amplitude of 50A and 10A for ch-1 and ch-2, respectively.
Both channels have the same rise time (200µs).

Figure 3.8 depicts the gradient coil current generated by the nonlinear
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controller when the coil is placed inside the scanner bore, and as explained in

section 2.2.7, the oscillatory response can be seen on the current (red waveform)

as the gradient turns on and off. Applying a pre-modified input current obtained

via the current transfer function suppresses the oscillatory behavior and generates

an oscillation-free trapezoid (green waveform).

Figure 3.8: Oscillations on the current after switching on/off the gradient coil
inside the scanner (the red waveform). These oscillations are removed by using the
gradient current transfer function and modifying the input waveform accordingly
(the green one).

3.3.4 MRI experiments

Figure 3.9 (first row) shows the phantom images acquired in the coronal

plane. The reference image was obtained using the scanner gradients. The

uncompensated/compensated image is taken with the home-built Z gradient coil

that generates readout gradients using the linear/nonlinear controller. Droop

in the readout gradient causes the gradient magnitude to deviate from its

desired value, resulting in image deformation (shrinking) along the readout

direction. Yellow arrows indicate these deformations. The nonlinear controller,

which compensates for the droop and provides almost the desired gradient
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waveform, corrects these deformations. The difference images (uncompensated

and compensated images are subtracted from the reference image) are shown in

the second row. The line profiles of difference images show an error in the intensity

of 6 pixels for the uncompensated image (red line), which is nearly corrected in

the compensated image (green line). Although the intensity of images taken with

our gradient coil is higher than the reference image in some areas, the main goal

is to compare the performance of linear and nonlinear controllers. These images

validate the claim that in a gradient system without feedback control, the gradient

chain should be treated as a nonlinear system and use a nonlinear feed-forward

controller to eliminate the GPA and power supply imperfections.

Figure 3.9: Phantom images acquired in the coronal plane using the GRE pulse
sequence (single slice). The uncompensated and compensated images are taken by
applying the currents provided with the linear and nonlinear models, respectively,
as a readout gradient (in z direction, indicated by white arrow). The droop in
the readout gradient when using the linear model results in image deformation
(shrinking) indicated by yellow arrows. The normalized error images and the line
profiles show a significant improvement in the image quality for the compensated
image (acquired using the nonlinear model).

45



3.4 Discussion

In this study, a modified state-space averaging method was used to characterize

the gradient system. The nonlinear effects of switching gradient power amplifiers

were formulated, and a method to compensate for the current droop was

proposed. The SSA method has been used in the literature [27] to model the

transfer properties of the power converters by linearizing the equations around

an operating point; however, to find an accurate model for the gradient system, we

considered the nonlinear equations. The main assumption in this method is the

approximation of the fundamental matrix by its first-order linear term, which is

applicable in our case due to high-frequency PWMs. Using high-order terms will,

of course, improve modeling accuracy; however, the first-order term is preferred

to avoid the calculation complexity. In the circuit model, the amplifier switches

(MOSFETs) are replaced by ideal switches and series resistances (Rds-on), the

gradient coil is modeled as an inductance in series with a resistance, and the

power supply stage is represented only with an ideal DC voltage source and an

RC circuit. Considering the parasitic elements in the circuit model would result

in a more accurate characterization. Therefore, the gradient system was modeled

as a nonlinear, time-invariant system. The digital inverse of this model was used

in the feed-forward path (open loop) to control the PWMs duty cycle and thus

the output current.

The gradient system model and consequently the feed-forward controller (both

linear and nonlinear models) are susceptible to the circuit parameters. The

circuit model lumped elements are assumed to be constant in the operating

bandwidth, but resistances may change due to temperature variation and affect

the output gradient current. The feed-forward controller is also prone to external

disturbances like eddy currents and mechanical vibrations. These issues are

related to the gradient coil, but the focus of this work is on the investigation

of nonlinearities associated with the GPA. Although resistances of the GPA

switches (Rds-on) are also temperature-dependent, the coil resistance (including

connection cables) is dominant, so the GPA thermal effects on the output current

are negligible.
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We used low duty cycle (5%) pulses in measurements to distinguish GPAs

nonlinearity from the coil thermal effects. The thermal effects due to

temperature-dependent resistances are mostly related to the gradient coil and

not the amplifier; therefore, for high-duty cycle applications, the assessment

of gradient coil thermal behavior is necessary. The coil thermal behavior can

also be characterized, and temperature-dependent parameters of the feed-forward

controller can be updated adaptively based on the thermal model.

Although a closed-loop feedback (PID) controller can achieve similar results

on its own, it requires high precision current sensors, which significantly

raises the system cost for array [15] or multi-coil [18] systems with increased

channels. The performance of feedback and feed-forward controllers can also be

compared, which is left for future investigations. The combination of feed-forward

and feedback controllers [77] can also be used to eliminate residual errors

caused by time-varying (temperature-dependent) parameters, eddy currents, and

mechanical vibrations; in this case, the nonlinear feed-forward controller markedly

reduces the load of the feedback loop.

High-resolution PWM signals [67] are essential for the proper functionality of

the nonlinear controller. In some regions (for example, the trapezoid plateau),

the difference in the duty cycle of consecutive PWMs is small, and if the PWM

generation algorithm does not provide enough resolution to be sensitive to those

slight variations, a series of PWMs will have the same duty cycle, resulting in the

unwanted low-frequency oscillation at the output current. Here, the PWMs duty

cycles are generated with 15 bits, corresponding to a temporal resolution of less

than 80ps, minimizing those oscillations. The oscillations mentioned above are

distinct from the current ripples caused by the switching nature of amplifiers [71].

One of the benefits of high-frequency switching PWMs is the reduction

of output current ripples. As the switching frequency increases, the current

ripples become small enough that LC filter stages at the GPA output are no

longer required, resulting in additional cost savings. In the case of using ripple

cancelation filters, the gradient system characterization should take into account

the filter circuit model as well. Another potential advantage is the broadening
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of the operational bandwidth, even in closed-loop controllers. As a result of the

shorter dwell time, gradient waveforms with higher slew rates (lower rise time)

can be generated.

The nonlinear feed-forward controller is also applicable for varying loads.

Because the feed-forward controller depends on the system model (circuit

parameters), any changes in the parameters must be reflected into the

feed-forward controller. For example, in the case of driving a group of coil

elements with a single amplifier by means of switching circuits [78], coil-related

parameters of the controller must be updated. This is easily accomplished by

storing all coil parameters in the FPGA memory and loading the corresponding

one when switching between coil elements occurs.

In the recently introduced array coils or multi-coil technique, gradient coils

have lower inductances than conventional ones; thus, it is possible to achieve the

required current waveforms (with desired amplitude and slew rate) by applying

lower voltages. As the voltage/current ratio decreases, the current droop at the

plateau region of trapezoid waveform increases, and minor distortions appear in

the rise/fall portions. Applying higher voltages (to achieve the same current)

might minimize the droop effect, but it increases the needed power and hardware

cost. The proposed method compensates for the droop by adjusting the PWMs

duty cycles while using the optimum supply voltages.

Sizeable high voltage capacitors (decoupling capacitors) connected in parallel

to the power supplies are responsible primarily for high switching voltages and

currents (rise/fall portions of the trapezoid). Since the maximum required voltage

for the array coils is less than the conventional coils, smaller capacitors with lower

voltage can be used. Although lowering the capacitor value may result in more

droop, it does not affect the output current since the capacitor voltage droop

is considered in the nonlinear model calculations. As a result, the proposed

method allows for smaller capacitors, lowering system costs and physical space

requirements without compromising output quality.

In our experiments, the proposed method was only tested on the Z gradient and
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the readout gradient of a simple GRE sequence as a proof of concept; however,

we expect similar results and performance for X and Y gradients because the

gradient chain circuit is the same for all three axes, and it can also be used

to generate any gradient waveform and compensate for the current droops. The

effect of droop in the gradient current waveforms can be more pronounced in other

applications such as EPI and DWI, which requires long pulses or high gradient

strength, resulting in signal drop and image artifacts.
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Chapter 4

Adaptive Feed-forward Control

of Gradient Currents Using

Gradient Heating Prediction

Preface

First part of this chapter was presented at the Joint Annual Meeting of

International Society for Magnetic Resonance in Medicine-European Society of

Magnetic Resonance in Medicine and Biology [79]. The findings of second

part were submitted and accepted for presentation at the Annual Meeting of

International Society for Magnetic Resonance in Medicine in June 2023 [80].

Some aspects of this chapter including controller implementation, temperature

measurements, and pulse sequence development are done with the help of Ege

Aydin. This chapter’s content is being prepared for publication in a journal, with

Ege Aydin as the first author.
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4.1 Introduction

Accurate gradient fields are mandatory for spatial encoding in MRI, and any

deviation from predefined gradient waveforms results in image artifacts. One

source of perturbation is gradient heating due to ohmic losses in the coils and

power amplifier. The gradient heating increases the total resistance of the

gradient system, which alters the current flowing through the coils if there is no

feedback in the system. Feedback control based on measuring the output current

can eliminate this perturbation [66,77]; however, it necessitates expensive current

sensors. Feed-forward control [15, 51] based on the linear time-invariant (LTI)

model is susceptible to thermal variations because of the underlying assumption of

time invariance. As a result, model parameters deviate from the expected values.

This work aims to model the thermal variation of gradient system to predict and

update feed-forward control parameters. Two approaches are proposed: the first

involves measuring the temperature of the coil windings and solving the thermal

equation numerically, which can only predict gradient coil effects. Second, the

electrical parameters are measured in order to model the gradient coil and power

amplifier simultaneously. The proposed system is free from expensive current

sensors, and therefore it reduces the cost of the gradient array technology.

4.2 Methods

4.2.1 First approach: Measuring the temperature

The LTI model used in feed-forward controllers is:

V (t) = LC
dI(t)

dt
+RCI(t) (4.1)

The LC and RC parameters in this model are not time-dependent; however, this

can be violated due to temperature variation. High currents flowing through the

gradient coil cause a temperature rise in various parts of the gradient system,

mainly in the coil winding. This increase affects the resistance of the gradient

51



coil (RC), which alters the output current. The well-known linear relationship

between temperature and resistance is as follow [81]:

RC(t) = RC(t0) (1 + α (θ(t)− θ(t0))) (4.2)

Here α is the temperature coefficient of copper wire. RC(t0) and θ(t0) are the

initial values of coil’s resistance and temperature, respectively.

Figure 4.1: (A) the block diagram of gradient system with feed-forward controller,
including the updating block. (B) Measurement setup. There are six temperature
sensors; three of them measure the coil winding temperature, and the other
three measure the ambient temperature. The average temperature is used in
calculations.

To improve the controller performance, the RC parameter in Equation 4.1

must be updated based on coil temperature. The thermal differential equation

determines the temperature of a current-carrying conductor [82].

dθ

dt
= k1RC(t)I

2(t)− k2 (θ(t)− θambient) (4.3)
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The solution of this equation is an inverse exponential with a time constant of

τ =
1

k2 − k1αRC(t0)I2
(4.4)

We measure the temperature variation of coil winding while applying a constant

voltage to the coil to determine k1 and k2. The system block diagram

and measurement setup are depicted in Figure 4.1. The resistance updating

module (RUM) calculates the temperature and the coil’s resistance based on an

arbitrary input current waveform and ambient temperature, and updates the

RC parameter in the feed-forward controller. To demonstrate the efficiency of

the proposed method, we drive the coil with a 5-minute continuous trapezoidal

waveform (non-stop EPI readout, 30A peak current), with and without RUM,

and measure the coil current at the start and end of the sequence. To distinguish

temperature-dependent effects from the nonlinear imperfections, we also employ

a nonlinear model [52] that compensates for the droop originating from system

nonlinearities.

4.2.2 Second approach: Measuring electrical parameters

The system setup shown in Figure 4.1B can be modeled with total of three

electrical parameters and the equivalent four thermal parameters (Figure 4.2).

The electrical parameters RL(t), Rsw(t), and L represent coil series resistance,

lumped amplifier switch resistance, and coil inductance. The equivalent thermal

model can be represented with RT and CT parameters. This is done separately

for the lumped amplifier resistance and the coil resistance as they heat and cool

at different rates. The thermal model is dependent on the real power loss on

the gradient coil while the power is dependent on the thermal model output.

Only when a constant current is applied, the thermal model becomes linear and

a time constant can be calculated. The time constant equation (Equation 4.4)

also implies a maximum current value, above which an exponential increase in

temperature occurs.

A calibration sequence is used to determine the model parameters, in which a

known arbitrary voltage waveform is applied to the gradient coil via the gradient
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amplifiers for 6 minutes. Snapshots of the voltage and current waveforms are

taken during this time period. Since the electrical system model describes the

voltage waveform as a linear combination of current and the time derivative of

the current, the instantaneous R and L values can be calculated using the Gram

matrix shown below. ⟨I(t), I(t)⟩
〈
I(t), dI(t)

dt

〉〈
dI(t)
dt

, I(t)
〉 〈

dI(t)
dt

, dI(t)
dt

〉 [
R

L

]
=

 ⟨V (t), I(t)⟩〈
V (t), dI(t)

dt

〉  (4.5)

For each voltage-current pair, the Gram matrix is solved to obtain RL(t) and L

values. Additionally, a single voltage waveform is measured without connecting

the coil to find the voltage drop over the amplifier. This allows us to obtain

RL + Rsw and L values from the Gram matrix. Since this process is carried out

over a 6-minute period, the change in resistance caused by the self-heating of the

resistive elements can be observed. The thermal model parameters are fitted to

the data using the Adam optimizer [83].

Figure 4.2: The total system model that is separated by the electrical and thermal
parts. All temperatures given are effective temperatures stemming from the
lumped model.
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4.2.3 Controller implementation and MRI experiments

Because the thermal time constant is much larger than the electrical time

constant, the thermal model operates independently and updates the resistance

parameter of the feed-forward model. The feed-forward controller is implemented

digitally on an FPGA evaluation board. The images are obtained using Siemens

TimTrio 3T scanner. During the experiments, the scanner Z gradient is

inactivated, and the provided Z gradient coil is used to generate the required

readout gradients in the z-direction. A trigger pulse is taken from the scanner,

synchronizing our applied gradient with the scanner gradients. Since an insert

gradient coil is used, a shielded Tx/Rx birdcage coil is used for RF transmission

and reception inside the gradient coil.

Figure 4.3: Part of a single TR for a single slice of the multi-shot EPI pulse
sequence used for imaging. The next shot for the same slice is scanned 156 ms
later, making the effective TR for a single slice 156 ms. The next slice is scanned
immediately after, which allows maximum use of the readout gradient.

A multi-shot EPI sequence is used for the imaging, which is developed on the

open-source Pulseq framework (Figure 4.3). The total scan time to acquire an
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image is 3.9 seconds (25 TR). One TR scans only 7 lines and lasts 156ms. A total

of 6 slices are scanned within one TR. This results in a 25.3A RMS current while

the entire sequence takes 6 minutes (92 images). For the phantom, a tomato is

used as it is small enough to properly image while having an intricate internal

shape that can expose artifacts caused by heat.

4.3 Results

Figure 4.4A depicts a good match between the measured and predicted

temperatures of the coil winding, indicating the thermal equation’s accuracy.

The ambient temperature was 23.3 °C, and by applying a 25A DC current for 25

minutes, the temperature will reach its steady-state (66 °C). Figure 4.4B shows

the coil resistance and the current flowing through the coil versus time for the

LTI model without the updating feature. As a result of the gradient coil heating,

the coil resistance increases, and the current decreases from its starting value.

Our measurements show a 3.8% decrease in current, but it is higher for higher

amplitude currents.

Figure 4.4: Measured and predicted coil temperature are shown in (A),
demonstrating the accurate prediction of coil temperature variations using the
thermal equation. (B) depicts the coil current and resistance versus time when a
constant voltage is applied to the coil, which indicates an exponentially increase
in the resistance and consequently decrease in the current.
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Figure 4.5 shows a good agreement between the measured (red) and predicted

(green) coil resistances. However, the residual errors could be caused by the

heating of the gradient power amplifier, as we only considered coil winding

resistance in the thermal equation calculation. The predicted coil resistances

when applying a trapezoid current with 50A peak amplitude (10% duty cycle)

and EPI readout waveform with 30A peak current are shown in Figure 4.5 (purple

and yellow, respectively).

Figure 4.5: The red and green curves show the measured and predicted resistance,
respectively. The difference between them is mainly due to the power amplifier
heating, which is not considered in the prediction. Applying different current
waveforms will result in different predictions; for example, a trapezoid (50A peak
amplitude and 10% duty cycle) and EPI (±30A).

Figure 4.6 demonstrates the coil current measurements at the onset and

after 5 minutes while applying the continuous trapezoidal waveform, with and

without RUM. The coil’s current begins with the desired waveform; however,

with fixed model parameters, its amplitude gradually decreases due to gradient

heating (Figure 4.6A). The reduction is greater than our predicted value because

the power amplifier heating causes an additional reduction in the current. By

activating the updating block, the feed-forward controller will be able to provide
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the desired current at the output, as shown in Figure 4.6B.

Figure 4.6: A 5-minute EPI waveform was applied to the coil, and the currents
were captured at the start and end of the period. (A) show the currents without
updating the coil resistance in the model, which results in a 17% reduction in the
current amplitude after 5 minutes. Adding the updating feature will compensate
for the reduction and provide the desired waveform during the operation period
(B).

The results in Figure 4.4 through 4.6 are related to the first approach which

illustrate the effect of gradient coil heating only. Similar results can be achieved

for the second approach by including the gradient amplifier heating. The MRI

experiments are conducted using the second approach. Figure 4.7 demonstrates

that the image shrinks along the readout direction when the gradient coil and

power amplifier heat up. Due to the heating, the gradient current reduces during

the scan (because of temperature-dependent resistances). As a result, the width

of the image reduces gradually.The object width is derived from the total pixel

count in the readout direction over some threshold. Images and current waveforms

are captured by 90 seconds apart. The current and the image width show around

an 18% reduction in 6 minutes. In Figure 4.8, the thermal model compensates

for the change in resistance, and the feed-forward controller can provide more

reliable gradient currents. Therefore, the image size variations become minimal,

with a 2% deviation in the current.
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Figure 4.7: MRI experiment results without resistance prediction.

Figure 4.8: MRI experiment results with resistance prediction.
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4.4 Discussion

In this chapter, the time-variant parameter of the feed-forward controller was

updated by predicting the thermal behavior of the gradient coil and power

amplifier. Measurements confirmed that the LTI model, which is prone to

time-varying parameters, cannot provide accurate waveforms as variations in the

resistive parts alter the output current. According to the results, any increase in

resistive parts, decreases the output current and, consequently, the gradient field

strength. Due to the deviation of generated readout gradient from the desired

gradient, image deformations are visible in the readout direction. Such effects

are more noticeable with dense pulse sequences that heat the system quickly,

such as the ones used for fMRI applications. The proposed method updates

the LTI model parameters to achieve the target gradient waveform. In order to

further reduce the error in parameters prediction, higher order models can be

implemented. Due to the lack of a water cooling system, measurements were

conducted with currents less than 30A. We expect the accurate functionality of

the proposed methods in the presence of cooling system, which will only change

the rate of heat transfer and thus the system time constant.
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Chapter 5

Discussion and Conclusion

In Chapter 2, we discussed how to use gradient array technology to minimize the

induced electric field caused by switching gradient waveforms. Understanding

and predicting peripheral nerve stimulation caused by gradient coils necessitates

a thorough understanding of electromagnetic fields induction in the body and

their interaction with nerve fibers. However, the maximum induced electric field

is a commonly used measure of the PNS thresholds due to its simple determination

from the input waveforms. Conventional coils are designed for a fixed ROL

with a specific linearity error, and these parameters, which are important in

determining the E-fields, cannot be changed after the coil is manufactured. Even

after fabrication, an array design can be optimized using various combinations of

feeding currents. Firstly, a Z gradient array coil was used to generate a target

magnetic field within a flexible shape ROL while considering E-field thresholds as

a constraint. The results demonstrated that induced E-field in a heterogeneous

body model could be significantly reduced when the linear gradient is required in

a small region (disk-shaped ROL). It was shown that E-fields could be reduced

even further by including an E-field constraint in the optimization process. In this

chapter, a limited set of volumetric pixels (2000 pixels with the highest E-field

value) were used for the E-filed constraint to reduce the computational time,

which may affect optimization performance. Secondly, a whole-body gradient

array that included all three gradients (X, Y, and Z) was introduced. We
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developed an optimization problem with the peak induced E-field as the objective

function and the current amplitudes as unknown parameters. The coil dimensions

and winding pattern were fixed during the optimization, but other engineering

metrics such as ROL, field linearity, torque, the magnetic field at the cryostat, and

maximum applied current were flexible. By optimizing the currents, minimum

E-field design was achieved for various cases: 1) whole-body imaging or standard

mode operation, 2) small spherical ROL for head imaging with flexible linearity

error, 3) disk-shaped ROL or slice-based gradient field generation, and 4) an

off-center oblique slice. We did not attempt to optimize the gradient array coil

design in this preliminary work. For example, coil dimensions, X and Y coil

winding patterns, shielding performance, and power consumption are chosen in

a manner similar to a conventional gradient coil designed by Sim4Life software.

A simplified body model with uniform interior electrical properties was used for

the E-field calculation in this study; however, similar performance is expected

for heterogeneous body models. The optimization problem can be modified to

maximize the gradient strength (with a constant slew rate) while considering

the E-field (PNS) thresholds as a nonlinear inequality constraint. Alternatively,

the gradient array coil can be optimized to achieve the highest possible gradient

strength and slew rate without causing PNS.

As discussed in Chapter 3, providing accurate gradient coil currents might be

challenging due to hardware imperfections. Conventional gradient systems use

closed-loop feedback controllers to track the command input current precisely.

Thus, they require high-precision high-cost current sensors. Gradient array

systems utilize multiple gradient coils and hence need many current sensors

for the feedback loop, which significantly increases the system cost. Therefore,

feed-forward controllers might be preferable to avoid using measurement data

and expensive current sensors. Because the gradient chain is generally

nonlinear, using linear models cannot compensate for imperfections coming

from nonlinearities. To address this issue, a nonlinear second-order model

(feed-forward controller) was introduced for the gradient chain, including the

gradient coil, gradient power amplifier, and power supply. The focus of this work

was the investigation of nonlinearities associated with the GPA and compensation
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for GPA’s imperfections rather than the gradient coil’s. A new technique

for generating high-switching and high-resolution pulse width modulation to

drive power amplifiers was introduced to ensure the proper functionality of the

proposed controller. Experimental measurements and MRI images depicted the

performance of the feed-forward controller in nonlinear droop compensation. The

gradient system model, and thus the feed-forward controller, is susceptible to

the circuit parameters. The circuit model’s lumped elements were assumed to

be constant over the operating bandwidth, but resistances can change due to

temperature variation, affecting the output gradient current.

To address the gradient heating issues, two approaches were proposed in

Chapter 4. First, to consider time-varying parameters (temperature-dependent

resistances) in the feed-forward controller, it is possible to measure the gradient

coil temperature and update the controller coefficients in real-time. To accomplish

this, the temperature variations of the system were measured once, and the

variations of controller coefficients were predicted by solving the thermal equation

based on the measurement data. In the second approach, the electrical

parameters were measured in order to model the gradient coil and power amplifier

simultaneously. A calibration sequence (arbitrary voltage waveform) was applied

to the gradient coil via the gradient amplifiers for 6 minutes. Snapshots of

the voltage and current waveforms were taken during this time period. For

each voltage-current pair, the Gram matrix was solved to obtain the controller

coefficients. Due to the lack of a water cooling system, measurements were

conducted with currents less than 30A. We expect the accurate functionality

of the proposed methods in the presence of a cooling system, which will only

change the rate of heat transfer and, thus, the system time constant.

In this PhD thesis we focused on two main goals: first, gradient array coils

were used to increase PNS thresholds by minimizing induced E-fields. Second,

improving the hardware performance of gradient array technology and lowering its

cost through the use of feed-forward controllers. Gradient systems are an essential

part of magnetic resonance scanners because the spatial distribution of gradient

fields encodes the spin locations. Converting conventional gradient coils into an

array system necessitates some hardware challenges in exchange for a significant
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increase in gradient field design flexibility. In [16], some hardware challenges

and solutions for a gradient array system were discussed. Most gradient coil

design parameters can be adjusted even after fabrication with a gradient array

coil simply by optimizing the feeding current. The choice of these parameters

can significantly impact the performance of gradient coils. This means that

existing MRI scanners can be upgraded to include array technology to provide

more specialized and advanced functionalities. We only demonstrated the use

of array design to reduce E-fields here; however, the optimization problem can

be formulated for other objective functions such as maximum gradient strength,

maximum slew rate, minimum peak linearity error, and minimum RMS current,

depending on the requirements of a particular scan. The optimization problem

can be performed offline for a variety of applications, and the resulting solutions

can be stored in a look-up table; therefore, users can select the mode of operation

based on the application. Hardware implementation of the gradient array system

is challenging because of the high number of channels. Feed-forward controllers

and low-cost GPAs are preferred for array design to reduce total system cost;

however, controlling the gradient current becomes more complicated as the

number of coils increases due to mutual coupling between the channels. Regarding

our simulation results from Chapter 2, the maximum current that the hardware

can supply limits the optimization performance. To address this issue, GPAs with

high current can be used, raising the system cost. Alternatively, the coil winding

can be modified so that a high number of turns are used instead of increasing the

current.

In conclusion, this PhD thesis demonstrated the benefit and feasibility of

gradient array technology to motivate studies in this field further and accelerate

the clinical use of this technology.
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[66] J. A. Sabaté, R. R. Wang, F. Tao, and S. Chi, “Magnetic resonance imaging

power: High-performance mva gradient drivers,” IEEE Journal of Emerging

and Selected Topics in Power Electronics, vol. 4, no. 1, pp. 280–292, 2015.

[67] V. Acikel, A. Dogan, F. E. Filci, G. Cansiz, and E. Atalar, “High resolution

pwm generation for high frequency switching gradient amplifier control,”

in Proceedings of the 27th Annual Meeting of ISMRM, Montréal, Québec,
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Appendix A

Digital Feedback Design for

Mutual Coupling Compensation

in Gradient Array System

Preface

The contents of this chapter were presented at the the 28th Annual Meeting

of International Society for Magnetic Resonance in Medicine [77]. ASELSAN

supplied the current sensors and gradient power amplifiers used in this study.

A.1 Introduction

Gradient array systems have been used to generate dynamically controllable

magnetic field profiles [14, 15, 20, 22]. In these systems, multiple gradient coils

are driven individually by independent gradient power amplifiers (GPAs). The

accuracy of the gradient current waveforms has a significant effect on the image

quality and providing gradient coil currents with high fidelity might be challenging
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due to mutual coupling between coils, GPA imperfections, and time-varying

parameters in the gradient hardware. Although considering first-order model of

the system in feed-forward including mutual coupling provides adequate currents

to the coils [15], residual errors due to measurement errors in the determination of

the model parameters, not considering GPAs parameters in the model, high order

effects and time-varying parameters can still decrease the accuracy of coil currents

time-courses. A closed-loop feedback can be used to overcome these imperfections

[24]. In this work, a digital real-time (proportional–integral–derivative) PID

controller is designed to compensate for the mutual coupling effect which is not

corrected by the feed-forward model. The controller also degrades the current

waveforms sensitivity to the time-varying parameters and undesired external

disturbances like droop in the supply voltage.

A.2 Methods

The schematic and block diagram of the gradient array system are shown in

Figure A.1. A typical trapezoid current waveform is used to drive two channels

of Z gradient array coils. The hardware limitations are considered in designing

current waveforms. The first-order model including the mutual coupling provides

the required voltage. This model acts like a multi-input-multi-output (MIMO)

proportional-derivative (PD) controller in the open-loop configuration. The

parameters were determined by measuring self-inductance, mutual-inductance,

and resistance of coils.[
v1(t)

v2(t)

]
=

[
L1 M

M L2

][
di1(t)
dt

di2(t)
dt

]
+

[
R1 0

0 R2

][
i1(t)

i2(t)

]
(A.1)

The close-loop feedback PID controller is used in parallel with the feed-forward

model which will update the required voltage to minimize the error between the

desired input and measured output. The transfer function analysis can be used

for the determination of the PID parameters.

Im(s) = [I +Gc(s)Gp(s)]
−1 [Gm(s)Gp(s) +Gc(s)Gp(s)] Id(s) (A.2)
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Figure A.1: (A) the schematic of the gradient array system. A combination of
feed-forward and feedback provides the desired voltage. Generated PWM signals
will amplify and apply to the gradient coil. The analog data coming from the
current sensor will be digitized and used in the feedback loop. (B) All the system
can be shown by 3 transfer function blocks in the frequency domain. Gp(s)
contains all the analog part. Gm(s) and Gc(s) are the model of system and
controller transfer functions, respectively.

Where, Gm(s), Gp(s), and Gc(s) are transfer functions for the system model,

gradient coil with amplifier and PID controller respectively. Assuming no mutual

coupling and single-input-single-output PID, the transfer function for the channel

1 is as follow:
Im1(s)

Id1(s)
=

Gm1(s)Gp1(s) +Gc1(s)Gp1(s)

1 +Gc1(s)Gp1(s)
(A.3)

Gm1(s) is the first-order model of channel 1 which is the inverse of Gp1(s) in the

ideal case. Assuming Gm1(s)Gp1(s) ≈ 1, to have an accurate regulation on the

channel-1 current, |Gc1(s)Gp1(s)| ≫ 1. Therefore, by increasing the gain of the

controller (Gc1) at the operating frequency, the measured current approaches to
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the desired one. The PID block changes the desired voltage in a real-time fashion

which results in a change in the duty cycle of PWM signals. This derivation can

be extended to a MIMO controller with considering the mutual coupling.

The transfer function analysis reveals two things, (a) if the model of system

can be determined exactly, there is no need for the feedback loop. However, in

the real case, the imperfections and measurement errors affect the system which

cannot be modeled, (b) considering mutual coupling in the system model is not

compulsory and the feedback loop can compensate for it.

The whole control system was designed digitally using the Xilinx VC707 FPGA

board. The PWM signals were generated with 15-bit resolution and duty cycles

can be controlled in the range of picosecond. A home-built full-bridge power

amplifier with 1MHz effective switching frequency is used to provide the desired

voltages and currents at the output. The coil currents were measured by fluxgate

current sensor (IT 205-S).

A.3 Results

To demonstrate the advantage of the proposed method, simulation results for two

channels with 100A input current are compared using feed-forward only, feedback

only, and a combination of feed-forward and feedback (Figure A.2). The second

order behavior of a gradient coil with an amplifier is taken into account, and

a 2% error is added to the model parameters to represent measurement errors.

The Ziegler-Nichols method is used to tune PID coefficients. Figure A.2 shows

that feed-forward alone cannot compensate for system uncertainties; feedback

alone cannot correct rising and falling portions due to mutual coupling; however,

feed-forward plus feedback provides nearly perfect regulation of output currents.

Figure A.3 illustrate experimental results that are consistent with simulations.

Due to hardware limitations, the experiments use a maximum current of 25A.

Image simulations are also performed to demonstrate the effectiveness of each
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Figure A.2: Simulations: gradient coil current for feed-forward only, feedback
only, and feed-forward+feedback controllers.

Figure A.3: Experiments: gradient coil current for feed-forward only, feedback
only, and feed-forward+feedback controllers.

controller (Figure A.4). For this purpose, a gradient echo sequence (single slice)

with the under test waveforms as a readout gradient is used. The maximum

normalized error for feed-forward only and feedback only is 64% and 10%,

respectively. However, for feed-forward plus feedback the maximum normalized

error is 0.56%, which shows a significant improvement.
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Figure A.4: Image simulations, ideal case and for each controller (first row),
difference images (second row).

A.4 Discussion

In this work, to compensate the mutual coupling and undesired imperfections,

a real-time digital PID controller design is proposed. The feedback loop in

combination with the feed-forward PD model provides the desired voltage which

has to be applied to the coils. The PID controller can adjust the PWMs duty

cycle in order to minimize the error between the desired and measured current.

Although adding PID can make the correction for the undesired distortions, the

stability of the system has to be considered in the presence of the controller. To

have a perfect current regulation, the gain of controller has to be high which may

cause instability in the system or exceeds the GPAs limitation.

81



Appendix B

Design and Implementation of

High Switching Frequency

Gradient Power Amplifier Using

eGaN Devices

Preface

The contents of this chapter were presented at the 29th Annual Meeting of

International Society for Magnetic Resonance in Medicine [70]. The LC low

pass filter is designed and tested by Soheil Taraghinia. The GPA functionality

has been tested with the help of Volkan Acikel and Soheil Taraghinia.

B.1 Introduction

Switching H-bridge gradient power amplifiers (GPAs) are the most popular

systems in the MRI scanners. The MR image quality highly depends on
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the fidelity of the output current. The pulse width modulation (PWM)

switching frequency in a conventional GPA is about 100 kHz. This is achieved

by interleaving multiple amplifier stages with IGBT modules or using new

generation silicon carbide (SiC) switching devices and fewer power stages

[66]. The attenuation of ripple currents and switching noises is necessary to

prevent image quality degradation. Multiple stages of LC low pass filters,

coupled-inductor-based ripple cancellation [71], and optimum-phase PWM signals

[72, 73] are the most common methods to attenuate ripple currents. Recently

developed gradient arrays and high order active shimming systems [84] draw

attention due to their flexibility and promising applications. In this work, a

single-stage gradient amplifier prototype with 150V/50A voltage and current

ratings and 1MHz effective PWM frequency is put into practice by utilizing new

generation e-mode gallium nitride (eGaN) power transistors. A single-stage LC

low pass filter to attenuate the 1MHz ripple current is designed and implemented.

B.2 Methods

By the introduction of SiC and eGaN transistors, conventional designs,

implementing IGBT or Si modules can be upgraded accordingly. Compared

to SiC devices, eGaN transistors have the advantage of 3-5 times higher

electron mobility [85]. The eGaN transistors can operate in high-voltage,

high-temperature, and high-frequency reliability. Furthermore, a gradient array’s

power requirement is significantly less for each channel compared to conventional

systems [15]. Therefore, we fabricated a 150V/50A one-stage full-bridge GPA for

an insert gradient array system utilizing two parallel eGaN for high- and low-sides

separately (Figure B.1). A center-aligned 500kHz PWM signal is used that results

in a 1MHz effective PWM frequency. Floating supplies are designed for both

high- and low-sides to supply gate-driver ICs. Deadtime between high side and

low side switches are implemented to prevent shoot-through. A Virtex-7 family

(VC707) evaluation board is used to generate high-resolution PWM pulses [67].

The half-bridge module is placed on a heat sink, which is air-cooled.
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Figure B.1: Simplified circuit diagram of 150V/50A half-bridge for gradient
array applications using eGaN transistors. Two parallel transistors are used as a
switching element. Two of these modules are used for one full bridge driver.

The size of passive components, the amount of phase shift introduced to the

control loop, the inductance value used in the filter compared to the inductance

of the load, and simplicity are the essential filter design parameters. Figure

B.2 depicts a single-stage differential LC filter used at the output of the H-bridge

driver. Since the ripple current frequency is at 1MHz, the filter’s cut-off frequency

is adjusted to about 50kHz, allowing high bandwidth for gradient amplifier and

sufficient ripple current attenuation.

Figure B.2: Circuit diagram and fabricated differential one stage LC filter.
Cut-off frequency is about 50kHz to attenuate ripple current with 1MHz
frequency. Capacitor values are decreasing towards our switching frequency which
degrades attenuation ratio.
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B.3 Results

Figure B.3A shows the measured control PWM signals and switched 150V pulses

at the H-bridge amplifier’s output without load and LC filter at 1MHz effective

frequency. In Figure B.3B, the thermal camera capture exhibits the transistors’

temperature, indicating that the high switching did not reduce efficiency.

Figure B.3: (A) Measured PWM signals at the input (bottom) and output (top)
of the H-bridge with 150V supply without load at 1MHz effective switching
frequency. (B) Temperature increase of GaN transistors to 38°C from room
temperature for about five minutes of operation condition in (A).

Figure B.4A depicts a trapezoidal current waveform flowing in a 410µH coil

with 50A flat-top current and 200µs rise/fall time with filter. Temperature

increase for five minutes of operation with a 10% duty cycle is shown in Figure

B.4, indicating good thermal conductivity. Figure B.5 shows a zoomed version

of the current and voltage waveform in Figure B.4 applied to the coil with and

without an LC filter. Good ripple current attenuation and minimum gradient

current distortion are achieved.

B.4 Discussion

In this work, the feasibility of using eGaN transistors for high switching frequency

H-bridge current driver for gradient array applications was shown. Cascade and
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Figure B.4: (A) Measured trapezoidal current waveform with 50A flat top
amplitude and 0.25A/µs slew rate with filter. (B) Temperature of eGaN
transistors to 45°C from room temperature for the current on (A) with 10%
duty cycle and five minutes of operation. Zoomed version of the current is shown
in Figure B.5

Figure B.5: Zoomed current (top) and voltage (bottom) applied to the coil
without (A) and with (B) filter. Peak-to-peak ripple current is reduced more
than twelve times by using the LC filter. Small resistance of the coil (about
200mΩ) requires small voltage levels and PWM duty cycle.
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parallel configurations can be utilized in order to deliver higher current and

voltage with high effective PWM frequencies. Although the fabricated H-bridge

modules are designed to be capable of 400V/100A operation ratings, smaller

ratings were tested to be on the safe side. Ripple currents with high frequencies

resulted in moderate filter requirements. The voltage needed to achieve the

desired slew rate is reduced due to smaller inductance values in the filter. The

capacitors’ self-resonance frequency must be high enough to maintain the filter’s

effectiveness at switching frequencies. Since the closed-loop control system was

not utilized in this configuration, the filter’s effect on the control loop was not

evaluated, and it will be considered future work.
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