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ICS 2016 General Chairs’ Welcome 

On behalf of the ICS organizing committee, we are very pleased to welcome you to Istanbul, Turkey, for the 30th 

International Conference on Supercomputing (ICS-2016) on June 1-3, 2016. Istanbul is a jewel of a city, with its unique 

historical depth and splendid natural beauty, blended into a modern metropolis. Each civilization that has made Istanbul its 

home has left its mark in sublime and splendid ways, and the result is a city that gives one the feeling of universal history at 

every step from the Roman era to the Byzantine and Ottoman eras.  

Visitors will enjoy a wide variety of activities in a city where two continents meet on the blue waters of the Bosphorus to 

offer an abundance of unique natural, historical, cultural, and culinary experiences. Many of the historical sites including the 

Blue Mosque, Hagia (St.) Sophia, Hippodrome, Grand Covered Bazaar, Obelisk of Theodosius, Serpentine Column, The 

Maiden's Tower, Galata, and Basilica Cistern will be explored as part of our social activity. The conference banquet will be 

held at the Bosphorus, where we will enjoy a view of Asia and Europe simultaneously.  

ICS is the premier international forum for the presentation of research results in high-performance computing systems and 

supercomputing. This year is no different thanks to the organizing committee, reviewers, contributing authors, and 

particularly the program committee and the chairs, Mahmut Kandemir and Onur Mutlu. The program committee selected an 

extremely interesting program. Several exciting tutorials will also be part of the conference. We would like to thank all 

members of the organizing committee and steering committee as well as the technical program committee and the external 

reviewers.  

We would also like to thank the corporate supporters of ICS who have provided generous financial support: ARM and IBM – 

our primary supporters this year. Our thanks also go to ACM SIGARCH for sponsoring the event. 

We hope you find the program exciting, as we have a packed program with 43 technical papers, two keynotes, and a lightning 

session. 

Let us meet where continents meet! 

Ozcan Ozturk     Kemal Ebcioglu 
ICS 2016 General co-Chair   ICS 2016 General co-Chair 

Bilkent University    Global Supercomputing  
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Message from ICS 2016 Program Chairs 

It is our great pleasure to welcome you to the technical program of the 30th International Conference on Supercomputing – 

ICS 2016! This year’s conference, hosted in Istanbul, continues and reinforces the long-standing ICS tradition of being a 
primary venue for publishing and presenting top-notch research contributions in supercomputing, spanning high-performance 

computing, programming models, architecture design, system software support, commercial/experimental systems, and much 

more.   

This year’s program consists of 43 technical papers and two keynote speeches, by Yale Patt and Wen-mei Hwu. We made 

two notable changes compared to past ICS meetings. First, the technical program this year includes a lightning session, 

during which each paper’s key idea is to be presented for at most 60 seconds. We believe the benefits of the lightning session 

are many: it enables all attendees to get an overview of the conference quickly, e.g., to decide which talks to attend; it enables 

the attendees to get a quick grasp of the key contributions of each paper; and it provides a fair chance to each paper to be 

presented at the same time when almost all conference attendees are likely to be present in a single session. Second, we 

reduced the length of each presentation to 16 minutes (plus 4 minutes for questions) so that we could keep the conference 

mostly as single track.   

The 43 papers in this year’s program were selected out of 180 submissions (12.5% more than last year). This year shares the 

third place in number of submissions along with ICS 1999 and ICS 2010. Out of these submissions, 25 were co-authored by 

PC members.  

The Program Committee (PC), consisting of 50 experts, of diverse backgrounds, selected the papers to be presented at the 

conference. The committee was aided by 29 external reviewers, who provided expert opinions on most papers. In total, 79 

reviewers wrote 952 reviews, 899 of which were by PC members. The average number of reviews per paper was 5.3. All 

submissions received at least 4 reviews, 112 received 5 reviews, and 61 received at least 6 reviews. We, as PC chairs, 

assigned all reviewers for all papers, except for two, for which we both had conflicts with. The review and decision process 

for these two submissions were handled by Bruce Childers, to whom our special thanks go. 

We briefly describe the paper review and discussion process we used. The authors were given a chance to respond to initial 

reviews during a 4-day rebuttal period. After we received the initial reviews, we started the online discussion among 

reviewers to start building consensus. For submissions that received low scores or had low expertise levels during this time, 

we assigned additional PC reviewers. The online discussion among reviewers continued after the authors submitted rebuttals, 

which all PC members were advised to read and take into account, until the end of the PC meeting. We, as PC chairs, 

oversaw and moderated the online discussion of the papers, and divided them into three categories immediately before the PC 
meeting: online-accept (to be accepted without discussion at the PC meeting), PC-discuss (to be discussed at the PC meeting), 

likely-reject (likely to be rejected without discussion, unless a PC member requested discussion). 16 papers were accepted 

online before the PC meeting and did not require discussion, which enabled the PC to focus on papers that needed more 

discussion.  

The Program Committee met in person at the Hilton Chicago O’Hare Airport on March 18, 2016, for a full day, to make 

accept/reject decisions on papers. 47 PC members were present at the meeting. Before the meeting, we (PC Chairs) used 

multiple metrics to divide the papers to be discussed into four categories (A1, A2, B, C), to aid the PC discussion, and 

assigned discussion leads who would start and lead the discussion of each paper. A total of 60 papers were discussed at the 

meeting. Most of the effort of the committee focused on the 40 papers in the A2 ad B categories, for which had the most 

diverging opinions among reviewers. 9 of the 10 papers in the A1 category were accepted; none of the 10 papers in the C 

category were accepted; and 18 of the 40 papers in the A2 and B categories were accepted. During the full-day PC meeting, 

all papers with a possible path to acceptance were discussed. As is customary, during the discussion of a paper, the PC 

members who had a conflict of interest left the room.  

For each paper discussed during the PC meeting, the accept/reject decision was made through building consensus across the 

entire PC. We did not resort to voting in the accept/reject decision for any paper. In the end, the PC accepted 30 papers 

unconditionally (of which 16 were online accepts) and 13 papers conditionally. Each conditionally accepted paper was 
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assigned an anonymous shepherd, who worked with the authors, via the submission software, to ensure the revised paper 

adequately addressed the critical reviewer feedback. All conditionally-accepted papers were eventually accepted, resulting in 

an acceptance rate of 24%.  The acceptance rates of the PC and non-PC authored papers were very similar. 

At the end of the PC meeting, the discussion lead provided an author-visible summary of the PC meeting and online 

discussion for papers that were discussed but rejected. The goal of this summary is to provide insight and transparency into 

the reasons as to why the PC thought the paper was not acceptable. The summaries were provided solely for the benefit of the 

authors, and we believe they are important to keep the conference accept/reject decision process transparent. 

We would like to thank the Program Committee members for their hard work, fairness, and collegiality during the entire 

process. We also would like to thank the external reviewers for their dedicated service. This program could not have been 

possible without their exceptional diligence and professionalism. We also thank the submission chair, Ashutosh Pattniak, for 

managing the submission process smoothly and Rachata Ausavarungnirun for helping us during the meeting. Their help has 

been invaluable. 

The technical program of this year’s ICS contains the papers accepted, two keynote talks by Yale Patt and Wen-mei Hwu, as 

well as three tutorials. We would like to thank our keynote speakers for accepting our invitation. 

And, finally, we would like to thank all authors and attendees. We believe the quality of the submissions we received enabled 

us to form a strong and diverse technical program. 

We hope your ICS attendance this year will be very rewarding. Please enjoy the technical program along with the amazing 

city of Istanbul! 

Mahmut Kandemir, Pennsylvania State University 

Onur Mutlu, ETH Zurich and Carnegie Mellon University 

ICS 2016 Program Co-Chairs 
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Keynote I 
 

Performance = Bandwidth divided by Latency 
 

Dr. Yale Patt 
 

Professor of Electrical and Computer Engineering,  
Ernest Cockrell, Jr. Centennial Chair in Engineering, and  

University Distinguished Teaching Professor,  
The University of Texas at Austin 

 
 

Abstract: Supercomputing has always required the ultimate in performance, and if you look at the 

evidence (e.g., the Famous Top 500), you would think "Performance" equals "Bandwidth." 

Unfortunately, it matters how long it takes to get something done. Otherwise, for example, it would be a 

win to do a minimal power 64 bit integer add by streaming the bits serially through a full adder and latch 

in 64 cycles. Clearly, latency matters. In this talk I would like to look at some of the opportunities for 

decreasing latency, and how the language designer, programmer, compiler writer, and microarchitect 

can all contribute to this aspect of Supercomputing performance. 

 

 

Bio: Yale Patt is Professor of Electrical and Computer Engineering and the Ernest Cockrell, Jr. 

Centennial Chair in Engineering at The University of Texas at Austin. He enjoys equally teaching 

freshmen, teaching graduate students, and directing the research of six PhD students in high 

performance computer implementation. He has, for more than 50 years, combined an active research 

program with extensive consulting and a strong commitment to teaching. The focus of his research is 

generally five to ten years beyond what industry provides at that point in time. His rationale has always 

been that he does not do revenue shipments, preferring to produce knowledge that will be useful to 

future revenue shipments and, more importantly, graduates who will design those future products. 
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Keynote II 
 

Innovative Applications and Technology Pivots – A Perfect Storm in Computing 
 

Dr. Wen-mei W. Hwu 
 

Professor and Sanders-AMD chair 
University of Illinois, Urbana-Champaign 

 
 

Abstract: Since early 2000, we have been experiencing two very important developments in 

computing. One is that a tremendous amount of resources have been invested into innovative 

applications such as first-principle based models, deep learning and cognitive computing. The other 

part is that the industry has been taking a technological path where application performance and power 

efficiency vary by more than two orders of magnitude depending on their parallelism, heterogeneity, 

and locality. Since then, most of the top supercomputers in the world are heterogeneous parallel 

computing systems. New standards such as the Heterogeneous Systems Architecture (HSA) are 

emerging to facilitate software development. Much has been and needs to be learned about of 

algorithms, languages, compilers and hardware architecture in this movement. What are the 

applications that continue to drive the technology development? How hard is it to program these 

systems today? How will we programming these systems in the future? How will innovations in memory 

devices present further opportunities and challenges? What is the impact on long-term software 

engineering cost on applications? In this talk, I will present some research opportunities and challenges 

that are brought about by this perfect storm. 

 

Bio: Wen-mei W. Hwu is a Professor and holds the Sanders-AMD Endowed Chair in the Department of 

Electrical and Computer Engineering, University of Illinois at Urbana-Champaign. He is also CTO of 

MulticoreWare Inc., chief scientist of UIUC Parallel Computing Institute and director of the IMPACT 

research group (www.crhc.uiuc.edu/Impact). He directs the UIUC CUDA Center of Excellence and 

serves as one of the principal investigators of the NSF Blue Waters Petascale supercomputer. For his 

contributions, he received the ACM SigArch Maurice Wilkes Award, the ACM Grace Murray Hopper 

Award, the ISCA Influential Paper Award, the IEEE Computer Society B. R. Rau Award and the 

Distinguished Alumni Award in Computer Science of the University of California, Berkeley. He is a 

fellow of IEEE and ACM. Dr. Hwu received his Ph.D. degree in Computer Science from the University 

of California, Berkeley. 
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