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ABSTRACT

BANDWIDTH-AWARE AND ENERGY-EFFICIENT
STREAM MULTICASTING PROTOCOLS FOR

WIRELESS MULTIMEDIA SENSOR NETWORKS

Burcu Yargıçoğlu

M.S. in Computer Engineering

Supervisor: Asst. Prof. Dr. İbrahim Körpeoğlu

August, 2010

In recent years, the interest in wireless sensor networks has grown and resulted

in the integration of low-power wireless technologies with cameras and micro-

phones enabling video and audio transport through a sensor network besides

transporting low-rate environmental measurement-data. These sensor networks

are called wireless multimedia sensor networks (WMSN) and are still constrained

in terms of battery, memory and achievable data rate. Hence, delivering mul-

timedia content in such an environment has become a new research challenge.

Depending on the application, content may need to be delivered to a single des-

tination (unicast) or multiple destinations (multicast). In this work, we consider

the problem of efficiently and effectively delivering a multimedia stream to mul-

tiple destinations, i.e. the multimedia multicasting problem, in wireless sensor

networks. Existing multicasting solutions for wireless sensor networks provide

energy efficiency for low-bandwidth and delay-tolerant data. The aim of this

work is to provide a framework that will enable multicasting of relatively high-

rate and long-durational multimedia streams while trying to meet the desired

quality-of-service requirements. To provide the desired bandwidth to a multicast

stream, our framework tries to discover, select and use multicasting paths that go

through uncongested nodes and in this way have enough bandwidth, while also

considering energy efficiency in the sensor network. As part of our framework,

we propose a multicasting scheme, with both a centralized and distributed ver-

sion, that can form energy-efficient multicast trees with enough bandwidth. We

evaluated the performance of our proposed scheme via simulations and observed

that our scheme can effectively construct such multicast trees.

Keywords: Wireless sensor networks, Wireless multimedia sensor networks,

Streaming media, Multicasting, Multicast trees.
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ÖZET

KABLOSUZ ÇOKLUORTAM ALGILAYICI
AĞLARINDA BANT GENİŞLİĞİ BİLİNÇLİ VE ENERJİ

İDARELİ VERİ AKIŞI ÇOĞA GÖNDERİM
PROTOKOLLERİ

Burcu Yargıçoğlu

Bilgisayar Mühendisliği,, Yüksek Lisans

Tez Yöneticisi: Y. Doç. Dr. İbrahim Körpeoğlu

Austos, 2010

Kablosuz algılayıcı ağlarına olan ilgi yakın zamanda büyüdü ve bu düşük güçlü

kablosuz teknolojilerin kamera ve mikrofonlarla birleşmesiyle, düşük hızlı çevresel

ölçüm verisi dışında, görüntü ve ses algılayıcı ağlarda gönderilebilmeye başlandı.

Bu algılayıcı ağlara, kablosuz çokluortam algılayıcı ağları deniliyor ve pil, hafıza

ve erişilebilir veri hızı yönünden hala kısıtlılar. Bu yüzden böyle bir ortamda

çokluortam içeriği gönderimi yeni bir araştırma konusu haline geldi. Uygula-

maya bağlı olarak, içeriğin tek bir hedefe yada birden fazla hedeflere gönderilmesi

gerekebilir. Bu çalışmada bizler, bir çokluortam veri akışını birden fazla hedefe

verimli ve etkili bir şekilde gönderim problemini ele aldık, örnek olarak kablo-

suz algılayıcı ağlarındaki çokluortam çoğagönderim problemini verebiliriz. Bu

ağlarda öne sürülmüş var olan çoğagönderim çözümleri az bant genişliği kul-

lanan ve gecikmeyi idare edebilen veriler için enerji verimliliği sağlayabiliyorlar.

Bu çalışmanın amacı ise, nispeten daha yüksek hızlı ve uzun süreli çokluortam

veri akışları için istenilen servis kalitesini karşılamaya çalışan bir çoğagönderim

sistemi oluşturmaktır. Çalışmamızın bir parçası olarak, yeterli bant genişliğine

sahip olan, enerji verimli çoğagönderim ağacı oluşturabilen, bir merkezi bir de

dağıtık versiyonlu çoğagönderim şeması oluşturduk. Simülasyonlar aracılığıyla

önerdiğimiz protokollerimizin performansını inceledik ve sonucunda istenilen

çoğagönderim ağaçlarını etkili bir şekilde oluşturabildiğini gördük.

Anahtar sözcükler : Kablosuz algılayıcı ağlar, Kablosuz çokluortam algılayıcı

ağları, Veri akışı gönderimi, Çoğagönderim, Çoğagönderim ağaçları.
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Chapter 1

Introduction

A sensor node is a tiny device that can measure and collect various data from an

environment. A network consisting a set of such sensor nodes is called a wireless

sensor network (WSN) and can be used in a variety of applications. Simple

sensor nodes can provide environmental measurement data such as temperature,

pressure and motion. They have limited energy supply, since they are usually

powered by irreplacable batteries, and their processing and memory capacity is

relatively lower than other mobile and wireless devices. Therefore, they need to

be designed to operate very efficiently.

Sensor nodes are able to communicate using wireless interfaces with short

radio range. Hence, in most scenarios intermediate nodes are used for com-

munication between two nodes. A source node initially acquires data from the

environment and sends the data to other nodes via the help of routing protocols

which enable the messages to travel from sources to destinations using some relay

nodes.

Depending on the application, routing protocols need to deliver the content

to a single destination (unicast) or multiple destinations (multicast/broadcast).

Unicast routing is used to send a generated data from the source node to a

single destination, in most cases to the sink node. Another scenario is sending

the same data to all other nodes in the network, which is called broadcasting.

1



CHAPTER 1. INTRODUCTION 2

Multicasting is a subset of broadcasting, in which a message is delivered from the

source node to a specified set of destination nodes. Since wireless sensor networks

need to be energy efficient, multicasting is a fundamental routing service for

data dissemination. Compared to unicasting, multicasting is more challenging as

efficient paths have to be constructed to multiple destinations to reduce overhead,

and save energy.

On the other hand, with the development of the wireless technologies, cam-

eras and microphones can now be integrated into sensor nodes, and in this way

image, audio and video sensing also becomes possible. Such sensor networks that

can sense and transport also multimedia content are called wireless multimedia

sensor networks (WMSNs). Using multimedia sensor nodes in WSNs enhances

the capability of an event description, hence can be used in many applications

such as surveillance, monitoring, traffic enforcement, and health care delivery.

Consequently these potential applications require sensor networks to receive and

transmit multimedia streaming data which is a challenging task due to the limited

battery, storage capacity, bandwidth and processing power of sensor nodes.

Since physical conditions such as temperature, pressure can be conveyed

through low bandwidth and delay tolerant data streams, so far energy efficiency

was the most significant research challenge in wireless sensor network research.

However, a multimedia stream is a relatively much higher-rate and longer dura-

tional data stream and some desired quality of service requirements have to be

met for multimedia transmission. Therefore previous solutions in wireless sensor

networks are not well suited for wireless multimedia sensor networks and they

need to be re-considered to be adapted for the delivery of large data streams.

Providing efficient multicast routing in WMSNs is vital if we consider redun-

dant large data streams being transmitted in an energy and bandwidth-limited

network. Scarce network sources have to used wisely to construct efficient paths

having minimal amount of unnecessary transmissions. However, due to the re-

quirements of multimedia content, delivery of the data needs to be done with

some certain level of quality of service. Energy efficiency, delay and bandwidth

has to be considered together. Multimedia streaming considering these issues in
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WSNs is not much investigated, as far as we know, is a challenging research issue.

In this work, we address the challenge of bandwidth-aware and energy-efficient

stream multicasting in wireless multimedia sensor networks. We propose a frame-

work that will enable multicasting of relatively high-rate and long-durational mul-

timedia streams, while trying to meet the desired quality of services. We try to

provide the desired bandwidth to a multicast stream while considering energy

efficiency in the network. Our framework tries to discover, select and use multi-

casting paths that go through shortest uncongested nodes (i.e. paths that have

enough bandwidth), while also reducing delay as much as possible and considering

energy efficiency. As part of our framework, we propose a multicasting scheme

forming such efficient multicast trees, with both a centralized and a distributed

version.

In the construction of a multicast tree, branching which is duplicating an

incoming packet to multiple neighbors, is an important factor for bandwidth, de-

lay and energy consumption. Early branching may cause more timely delivery,

but will consume more energy and cause more congestion. On the other side,

delaying branching will increase the latency but it can use bandwidth more ef-

ficiently, hence enable multicasting of large streams through the network. For

these reasons, constructing routes with fewer branches where some delay is tol-

erable will be the directing idea to our solution. Considering a multicast session,

the source node and destination nodes have to send/receive the data, but the

other nodes in the network do not have to if not required. Hence, to prevent

redundant data transmissions in unrelated nodes and reduce branching, our idea

is to allow branching only at source and destination nodes and try to forward the

data primarily through them.

However, branching on those points along the path should be done wisely

for not causing much delay. The destinations that are likely to share paths

should be directed to be on the same path and vice versa. For this purpose, a

grouping strategy for defining the branching points and forming the skeleton of the

multicast tree is developed and used in both centralized and distributed versions

of our scheme. In our centralized algorithm, the basic idea is to compute feasible
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paths using known global network information in the base station. A multicast

tree ensuring the required capacity for multicast sessions is computed and an

initial setup process takes place informing the assigned relay nodes about the

multicast session going to start. Whenever a relay node hears a packet belonging

to that multicast session, it will broadcast the packet to accomplish its assigned

duty.

A network formed in an ad-hoc fashion generally has no global network in-

formation as it is hard to obtain and maintain. To be used in those cases where

global network information is not available, we also propose a distributed pro-

tocol utilized just localized information, which is requiring only the locations of

the destinations to be known to the sender. Our distributed protocol constructs

a multicast tree using a Route and Congestion Table (RCT) at each node, and

Route Discovery Request (RDREQ) and Route Discovery Reply (RDREP) mes-

sages as part of a route discovery process. A path selection between any two

relay destination nodes occurs after several alternative paths are discovered. Our

distributed algorithm forms up the intended multicast trees that are the same as

the trees resulting from the use of our centralized protocol.

We performed extensive simulations to observe the efficiency of the multicast

trees constructed by our proposed scheme. We compared our scheme with some

basic tree structures that can be used for multicasting, such as shortest path

trees and minimum spanning trees. We evaluate the results in terms of energy

consumption, delay and success rate of the multicast transmissions. The results

show that our proposed scheme can effectively construct the multicast trees.

The rest of the thesis is organized as follows: In Section 2, we give some

background information, and in Section 3, we give the related work. In Section 4,

we introduce and describe our distributed and centralized multicasting algorithms

in detail. In Section 5, we provide the results of our performance evaluation.

Finally, in Section 6 we conclude the thesis and briefly discuss some future work.



Chapter 2

Background Information

2.1 Wireless Sensor Networks

A wireless sensor network (WSN) [3] is a network consisting of tiny sensor nodes,

constrained in terms of energy and bandwidth, and spatially distributed in an

area. Each node is equipped with a wireless communication module. The funda-

mental objective for such a network is to cooperatively monitor physical events

or conditions in an environment such as temperature, sound, pressure or motion.

The sensed data is then reported to sink nodes or the base station via several

nodes intermediate sensor nodes hop-by-hop, which is called multi-hop routing.

WSNs are initially developed for military applications such as battlefield

surveillance but now they are widely used for monitoring, tracking, or control-

ling purposes. Specific applications include habitat monitoring, industrial process

monitoring and control, healthcare applications, home automation, traffic control,

object tracking, and fire detection.

5
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2.2 Wireless Multimedia Sensor Networks

Due to tremendous potential of wireless sensor networks, the research has been

grown on the subject and led up to integration of low power wireless technolo-

gies with cameras and microphones in recent years. Besides measuring physical

phenomena and delivering scalar data, sensor nodes became capable of delivering

multimedia content. These type of sensor networks are called Wireless Multime-

dia Sensor Networks (WMSN) [2] and are still constrained in terms of battery,

memory and achievable data rate. Hence, retrieval and transport of large data

streams of video and audio in such an environment has become a new research

challenge.

2.2.1 Network Architecture

A multimedia sensor network can be in different architectures composed of several

different devices. The architecture changes according to the number of tiers

(single or multi), type of sensors used (homogenous or heterogeneous), processing

and storage ways (distributed or centralized). An example network architecture

is shown in Figure 2.1:

User

User

User

User

Sink

Gateway

Video Sensor

Video Sensor

Video Sensor

Video Sensor

Video Sensor

Video Sensor

Storage Hub

Multimedia 
Processing Hub

Figure 2.1: A single-tier clustered, heterogeneous sensors, centralized processing,
centralized storage network.



CHAPTER 2. BACKGROUND INFORMATION 7

Network components that can take role in a sensor network are summarized

as follows:

• Video and Audio Sensors: These sensors capture video, image or sound.

• Multimedia Processing Hubs: They are resposible for aggregating multi-

media streams transmitted from sensors. They have large computational

resources.

• Storage Hubs: Before the data is sent to the user, these devices do fur-

ther processing including data mining and feature extraction to determine

important characteristics of the event.

• Sink: They are responsible for communication between a user and the net-

work. It is a boundary node, located at the edge of the wireless sensor

network. User queries are packaged and sent to the network from this node

and filtered multimedia stream is returned back to the user via this node.

More than one sink may be available in a network.

• Gateway: Connectivity between sink and users may be done via gateways.

• User: Users run applications and send queries to the network to perform

monitoring tasks. Results are obtained via the returning replies.

2.2.2 Applications of WMSNs

WMSNs are varied in usage, and have potential to enable many more new appli-

cations:

• Multimedia Surveillance Sensor Networks:

Existing surveillance systems can be improved with multimedia content

using computer vision techniques. This technology enables a crime or a ter-

rorist attack to be prevented using detection systems considering suspicious

behaviors. Furthermore identifying criminals, locating missing persons and
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recording events like thefts, murders, violations will be possible with this

technology.

• Traffic Avoidance, Enforcement, and Control Systems:

Monitoring traffic gives opportunity to many useful applications. Traffic

can be controlled and routing suggestions can be advised preventing con-

gestion in the roads. Recording car accidents will result in better fault

identification and by monitoring traffic violations traffic enforcement may

become stronger.

• Advanced Health Care Delivery:

Health care services can be advanced by some remote medical centers that

can monitor the condition of the patients. In this system medical sensors

will be carried by the patients and important parameters like body temper-

ature, breathing activity, blood pressure and so on can be recorded. By this

way early diagnosis of diseases can be done, and in an emergency situation

early medical intervention may save many lives.

• Environmental and Structural Monitoring:

Besides measuring the physical phenomena, capturing multimedia content is

enabled via audio and video sensors. Forests, oceans can be monitored and

researchers may interpret the observed data attracting their attention. Also

civil structures like bridges or dams can be monitored for their structural

health.

2.2.3 Challenges in WMSNs

Potential applications of WMSNs require sensor networks providing mechanisms

delivering multimedia content which is a hard task having lots of challenges. For

this reason, algorithms and protocols need to address the following issues:

• Network Lifetime: Sensor systems are powered by a power unit and they are

constrained in terms of battery. Therefore energy is the scarcest resource
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of sensor nodes effecting the overall network lifetime. For this reason, algo-

rithms and protocols has to be developed considering lifetime maximization.

Energy is also the main challenge in multimedia sensor networks. Multi-

media content and streaming causes large amount of traffic to be passed

through sensor nodes and therefore it is much more energy consuming com-

pared to transporting scalar data.

• Resource Constraints: Besides energy constraint in sensor networks, mem-

ory, processing capability and achievable data rate are also limited. Systems

have to be designed regarding those issues.

• Variable Channel Capacity: Each link in the wireless network have a vary-

ing capacity and attainable delay. QoS provisioning is a hard task in this

environment, but definitely need to be addressed by protocols designed for

multimedia communication.

• QoS Requirements: Whereas minimizing energy consumption has been the

main objective in ordinary sensor networks, mechanisms to efficiently de-

liver application level QoS such as bandwidth, latency and jitter should be

provided in multimedia sensor networks. Multimedia content can be a snap-

shot triggered with an event or can be a streaming multimedia requiring

continuous data delivery.

• High Bandwidth Demand: Delivery of multimedia content, especially video

streams, require high data-rate as opposed to general sensor network flows.

Providing such a high bandwidth demand together with low power con-

sumption and delay is another challenging, but important requirement in

WMSNs.

• Poor Multimedia Source Coding Techniques: Existing video encoders are

not suited for low cost multimedia sensors as they have complex processing

algorithms and lead high energy consumption. Design of simple encoders

need to be done to reduce the amount of data to be transmitted and stored

due to processing and energy constraints.
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2.3 Multicasting in WMSNs

Multicasting is a fundamental routing service for efficient data dissemination due

to the limited energy availability in wireless sensor networks. Multicasting in a

network can be defined as sending a same piece of information, called multicast

packet, to multiple destinations, which are all members of the same multicast

group that are located in different regions. The node which generates a multi-

cast packet is called the source or sender. Similar to wireless sensor networks,

multicasting plays an important role in typical multi-hop ad hoc networks where

bandwidth is scarce and nodes have limited battery power [12].

Geocasting is a similar problem which is a special type of multicasting. Des-

tinations are located within a certain region of the network and the message is

delivered to all nodes in the specified region. Also, the destination specified to

a source can be a region where multiple nodes are located. In general, geocast

schemes try to forward the data to a node in the region and then distribute it to

others in the region. Various geocasting protocols exist in the literature [14].

(a) (b)

(d)(c)

Figure 2.2: Examples of routing schemes: (a) unicast, (b) broadcast, (c) geocast,
(d) multicast

For efficient data dissemination in energy limited networks, multicasting has
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grown in importance and is required as a communication primitive for proto-

cols. Activities such as code and state updates, maintenance of the routes, task

assignment and targeted queries are few examples that can benefit from multicas-

ting. As more and more multimedia applications are conceived for wireless sensor

networks, the need to support multicasting in the network becomes inevitable.

In our work, we assume destinations are not clustered in a region and can be at

any point in the network. Any node can be a source node initiating a multicast

session. More than one destination exists and a any node in the network can

be a destination. The problem is to find a way to transmit the data generated

at the source node to the specified destinations. For this purpose, additional

nodes may need to be used as relays to provide connectivity to all members of

a multicast session. Even when not absolutely necessary to provide connectivity,

use of relays may lower overall energy consumption. The set of nodes that support

a multicast session (the source node, all destination nodes, and all relay nodes)

and their interconnections as a tree structure is referred to as a multicast tree.

As opposed to multiple unicasting, multicasting preserves network resources

by reducing redundant transmissions. Therefore, the quality of created multicast

trees has a big impact on sensor networks where group communication is frequent.

The establishment of a multicast tree requires a connected tree containing feasible

relay nodes. A node is feasible if it has available required energy and bandwidth

during the multicast session. Besides lifetime maximization, congestion in the

network has to be considered when constructing such a multicast tree. Figure 2.3

shows an example inefficient and efficient multicast tree.

S S

D

D

D

D

(a) (b)

Figure 2.3: Examples of (a) inefficient multicast tree, (b) efficient multicast tree
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The nodes in any particular multicast tree do not have to use the same trans-

mit power level, but in our case we assume that each node is using the same

transmit power level. A constant bit rate (CBR) traffic model is assumed; thus,

one transceiver is allocated to support each active multicast session at every node

participating in the multicast tree throughout the duration of the session.

Multicasting in sensor networks is a well-researched topic and has many exist-

ing solutions providing efficient delivery of low-bandwidth and delay-tolerant data

streams with low energy consumption. But multicasting of large data streams in

sensor networks is poorly investigated and has many challenges. The aim of this

work is to provide a multicasting protocol considering delay, and congestion in

the network besides energy efficiency. Next section gives information about some

of the existing important classical structures related to multicast routing.

2.4 Existing Structures

One efficient paradigm for achieving multicast involves using spanning tree algo-

rithms. The idea of these algorithms is to iteratively grow a set of covered nodes

starting from the source node, and at each step, to cover one or more new nodes

until all nodes in the network are covered. By this way a tree starting from the

source node is built and all the receivers are spanned by that tree. A packet needs

to be transported is then routed along the edges of the tree.

Several spanning tree algorithms have been developed and their performances

are studied. Two classical approaches for building spanning trees are shortest

path tree (SPT), and minimum spanning tree (MST) [22].

2.4.1 Shortest Path Tree (SPT)

A shortest path tree is a typical source based spanning tree algorithm. Tree

formation is initiated from the source node and the constructed tree has the best

unicast path to each individual destination node. Therefore, separate multicast
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trees have to be computed in case of multiple senders. In the process, first an

algorithm that can solve shortest path problem is applied to obtain the shortest

path tree, and then the tree is oriented as a tree rooted at the source node.

2.4.1.1 Shortest Path Problem

Shortest path problem is the problem of finding a path between two vertices or

nodes such that the sum of the weights of its constituent edges is minimized. An

example is finding the shortest path to get from one node to another node in a

network established in the Euclidean space. In this case, the vertices represent

the nodes and the edge weights represent the distances among the nodes. The

Euclidean distance between two points p and q is the length of the line segment

connecting the points. In a three-dimensional Euclidean space, the distance can

be found by the following formula:

d(p, q) =
√

(p1 − q1)2 + (p2 − q2)2 + (p3 − q3)2

The most important algorithm for solving shortest path problems is the Dijk-

stra’s algorithm which solves the single-pair, single-source, and single-destination

shortest path problems.

2.4.1.2 Dijkstra’s Algorithm

Dijkstra’s algorithm [7] is known to be the classical algorithm that solves the

single-source shortest path problem for a graph with non-negative edge weights,

producing a shortest path tree. For a given source node in the graph, the al-

gorithm finds the paths with the lowest costs, the shortest paths in this case,

between that node and every other node. It can also be used for finding shortest

paths from a source to a single destination. Therefore, Dijkstra’s algorithm is

widely used in network routing protocols.
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Algorithm 1 gives the pseudo-code of Dijkstra’s algorithm, which finds shortest

paths from the given source node to all other nodes. In order to find one path to

a destination node, one need to traverse the previous list filled in the algorithm

to get one by one the nodes in the path from destination node up to the source

node.

Algorithm 1 Dijkstra(G(V,E), source)

1: for all Node n ∈ V do
2: dist[n]←∝
3: previous[n]← undefined
4: end for
5: dist[source]← 0
6: Q← ∀n ∈ V
7: while Q 6= empty do
8: current← node in Q with smallest dist[ ]
9: if dist[current] ≡∝ then

10: break
11: end if
12: Remove current from Q
13: for all Neighbor v of n do
14: alt← dist[n] + distBetween(n, v)
15: if alt < dist[v] then
16: dist[v]← alt
17: previous[v]← n
18: end if
19: end for
20: end while
21: return dist[ ]

2.4.2 Minimum Spanning Tree (MST)

Another spanning tree algorithm is the use of minimum spanning tree (MST) [9]

which is a well-known greedy approach for forming a multicast/broadcast tree. A

minimum spanning tree is the spanning tree of a graph which has total weight less

than or equal to every other possible spanning tree of the graph. There are two

commonly used algorithms, Prim’s algorithm [21] and Kruskal’s algorithm [15]

to obtain an MST. The idea is to first construct the MST and then to orient it
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Algorithm 2 Prim(G(V,E))

1: Pick any vertex as a starting vertex, say S. Mark it with any given colour,
say red.

2: Find the nearest neighbour of S, say P1. Mark both P1 and the edge SP1 red.
Find the cheapest uncoloured edge in the graph that doesn’t close a coloured
circuit. Mark this edge with same colour of Step 1.

3: Find the nearest uncoloured neighbour to the red subgraph (i.e., the closest
vertex to any red vertex). Mark it and the edge connecting the vertex to the
red subgraph in red.

4: Repeat Step 3 until all vertices are marked red. The red subgraph is a mini-
mum spanning tree.

as a tree rooted at the source node. The complexity of MST is O(n3) when a

straight-forward implementation of Prim’s algorithm is used [1]. Algorithm 2

explains how Prim’s algorithm works.

A multicasting protocol using Prim’s algorithm can use the minimum spanning

tree rooted at the source node. A multicast packet can be started from the source

node, and until all destination nodes receive the packet, the data packet can be

led through the spanning tree. Sending of the packet at each node can be done

once since all nodes are reachable via the resulting tree.

Shortest path trees and minimum spanning trees are basic tree structures that

can be used for multicasting. Other relatively complex structures and protocols

are explained in the next chapter.



Chapter 3

Related Work

In this section, we briefly discuss some of the popular multicasting protocols

proposed for wireless ad hoc and sensor networks. Unfortunately, majority of the

research studies so far have focused on the applications requiring conventional

data communication; however, these studies can be the foundations for future

proposals for multimedia streaming in wireless sensor networks.

A lot of multicast routing protocols have been proposed based on different

design goals and decisions. Simple solutions propose pruning approach, which

produces multicast trees obtained by some spanning tree algorithms like short-

est path tree (SPT) and minimum spanning tree (MST), which require global

network information. Other approaches, which in general do not require global

information, can be divided into two: mesh based and tree based approaches,

which can be further classified into sub-categories. Protocols using local search

mechanisms, greedy forwarding and geographically informed decision making al-

gorithms, take their place in the current literature.

Ad hoc on demand distance vector routing (AODV) [20] is a well-known

routing protocol for ad hoc networks using broadcast routing mechanism for route

discovery to provide unicast communication. MAODV [6] is an extension of the

AODV bringing multicast communication to the protocol. The route creation is

done by route request (RREQ) and route reply (RREP) messages broadcasted

16
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in the whole network same as in AODV. RREQs are sent as broadcasts to the

whole network. When a node receives the request packet, unless it is a destination

node, it rebroadcasts the packet. Each node has three route tables keeping the

route information. A reverse unicast route for the node, which originally sent

the request is created as entries. When the request reaches a destination, RREP

is created and sent back as a unicast packet towards the source node. While

traveling back, RREP establishes the selected reverse path. Continuous periodic

neighbor sensing for link break detection and group hello messages are required

for multicast forwarding state creation. When the source node needs to send a

multicast message, it sends (as unicast) a MACT (Multicast activation) message

through the selected path. Path selection is done based on hop-count, therefore in

general it results with a shortest path tree (SPT) which is not the best structure

for multicasting.

DSR-MB [18] utilizes route discovery mechanisms of the DSR (Dynamic

Source Routing) which is a unicast routing protocol [11] for ad hoc networks.

There are two main mechanisms, route discovery and route maintenance. Route

discovery mechanism is similar to the AODV protocol, but with source routing

instead. In DSR, when a node wishes to send a packet to another node, it employs

route discovery by flooding a route request packet through the network to, search

of a route to the destination. When the request reaches to a destination or to a

node that has a route to that destination, it is not forwarded further. Instead,

a route reply packet is sent back to the source node. The reply packet includes

a full source route to the destination. When initiating a multicast, the data

packet is sent within the route request packet which is then flooded in the same

fashion. The target of the request is the multicast group address. Multicast group

receivers make a copy of the data packet included in the route request packet and

pass it up the protocol stack, before forwarding it onward. No multicast state is

setup in the network for data delivery. Finally, the route maintenance mechanism

monitors the status of source routes in use, detects link-failures and repairs routes

with broken links.

On Demand Multicast Routing Protocol (ODMRP) [16] is a mesh-based,

rather than a conventional tree-based, multicast scheme and uses a forwarding
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group concept, meaning only a subset of nodes forwards the multicast packets.

The nodes taking part in the multicast mesh is the forwarding group FG. The

protocol builds multicast meshes through network-wide control packet floods.

A periodic broadcasting of Join Request and Join Table packets are sent and

received in order to form multicast mesh. Every neighbor node learns whether

it is in the mesh or not by Join Table broadcasts of neighbors. By this way

shortest paths to the source node are created and kept in the tables. ODMRP’s

mesh structure creates richer connectivity compared to trees, therefore exploits

redundant routes to overcome broken links which can be preferred in mobile ad

hoc networks. But in a more static network, it will consume unneccessary energy

in the nodes, especially if the data is a large and continuous stream. As a result,

for our problem, ODMRP becomes an unfavourable solution.

GPSR, Greedy Perimeter Stateless Routing [13], presents a unicast routing

protocol making greedy forwarding decisions using only the information about

the current node’s neighbors’ positions and destination nodes’ locations in the

network topology. Greedy forwarding is done by choosing the locally optimal next

hop among the neighbor nodes which is the neighbor geographically closest to the

destination. This closer geographic hop forwarding is done until the destination

is reached. The protocol introduces perimeter forwarding, which is used in the

regions where greedy forwarding cannot be used. By this way obstacles can be

detoured. This protocol inspired some geographic multicasting protocols such

as [19], [10], and [23].

PBM, Position Based Multicast routing [19], is one of the popular localized

geographic multicast routing algorithms. It is a distributed algorithm, which

tries to build a minimum cost multicast tree by applying a greedy neighbor selec-

tion approach. Each relay node receiving the multicast message evaluates a cost

function. By considering all possible subsets of its neighbors and assigning each

destination to the closest neighbor in the subset, PBM identifies a subset which

minimizes the optimization criterion. A good tradeoff exists between the total

number of nodes forwarding the message and the optimality of individual paths

towards the destinations. For networks with a very large number of multicast

receivers, PBM may not scale well due to the need to include all destinations
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in multicast data packets. Scalable Position Based Multicast for Mobile Ad-Hoc

Networks (SPBM) [17] was designed to improve scalability. However, since each

possible subset of the neighborhood has to be considered, both PBM and SPBM

algorithm can be very costly when there are large numbers of neighbors and

destinations.

Another greedy geographic multicast routing algorithm is proposed in [4],

which is the most similar work to ours. Two distributed algorithms LBM-D and

LBM-MST are included in the process. Firstly, considering the locations of the

destinations and their angles with respect to the source node a grouping is done

to reduce the branching in the multicast trees. For each group, a greedy next

hop selection is done to make progress towards the destination nodes. LBM-

MST calculates an Euclidean Minimum Spanning Tree once in the source node

that covers all destination nodes and uses the LBM-D algorithm to follow the

destinations in the constructed MST, which is distributed to the network with

multicast messages. The tree formed at the end is energy efficient, but as energy

efficiency is the ultimate goal, it is not suitable for multimedia streaming as it

does not consider available bandwidth in the intermediate nodes.

DSM, Dynamic Source Multicast [5], is another location-based multicast

routing protocol. It assumes that each node knows the geographic locations of

all other nodes in the network. When a packet is to be multicast, from this

known snapshot of the network, source node computes a Steiner tree [8] for

the addressed multicast group using a minimum spanning tree based heuristic.

The resulting multicast tree is then optimally encoded by using its unique Prfer

sequence and sent with multicast packets. Each node receiving this message

decodes the multicast tree that comes with the message and routes the message

according to this tree. The weak point of this approach is that each node should

know the location information of all other nodes in the network so as to construct

the entire multicast tree. However, since the computations are performed locally,

no distributed tree or mesh-like data structures are needed to be maintained

among the nodes.
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Geographic multicast routing (GMR) [10] exploits the wireless multicast ad-

vantage to improve the forwarding efficiency of previous location-based stateless

multicast protocols. Each forwarding node selects a subset of its neighbors as

relay nodes towards destinations using a greedy heuristic which optimizes the

cost over progress ratio. The cost is equal to the number of selected neighbors.

On the other hand, the progress is calculated based on the idea of geographic for-

warding, as the overall reduction of the remaining distances to the destinations.

This creates a tradeoff between the cost of the multicast tree and the effectiveness

of data distribution. Like GPSR and PBM, face routing is done whenever local

optimum for the greedy mode is achieved. In GMR, note that each node only

needs to know the locations of the destinations for which it is responsible and

the locations of its one-hop neighbors; it does not require information about the

topology of the whole network as DSM. However at each node testing the subsets

of neighbors of a node makes the overall computational cost high as in PBM and

GMP.

The underlying idea of GMP, Geographic Multicast Routing Protocol [23],

is that each transmitting node constructs an Euclidean Steiner tree [8] using a

reduction ratio heuristic, including the source and all destinations. Routing at

each node is done according to this tree and local knowledge of neighbors. The

destinations are divided into groups and a next hop for each group is selected.

Then the multicast message is forwarded to that group via that node. This

computation is done by all selected nodes, hence it makes GMP computationally

costly. Furthermore, the constructed tree is virtual in the sense that it may

include interior vertices that do not correspond to any actual wireless sensor

node, so additional cost is added to deal with voids.



Chapter 4

Proposed Solution

In this chapter, we propose and describe two new multimedia multicasting pro-

tocols for wireless multimedia sensor networks. First, in Section 4.1 we discuss

the wireless sensor network model that our framework considers and then in Sec-

tion 4.2 we give our problem definition and observations in detail. Our protocols

benefit from a grouping strategy, which provides energy efficiency using careful

branching; in Section 4.3 we explain our grouping strategy. We describe the

centralized and distributed versions of our multicasting scheme in detail in Sec-

tions 4.4 and 4.5, respectively. Our scheme creates multicast trees that are both

bandwidth-aware and energy efficient.

4.1 Wireless Sensor Network Model

We consider a wireless sensor network where sensor nodes are randomly dis-

tributed in a field forming an ad hoc network. We assume all nodes are capable

of video or audio sensing and all nodes may need to consume video or audio

traffic. We assume all nodes are stationary, location-aware and have symmetric

links. All nodes use the same wireless channel for communication, have the same

radio range, and to not go beyond the scope, we consider the channels as being

lossless.

21



CHAPTER 4. PROPOSED SOLUTION 22

Each node in the network can be a:

• Source node: is a node where the multicast process starts from.

• Destination node: is a node that the multicast data (stream) has to be

reached to.

• Simple node: is a node which is neither a source node nor a destination

node.

A destination node or a simple node can be a forwarding relay node as being

member of a multicasting tree. Those nodes are called either a relay node or a

relay destination node:

• Relay node: is a simple node taking place in the forwarding process to

destination nodes.

• Relay destination node: is a destination node taking place in the forwarding

process to other destination nodes.

For a multicast session, the set of destinations are specified to the source node

with their id and location information in the network.

4.2 Problem Overview

In an energy constrained network, transmission of large data streams is a chal-

lenging task. Although network lifetime is an important issue, delay and band-

width are also important factors for real-time applications and multimedia. A

multimedia content has to be delivered considering the energy of the nodes and

at the same time considering the delivery time and bandwidth requirement of

the content. Therefore, a multicast tree has to be constructed efficiently con-

sidering those issues, not just with low energy consumption but also considering

congestion and hop-count which provides on-time delivery.



CHAPTER 4. PROPOSED SOLUTION 23

However, delay and energy can be a trade-off. Unicasting of streams to all

destinations is a simple solution on behalf of delay constraints but a sensor net-

work of limited energy cannot handle this kind of an approach. Too much energy

of the overall network will be consumed. This is not wise, as the same data

streams will pass through multiple paths also creating congestion in the network

unneccessarily. Therefore, constructing routes where some delay is tolerable for

sake of energy and bandwidth efficiency will be a good idea.

In the construction of a multicast tree, branching, which means duplicating

an incoming packet to multiple neighbors, is an effective factor for bandwidth,

delay and energy consumption. Early branching may cause more timely delivery,

but will consume more energy and cause more congestion. On the other side,

delaying branching will increase the latency but it can enable multicasting of

large data streams in a sensor network, since it is more energy and bandwidth

efficient. For these reasons, constructing multicast routes with fewer branches

where some delay is tolerable will be the directing idea in our solution.

In a multicast session, the source node (i.e. the sender) or a destination node

(i.e. a multicast receiver) must send/receive the data but not the other nodes.

Therefore, in order to prevent unneccessary data transmissions in nodes that are

neither sender nor receiver and to reduce branching, our idea is to allow branching

only at the source and destination nodes and try to forward the data primarily

through them. However, branching on those nodes along the path should be done

wisely for not causing much delay. When there are destinations that are close to

be on the same path, they should share their path.

Destinations having a similar angle with respect to the source node are likely

to share sub-paths. In other words, if there are large angular differences in the

positions of the destinations with respect to the source node (or another desti-

nation node), branching will be a good idea. Otherwise, the data may be passed

through a single branch to those destinations.

Observation: When a set of destinations are positioned at a similar angle with

respect to the source node, they are likely to share subpaths.
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Figure 4.1: Example 1: Destinations u,v and x,y are more likely to share sub-
paths.
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Figure 4.2: Example 2: Destinations u,v and x,y are more likely to share sub-
paths.
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Figures 4.1 and 4.2 show examples of our observation. In both figures, desti-

nations u and v have close angular values respect to source node. Meaning that

they are better reached through a same path, therefore it may be wise to group

them together. The destinations x and y can also be grouped together because

of the same reason.

Result: The algorithm will consider the angular differences of destinations

with respect to the source node (or with respect to another destination node)

when deciding to branch from the source node (or from that other destination

node).

u

v

y

x

Source

Figure 4.3: Result of example 1 branching from the source

u
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x

Source

Figure 4.4: Result of example 2 branching from the source

If a destination is on the way to other destinations, relaying the stream on

that destination and then other destinations that are likely to have common paths

will help us constructing such an effective multicast tree. The algorithm should
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try to route the data from the source to a group of destinations likely to have

common paths. For this purpose a grouping strategy has to be defined. The next

section describes how this grouping can be done.

4.3 Grouping Strategy

Grouping in our scheme is a process which takes place in every branching point,

starting from the source node and then continuing at some other destinations.

Firstly, the source node will find a set of destination nodes that have similar

angular distance from the source node, hence can be routed on a single branch.

These destination nodes will form up a group and will make up one branch coming

out of the source node. Then the source node will find another set of destination

nodes that will be reached via another branch out of the source. The source node

will continue like this in forming groups. The number of such groups will make

up how many branching will be done at the source node. Therefore, how many

groups there will be may vary according to the given positions of the destinations

in each multicast session and also according to the grouping criteria.

Grouping of destination nodes will be repeated on each group’s nearest des-

tination node, by assigning the job similar to what the source node have done,

making that destination node a relay destination node. Each such relay destina-

tion node now will try to find routes to destinations of its own group. It will first

group the destination nodes specified to it by the source node. According to their

angular positions, the nodes likely to have common paths are again found and

the same task of finding groups is recursively assigned to the nearest destination

node in each group. By this way skeleton of the multicast tree will be formed.

Then the routes between the source node, relay destination nodes, and all other

remaining destination nodes have to be constructed by selecting additional relay

nodes from the network as forwarders of that multicast traffic. No branching is

done at those relay nodes (selected from simple nodes). Branching may be done

only at relay destination nodes.
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4.3.1 Creating Groups

We now describe in detail our grouping method.

We assume a two dimensional coordinate system consisting of x-y axes, an

origin and the positions of source and the destination nodes expressed by co-

ordinates. Between any two nodes the angle between the x-axis and the line

connecting the two points can be computed. For example, in the Figure 4.5, θ is

the angle between the source node S and a destination node D.

θ

S

D(Xd,Yd)

(Xs,Ys)

Figure 4.5: Angle value θ between a source S and a destination D

The angle θ can be found with the below formula:

θ = arctan(
Yd − Ys

Xd −Xs

)

On the basis of our observation about finding sharable paths between destina-

tions, we will try to group the destinations according to their θ value. The closer

destinations will take place within the same group. In each group, the angle be-

tween any two destinations can be at most α value which is a design choice and

may change from network to network or depending on the network conditions

at that time. A node that will decide branching now has to have at least two

destinations having θ values with difference larger than α degrees according to

this specification. However, the number of groups that will come up will vary as

the θ values differ depending on the positions of destinations and each multicast

session may have different number of destinations with different positions. Figure

4.6 illustrates an example about how a source node (or a relay destination node)

can group some set of destination nodes.
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Figure 4.6: An example (a) network, (b) grouping

4.3.2 Grouping Algorithm

The algorithm splits the given destinations into groups according to their angle

values with respect to the source node or a relay destination node. We first give

below the list of parameters and variables used by the algorithm:

• s: is the id of the source node.

• D: is the list of destinations to be grouped.

• α: is the maximum angle difference two nodes can have in a group.

• A: is the angle values of the nodes in the network with respect to the source

node.

• S: is the sorted version of list A.

• I: is the indices in S defining starting angle values of each formed group.

• m: is the index of one of two destinations having most angular gap in

between.

• N: is the group of nodes having α at most between any two nodes in a

group.
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Algorithm 3 GroupNodes(s,D)

1: α← 60
2: for all Node d ∈ D do
3: A ∪CalculateAngle(d)
4: end for
5: S ← SortInIncreasingOrder(D,A)
6: m← FindMaxGapIndex(S)
7: I ← FindGroupStartIndices(S,m)
8: N ← GroupAll(D,α,A, S, I)
9: return N

The Algorithm 3 is our grouping algorithm. In the first line of the algorithm,

α value is set to the desired value and then for each node in the destination list

angle value of the node is calculated with respect to the given source node. In

line 5, nodes are sorted in increasing order to find in line 6 the maximum angular

gap between two destinations.After these steps, for each formed group starting

angle values of them are found to place in the nodes into suitable groups in the

8th line. The node groups are returned as the last step of the algorithm.

Algorithm 4 GroupAll(D,α,A, S, I)

1: for all int i ∈ index do
2: i = 0
3: end for
4: for int k to size[D] do
5: for int m to size[I] do
6: angDif ← A[k]− S[I[m]]
7: if |angDif | ≤ α then
8: N [m] [index [m]]← D [k]
9: index [m] + +

10: break
11: end if
12: end for
13: end for
14: return N

Algorithm 4 groups all the nodes by looking to the angular difference of each

node with the group start angle values found in algorithm 3. If the difference

is smaller than α in a considered group, the node is placed in that group. As a

result, all nodes are located at their respective groups.
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Since α is set to 60 degrees, at the end of the algorithm at most 6 groups and

at least 1 group can be formed. In the given example, 4 groups are formed. For

example, if the network were not having the node with angle value of 337, than

3 groups would have been formed. Table 4.1 shows the output of the algorithm

at each iteration for the previous given example.

Iteration No: Formed groups with id of destination nodes

It 1: (-)
It 2: (35, 42, 45, 55, 122, 135, 140, 183, 200, 250, 251, 260, 309, 337)
It 3: (55, 122)
It 4: (122, 135, 140), (183, 200), (250, 251, 260, 309), (337),

(35, 42, 45, 55)

Table 4.1: An example output of the grouping algorithm

4.3.3 Recursive Grouping

At a later time in the route discovery process, some destination nodes will take

the job of finding the routes to a group of destinations. Those jobs are initiated

firstly by the source node. Hence, the source node will be the grouping node (i.e.

a relay destination node). After grouping the destinations, for each group, the

job of finding routes to other desinations in that group is given to the nearest

destination node in the group (that is nearest to the source node). Now, that

nearest destination node will be the grouping node and grouping will be done at

that node similarly, but considering only the destinations in that group (not all

destinations). By this way, recursively, the branching points and how branching

will be are decided, forming the skeleton of the multicast tree. Routes will be

constructed afterwards between the relay destination nodes.

An example for recursive grouping is given in Figure 4.7, which is the contin-

uation of the previous example.

The node having θ = 250 in the previous figure will now have a job to find

routes to destinations of its own group of nodes that are 251, 260, 309 valued

nodes. Same grouping procedure will be done. Now the destination nodes will
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Figure 4.7: An example (a) subnetwork, (b) recursive grouping process

have different θ values with respect to current node. Grouping will result in 2

groups. 2 jobs will be assigned to node 255 and 320. Node 250 will continue this

process with finding route to 267. Overall procedure will finish at node 267 and

320 as they are not responsible for finding routes to other destinations. So the

relay of the streams on the whole network will be like Figure 4.8:

Figure 4.8: Skeleton of the multicast tree formed after grouping process

Up to this point, we have decided the way how data streams will flow on

destination nodes. In other words, we have decided where and how branching will

be done starting at the source node. Now, we have to link up all the destination

nodes (some of which are the branching points, i.e. relay destination nodes) to
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form our multicast tree. For that purpose, we will find paths consisting relay

nodes (from simple nodes, i.e. nondestination nodes) in place of the arcs shown

in Figure 4.8. Next two sections describe how these relay nodes are found via our

centralized and distributed protocols.

4.4 Centralized Stream Multicasting Protocol

(CSMP)

4.4.1 Problem Formulation

This protocol can be used if global network information is available at a source

node. The basic idea is to use that global information in the source node and

compute efficient feasible paths between relay destination nodes, ensuring the

required capacity for multicast sessions. The decision about which destinations

will be relay destination nodes is the result of the grouping algorithm described

in the previous sections.

When paths with enough capacity are found between relay destination nodes,

we have the multicast tree formed. After forming the multicast tree at the source

node, an initial setup process will inform the assigned relay nodes, relay desti-

nation nodes, and remaining destinations about the multicast session about to

start. This knowledge can be saved as entries in a multicast session table, which

is described in detail as part of our distributed protocol in the later sections. By

this way, whenever a relay node receives a packet belonging to that multicast

session, it will broadcast the packet to accomplish its assigned duty.

4.4.2 CSMP Algorithm

In this section, we describe in detail, how the source node computes feasible

multicast paths using global information given. In the centralized algorithm,

a recursive grouping and path selection is done in the source node. Initially,
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the source node groups the destinations using the grouping algorithm described

before. Then for each group, nearest destination among other destinations in that

group is computed to find a feasible path to it. The computation of the feasible

path is done with another procedure which is finding nodes with enough capacity

to form a shortest path. Next, the CSMP algorithm recalls itself recursively to

do the same task but this time starting from each group’s nearest destination

node chosen as a relay destination node. That relay destination node now will

group the destinations assigned to it and for each of its groups it will compute

the feasible path to the nearest destination in that group. The algorithm resumes

recalling itself until all destinations are reached.

Below are the parameters and variables used by the CSMP algorithm:

- r is the current source or relay node to send data to specified destinations.

- D is the specified destination list.

- c is the required capacity or stream rate for the multicast session.

- V is the node list of the network.

- E is the edge list of the network.

- n is the nearest destination to the source node from every group in G.

- p is the feasible path to nearest destination n.

- P is the list of feasible paths.

Algorithm 5 Csmp(r,D, c, V, E)

1: G← GroupNodes(r,D)
2: for all g ∈ G do
3: n← NearestDestination(g)
4: p← FeasiblePath(V,E, r, n, c)
5: P ∪ p
6: Csmp(n, g, c, V, E)
7: end for

Finding a feasible path between two nodes is done in two steps. Until a
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feasible path is found, a shortest path is firstly found using Dijkstra’s Algorithm

and then the path will be checked whether it satisfies the required capacity or not

using IsFeasible function. If it does not satisfy, the second shortest path will

be found and checked and so on. Until a feasible path is found, this procedure

continues searching and returns the path if one exists. Below are the parameters

and variables used by the FeasiblePath function:

- V is the node list of the network.

- E is the edge list of the network.

- s is the transmitter node of the path.

- d is the receiver node of the path.

- c is the required capacity or stream rate for the multicast session.

- p is the shortest path from source node s to destination node d found by

Dijkstra’s algorithm.

Algorithm 6 FeasiblePath(V,E, s, d, c)

1: while p = nil do
2: p← Dijkstra(V,E, s, d)
3: U ← IsFeasible(p, c)
4: if U = ∅ then
5: return p
6: else
7: remove U from V
8: end if
9: end while

Checking the shortest path whether feasible or not is done in IsFeasible

method. In this method two conditions are checked in every node residing in

the path. Firstly the remaining reception capacity in nodes has to be greater or

equal to the required capacity by the multicast session in order to successfully

receive the multicast data stream. Secondly, the nodes have to be able to forward

the data, hence must have enough transmission capacity considering the required

data rate. If those conditions are not satisfied then the method will return the
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nodes that are not capable of being in the multicast session. During the other

iteration, those nodes will not be considered anymore. Below are the parameters

and variables used by the IsFeasible function:

- p is the examined shortest path.

- c is the required capacity or stream rate for the multicast session.

- U is the returned list of unavailable nodes, which have not enough bandwidth

for the multicast session.

Algorithm 7 IsFeasible(p, c)

1: for all n ∈ p do
2: r ← GetReceiveCapacity(n)
3: t← GetTransmitCapacity(n)
4: if r < c or t < c then
5: U ∪ n
6: end if
7: end for
8: return U

After the CSMP algorithm reaches to all destination nodes and stops, the

multicast tree is ready to be used. To prohibit redundant information in every

data packet like embedded multicast tree information the packet has to traverse,

we prefer to do a setup once in the nodes for the multicast session and let every

sensor node that has a job in the streaming process to know its duty. This setup

can be done using a ‘Multicast Activation’ packet having the multicast session and

tree information. When a node receives this message, by using a simple routing

table explained as RCT table in the next section, a node can define its task as

an entry belonging to that multicast session. Hence, whenever a multicast data

is received, by looking to the respective entry of the multicast session, the nodes

can decide to discard, transmit and process. As a result, multicast of the data

streams belonging to a multimedia session can be conveyed through the network.
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4.5 Distributed Stream Multicasting Protocol

(DSMP)

In this section, we provide a distributed protocol which is relaxing the assumption

we made for our centralized algorithm and requiring the sender to know the entire

network information and state. With our distributed protocol, the sender does

not have to know the entire network topology and the current traffic load of the

nodes. Our distributed stream multicasting protocol constructs bandwidth-aware

and energy-efficient multicast trees by doing discoveries via request packets and

selecting the feasible paths afterwards. Throughout this process, our distributed

protocol uses a Route and Congestion Table (RCT) at each node, route discovery

request (RDREQ) messages and route discovery reply (RDREP) messages. In the

next sections, we explain how this route discovery process is done, how the format

and the usage of the RCT is established and we describe how best path selection

between two relay destination nodes is done. Finally, we give the algorithms

forming up our distributed protocol.

The source node initially does not know any global information about the

nodes in the network and their states, except the multicast destinations and their

locations. Therefore, a local path search process is considered to collect infor-

mation about nodes and their states and perform path selection in a distributed

manner. The first decision is to decide on the branching points which are selected

to be the relay destination nodes. As explained in the previous sections, in or-

der to achieve minimum energy consumption in the network and less end-to-end

delay in the transport of the data from source to destinations, branching is an

important factor and should be done wisely. For this purpose, we use again the

same grouping strategy we described and used in our centralized algorithm. The

difference is that, now in our distributed protocol every relay destination node

makes this decision, not only the source node. Initially, the source node makes de-

cision about branching. Then this decision making responsibility is firstly by the

source node to suitable relay destination nodes, and then from those to other re-

lay destination nodes. In this branching is performed and multicast tree skeleton

is formed. Route request (RDREQ) messages are used for this decision making



CHAPTER 4. PROPOSED SOLUTION 37

assignment, which explained in detail in next sections.

After deciding on the branching and relay destination nodes, routes between

relay destination nodes have to be constructed. The decision for the path between

two relay destination nodes (i.e. between previous and next destination relay

nodes) is made by the next destination relay node, when one or more route

request messages have arrived to it from the previous relay destination node

following different paths. The selection of path is done considering congestion

level in the candidate nodes. Then route setup for a session is done by a reply

message returning back from the next relay destination node to the previous relay

destination node (or the source node). This forms the forward and reverse paths

between two relay destination nodes using a Route and Congestion Table (RCT),

which is explained in the next section.

4.5.1 Route and Congestion Table Maintenance (RCT)

Every node will maintain a route and congestion table (RCT) having multicast

session information going on through itself. SessionId will be the id number of

the multicast session. PreviousDestinationId and NextDestinationId numbers are

the id numbers of the previous and the next relay destination nodes. Previous-

DestinationId can be the source node’s id number if the forwarding node takes

place between the source node and a relay destination node. ReverseHopId will

be the node which the Request message has come from and the NextHopId will

be the node which the Reply message have come from.

For a multicast session we will have a Status field in the corresponding entry

in the RCT table. The status field can be set to one of the following values:

• Active

• Waiting

• Active Destination

• Waiting Destination
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Status will be ‘Active’ when the session is activated. It will be ‘Waiting’ when

routes are being constructed. Entries with the ‘Waiting’ status will be added

as discovery messages arrive to the node. They will have a specific lifetime.

Active entries will be formed when node is decided to be a forwarding node for

the specified session. The node will set the entry with the ‘Waiting’ status to

‘Active’ when a reply message is received. ‘Active Destination’ and ‘Waiting

Destination’ are active and waiting entries, respectively, but defining that the

node is a destination node for this multicast session. The data will either be

processed or not at a node according to this information.

Session Reverse Next Previous Next Status
Id Hop Id Hop Id Destination Id Destination Id

8 32 - 21 10 Waiting
7 17 23 12 34 Active

Table 4.2: RCT: Route and Congestion Table

Whenever multicast operation ends, entries will be deleted automatically. The

count of the entries having ‘Active’ status will show the amount of traffic going on

through that node. This information can be used for avoiding congestion during

the path information collection phase (route discovery) for the multicast session.

4.5.2 RDREQ and RDREP Messages

Route discovery request (RDREQ) message will be a cumulative request message

that will be used for collecting suitable path information between two relay desti-

nation nodes. An RDREQ packet will be initiated from the source node or from

a relay destination node. It will send to the destination node which is chosen to

be the next relay destination node. Hence, we call the initiator of the RDREQ

as the source node or previous relay destination node. The RDREQ packet on

its way to the next relay destination node will be filled with id information of

the nodes passed on by. The RDREQ packet will also contain the set of desti-

nation nodes to reach after. Then the next relay destination node will start its

own job to group the given set of destinations. After obtaining alternative path
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information via received RDREQ messages, the next relay destination node will

select the best suitable path for data between the previous relay destination node

and itself. It will also initiate a RDREQ message to find a route between itself

and the next relay destination nodes which will be determined with the grouping

algorithm. The number next relay destination nodes determined will be equal to

the number of groups determined.

FIELD NAME EXPLANATION

sId Id of the multicast session
crdId Id of the current relay destination
nrdId Id of the next relay destination
c The required bandwidth for the multicast session
dId Id of a destination node
p Position of the destination node
.. destinationId and positionD are repeated according to the
.. number of destinations
rId Id of a forwarding node
.. relayId field is repeated according to
.. the number of forwarding nodes

Table 4.3: RDREQ: Route Discovery Request Packet

A source node (or a relay destination node) will create an RDREQ packet for

each selected relay destination of each group. The source node will then forward

the created RDREQ messages towards those next relay destination nodes. Then

it will wait for reply messages. One reply from each next relay destination is

expected. Additionally, an entry with status ‘Waiting’ will be created in its RCT

table.

A forwarding node receiving a RDREQ packet will first decide whether it can

handle the requested multicast session. If it has enough reception and trans-

mission bandwidth specified in the required capacity field c of the RDREQ, the

node will create an entry in its RCT table with status ‘Waiting’, append its id

information in it and forward the packet to its neighbor nodes.

Multiple RDREQ packets may arrive to a next destination relay node. Within

a specific amount of time, RDREQ packets of the same session request will be
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collected at that node. Then, two actions will take place. First, grouping and

RDREQ message transmission to groups will be started according to the specified

destinations in the packet. Second, according to the cumulative forwarding node

information, the best path will be decided and stored, as described in the next

section. Now a RDREP packet has to be formed. It will contain the best path

information and the reachable destinations list. All relay destination nodes will

receive RDREQ and then send back RDREP packets. RDREP messages will turn

back building up. So, if the source node had sent three RDREQ packets, then it

will receive three RDREP packets. Transmission of RDREP messages along the

selected reverse path will construct the forwarding multicast path.

FIELD NAME EXPLANATION

sId Id of the multicast session
rdId Id of the relay destination node that created the packet
dId Id of a reachable destination
.. destId field is repeated according to the number of
.. reachable destinations
rId Id of a relay node in the reverse path
.. relayId field is repeated according to the reverse path length:
.. information from the current relay destination to the next
.. relay destination

Table 4.4: RDREP: Route Discovery Reply Packet

4.5.3 Best Path Selection between Two Relay Destination

Nodes

Via the request packets, various feasible paths are found and each path is included

in a separate RDREQ packet arriving to the next relay destination node. Now it

is time for selecting the best path among them at that relay destination node.

Every node receiving a request packet, adds itself to the request only if it is

capable of handling the required capacity for the multicast session. By this way

all the paths formed in the packets are ensured to be feasible. Now, the job is to

find the best path which causes less latency. Less number of relay nodes in path
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means less latency, therefore choosing the path with the minimum hop-count will

give us the best path among the others. The number of rId fields in a request

packet gives us the hop-count information of the path through which the request

has arrived.

4.5.4 DSMP Algorithm

Our distributed protocol mainly consists of four algorithms. Every node will

execute the appropriate algorithm according to its type and the incoming packet

at that moment. An active node may receive three types of packets:

RDREQ,

RDREP, and

DATA packets.

4.5.4.1 An RDREQ packet arrives

The node receiving a request packet will first decide which process it will execute

according to its type. When an RDREQ packet comes, node will be either a

destination node, or a candidate forwarding node.

Algorithm 8 is the first process executed when a request packet comes to

a node. If it is a destination node specified in the RDREQ packet, then the

Algorithm 9 will be the next process to be performed. Otherwise, the node is a

candidate forwarding node and Algorithm 10 should be executed.

Algorithm 8 ProcessRDREQ(rdreq)

1: if this.node is a destination node then
2: ProcessRDREQAsADestNode(rdreq)
3: else
4: ProcessRDREQAsARelayNode(rdreq)
5: end if
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If the node is a destination node specified in the received packet, Algorithm 9

first splits the destinations specified in the packet into groups with the Algo-

rithm 3 described previously. Then the nearest destination node n for each group

is found and an RDREQ packet is sent to each such destination node to recur-

sively lead the process. Such a destination node becomes a relay destination node.

Within a specific amount of time, replies from the nearest destination nodes are

collected.

In reply packets, the nodes that are reachable via the relay destination node

are listed. If all destinations take place in the list, it means paths to all destina-

tions are found, otherwise it means there are unreachable nodes. Therefore direct

path request to the unreachable nodes has to be sent and waited in return.

After the return of the replies, the best path between the relay destination

node and the node itself has to be constructed as described in Section 4.5.3. and

the reverse path will be formed by creating and sending RDREP packet where

initially the RDREQ packet has come from.

Algorithm 9 ProcessRDREQAsADestNode(rdreq)

1: G← GroupNodes()
2: for Group g ∈ G do
3: n← NearestDestination(g)
4: newRdreq ← CreateRDREQ(n)
5: Transmit(newRdreq)
6: wait for replies R
7: U ← UnreachableNodes(R)
8: end for
9: if (U 6= ∅) then

10: for all n ∈ U do
11: newRdreq ← CreateRDREQ(n)
12: Transmit(newRdreq)
13: wait for replies R
14: end for
15: end if
16: p← SelectBestPath(R)
17: newRdrep← CreateRDREP(p)
18: Transmit(newRdrep)

When the node is not a destination node specified in the request packet, it can
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be a candidate forwarding node for the requested multicast session. Algorithm 10

first decides whether the node can ensure the required bandwidth of the multicast

session by comparing its remaining reception and transmission capacity. If the

node is not capable of handling this session, the packet is discarded. If it can

handle the session, a waiting entry is created in its RCTable, and the RDREQ

packet is sent to its neighbors with its appended id information.

Algorithm 10 ProcessRDREQAsARelayNode(rdreq)

1: r ← GetReceiveCapacity()
2: t← GetTransmitCapacity()
3: c← GetRequiredCapacity(rdreq)
4: if r ≥ c and t ≥ c then
5: CreateWaitingEntry(rdreq)
6: AppendId(newRdreq)
7: Transmit(newRdreq)
8: end if

4.5.4.2 An RDREP packet arrives

When an RDREP packet arrives to a node, Algorithm 11 is executed. Firstly, the

packet is searched for understanding whether this node is chosen to be a reverse

path to a multicast session, or not. If it is not, the packet will be dropped,

otherwise the waiting entry is first changed to an active entry and the nextHopId

of the entry in the RCTable is filled with the information in the reply packet.

Next, the reply packet is sent to previous node in the path.

Algorithm 11 ProcessRDREP(rdrep)

1: reversePath← GetReversePath(rdrep)
2: if this.node ∈ reversePath then
3: id← GetSessionId(rdrep)
4: RCT.Activate(id)
5: nextHopId← GetNextHopId(rdrep)
6: RCT.SetNextHopId(id, nextHopId)
7: Transmit(rdrep)
8: end if



CHAPTER 4. PROPOSED SOLUTION 44

4.5.4.3 A DATA packet arrives

When a data packet comes to a node, session id information of the multicast

session, which the packet belongs to, is extracted. If there is an entry in RCT

table for that session id, the data packet needs to be forwarded, otherwise it is

dropped. If the status of the entry is ‘Active Destination’, it means that this

node is one of the destination that was waiting for this packet and therefore the

data in the packet needs to be processed by this node. Algorithm 12 shows how

DATA packets are handled at a node.

Algorithm 12 ProcessDATA(data)

1: S ← RCT.GetSessionIdList()
2: id← GetSessionId(data)
3: if id ∈ S then
4: Transmit(data)
5: status← RCT.GetStatus(id)
6: if status =′ ActiveDestination′ then
7: Process(data)
8: end if
9: end if

4.5.5 Summary

Up to this point, we described the data structures used in our distributed protocol

and the overall distributed algorithm being executed in every node in the network.

The overall distributed process can be divided into two parts. The protocol firstly

creates an invisible multicast tree and after creating this multicast tree within

the network, transmission of the data stream belonging to a multicast session is

completed. The first part is done via request and reply messages, which enable

each node to determine its role in multicast routing and install that information

into its RCT table by creating suitable entries. Then in the second part of the

protocol, every node will execute its own role when a data packet belonging to a

multicast session arrives. The role of the node determined what to do with the

packet: to transmit it further or drop it. In this way data belonging to a multicast

session is transported efficiently in the network to the respective destinations.
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As we mentioned previously, CSMP and DSMP algorithms create the same

multicast trees. The only difference is that CSMP creates a multicast tree using

global network information, and DSMP creates it after discovery, selection and

setup procedures.

In the next chapter we evaluate the performance of the resulting multicast

trees in terms of bandwidth-awareness, latency, and energy-efficiency.



Chapter 5

Performance Evaluation

In this section, we study the effectiveness of the multicast trees found via our

proposed solutions. Distributed and centralized algorithms have the same result-

ing multicast trees, hence we performed simulations for evaluating the results

produced by our centralized algorithm.

We performed extensive simulations regarding energy consumption, success

rate, average and maximum delay of multicast streams. We also contrast the

results with:

• SPT: Shortest path tree approach

As explained in existing structures in Chapter 2, a shortest path tree cov-

ering the source node and the destinations is formed. Dijkstra’s algorithm

is used for finding the paths from the source node to each destination node.

• BA-SPT: Bandwidth-aware SPT

A shortest path tree covering the source node and destinations is formed

but using feasible paths between the sender and the destinations. A fea-

sible path is the shortest path containing only the nodes having enough

bandwidth required for the specified multicast session.

• G-SPT: SPT using our grouping strategy

46
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Our grouping algorithm is first used to determine branching points of the

multicast tree and then paths to each relay destination node is found using

Dijkstra’s algorithm. This algorithm is similar to our stream multicasting

protocol except that it is not bandwidth-aware.

• MST: Minimum spanning tree approach

A minimum spanning tree (MST) covering the source node and the desti-

nations is formed using Prim’s algorithm explained in Chapter 2. Then this

MST is used as the multicast tree over which a multimedia stream can be

transported.

5.1 Simulation Setup

We designed and implemented a simulation model in Java fulfilling our needs. The

simulations are performed in a randomly generated network sitting on a fixed area

( 800 × 800 unit sized square area). For each experiment, nodes are distributed

randomly over the area with a changing node count of 50 to 300 nodes. The

source node and the receivers (i.e. the destination nodes of a multicast session)

are also randomly selected from the set of sensor nodes. Radio range is varied in

order to achieve a certain mean number of neighbors for every node in different

network densities. The bandwidth availability of the nodes is chosen randomly

from 0 to 100 Kbps to imitate a time period of ongoing multimedia streaming in

the network. Our job is to find an efficient multicast tree for a multicast request

at any time of the network with active traffic going on. Table 5.1 shows the

simulation parameters and their values used in the simulations.

Figures 5.1 and 5.2 are screenshots of our simulation program’s outputs, show-

ing examples of randomly formed network topologies with 100 and 250 nodes,

respectively. Each node has its id number shown above its representation and

also its available bandwidth shown in parenthesis. The nodes in black are simple

nodes (not a sender, not a receiver/destination) that can be part of a multicast

tree or not. The green colored node is the sender node of the multicast session



CHAPTER 5. PERFORMANCE EVALUATION 48

Figure 5.1: Screenshot of an example random topology with 100 nodes
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Figure 5.2: Screenshot of an example random topology with 250 nodes
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Parameter Value

Network size (N ) 800× 800 m
Source node location (Ls) Random
Number of sources (Cs) 1
Number of sensor nodes (Cn) 50, 100, 150, 200, 250, 300
Transmission range (T ) 250, 200, 175, 150, 125, 100 m
Sensor node total capacity (TC ) 100 Kbps
Streaming data rate (R) 10, 20, 30 Kbps

Table 5.1: Simulation parameters

that is established and the red colored nodes are the destinations of the multicast

session. The sender and destinations are randomly chosen among the nodes in

the network. Each multicast stream has a fixed bandwidth demand. We consider

a node’s total bandwidth as 1 and we assume that a multicast stream may re-

quire one of the following three data-rates (bandwidth): 0.1, or 0.2, or 0.3. That

means, for example, a stream having 0.2 as the data-rate will consume one fifth of

the bandwidth capacity of a node. Available bandwidth of the nodes may change

with time. Therefore, at the time that a multicast session is to be established,

some nodes in the network may not have enough available bandwidth (remaining

capacity) to carry the multicast traffic. Our algorithm tries to avoid those nodes

while establishing a multicast tree. In the screenshots, the nodes with crosses

over them are the nodes that do not have enough remaining capacity to carry

the multicast session. The screenshots also show the multicast trees that are

established.

5.2 Performance Metrics

To assess the performance of our proposed schemes, for each experiment scenario,

we use results averaged over 10 simulation runs. In our simulation experiments,

we considered and measured the performance metrics itemized below. Before

describing these metrics, we first provide a table of variables that are used in the

description of the metrics: Table 5.2.
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Parameter Definition

X Number of multicast sessions
Mi Number of reached destinations in ith multicast
Ni Number of specified destinations in ith multicast
TCi Total Transmission Count in ith multicast
MHCi Maximum hop count in ith multicast
AHCi Average hop count in ith multicast

Table 5.2: Parameter definitions

Below are the metric definitions:

• Energy Consumption: This metric measures the average energy efficiency

of a multicast tree constructed. It counts the number of transmissions that

will be done on the multicast tree, while transporting a multicast stream.

The lower the number of transmissions, the lesser the network resources

consumed to deliver the stream data to all destinations. This metric is

important as we are dealing with sensor networks. It can be calculated as

below:

EnergyConsumption =
1

X

∑
TCi

• Success Rate: This metric shows the percentage of the successfully estab-

lished feasible paths via the algorithms. Since multimedia content, espe-

cially video streams, require high bandwidth, finding paths while consider-

ing the nodes with unavailable capacity is important and defines the success

of the proposed algorithms. The number of destinations to which multicast

paths with enough bandwidth could be found (i.e., the destination that

could be reached) over the number of specified destinations gives us the

desired success rate.

SuccessRate =
1

X

∑ Mi

Ni

• Maximum Delay: This metric is useful to evaluate the worst case delay

a data stream will face until it reaches to all destinations. Latency is an
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important metric especially in delivery of time critical multimedia content

and can be calculated considering the hop-counts between the source and

the destinations and looking to the maximum of the hop-counts among all

the paths to destinations.

MaximumDelay =
1

X

∑
MHCi

• Average Delay: This metric gives idea about how costly in terms of latency

is the protocol. It is useful to compare with different protocols and show how

much delay is introduced while considered energy efficiency in the network.

We consider express delay in terms of hop-count. Therefore, considering

the average hop-count from the source to the destinations can give us an

idea about the average delay.

AverageDelay =
1

X

∑
AHCi

5.3 Evaluation of the Algorithms

5.3.1 Energy Consumption

We first evaluate the effectiveness of our scheme in terms of energy consumption.

We only evaluate the centralized version of our scheme (CSMP). Since the dis-

tributed version of our scheme (DSMP) produces the same multicasting tree as

the centralized version, the energy effectiveness of the distributed version will be

the same. We used the number of transmissions that will occur while multicast-

ing using the constructed multicast tree to predict how much energy is consumed

to deliver the multicast data to all destinations. Figures 5.3, 5.4 and 5.5 show

the energy consumption rates of the algorithms with varying required stream

data-rate for multicast sessions. In all cases, we see that our grouping strategy

causes higher energy efficiency, since CSMP and G-SPT algorithms (which use

our grouping strategy) give the least energy consumption values. We observe

that MST approach is the most energy consuming approach. SPT and BA-SPT
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Figure 5.3: Rate 0.1 chart for energy consumption.
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Figure 5.4: Rate 0.2 chart for energy consumption.
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Figure 5.5: Rate 0.3 chart for energy consumption.

are also much more energy consuming than our schemes, and as the number of

nodes in the network increases, we see that the gap between our schemes and oth-

ers increases as well. Hence, the grouping strategy becomes even more effective.

Sensor networks are highly dense and large networks, therefore the results show

that our schemes can provide energy efficient multicast trees for such networks.

5.3.2 Success Rate

We next evaluate the success rates of the algorithms. Figures 5.6, 5.7 and 5.8

show the delivery ratio of the algorithms to destinations. As we are dealing with

high-bandwidth data streams, providing enough bandwidth in the multicast tree

is important. Bandwidth-aware path finding is done in CSMP and BA-SMP

algorithms, hence their success ratio is close to hundred percent. Our algorithm

(CSMP) is the one which almost always finds a route with enough bandwidth

to each destination. Success rate for G-SPT is less than BA-SMP as it does not

consider bandwidth but much better than SPT and MST which have the least

success ratio. As the node count of the network increases, we see that all the
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Figure 5.6: Rate 0.1 chart for success rate.

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

50 100 150 200 250 300

M
U

L
T

IC
A

S
T

 E
F

F
IC

IE
N

C
Y

NODE COUNT

Multicast Efficiency vs Node Count

SPT
BA-SPT

G-SPT
MST

CSMP

Figure 5.7: Rate 0.2 chart for success rate.
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Figure 5.8: Rate 0.3 chart for success rate.

algorithms except CSMP start performing poorly in successful delivery. This

shows that in large and dense networks our algorithm can still work well. Also as

the bandwidth demand of multicast session increases, the gap between CSMP and

other algorithms increases as well, meaning that in highly congested networks,

the need for bandwidth-awareness increases more and becomes a must after some

point.

5.3.3 Average and Maximum Delay

Results of experiments for maximum end-to-end delay are shown in Figures 5.9,

5.11 and 5.13. We observe that SPT and BA-SPT have the least latency as

expected. This is because they send the data directly to each destination using

shortest paths. Therefore, they define the upper bound for the other algorithms.

We see that MST performs again worse. But the performance of our algorithm is

close to SPT and BA-SPT. This shows that our algorithm does not cause much

latency while doing grouping for energy conserving and going around congested

nodes for successful delivery.
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Results of experiments for average end-to-end delay are shown in Figures 5.10,

5.12 and 5.14. We see that our algorithm converges to SPT much more in terms

of average delay, which indicates that our scheme can also be used to deliver

delay-sensitive multimedia content.
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Figure 5.9: Rate 0.1 chart for maximum delay.
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Figure 5.10: Rate 0.1 chart for average delay.
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Figure 5.11: Rate 0.2 chart for maximum delay.
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Figure 5.12: Rate 0.2 chart for average delay.
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Figure 5.13: Rate 0.3 chart for maximum delay.
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Figure 5.14: Rate 0.3 chart for average delay.



Chapter 6

Conclusion and Future Work

6.1 Conclusion

Wireless sensor networks have a wide range of potential applications with a grow-

ing interest on them. While vast majority of research studies so far have focused

on the applications requiring conventional data communications, there exist many

WSN applications which directly involve multimedia communication. For this

reason, designing effective communication protocols addressing the challenges

posed by both the WSN paradigm and the multimedia transport requirements,

are mandatory. In the current literature, there are a lot of research studies ad-

dressing the problems of conventional data communication in WSNs, but not

many studies addressing multimedia communication and multicasting of multi-

media in WSNs. In this thesis, we are focusing on the problem of multicasting

multimedia content, video streams, etc., in wireless sensor networks. We intro-

duce a stream multicasting scheme for wireless multimedia sensor networks, with

both a centralized and distributed version finding the same resulting multicasting

tree. Our scheme involves a grouping strategy that groups the destination nodes

of a multicast session in order to prohibit redundant consumption of network

resources, allowing a good trade-off between the optimality of the multicast tree

in terms of latency, and the efficiency of data delivery.

61
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Our solution assumes that the position of the destination nodes of a multi-

cast session are available to a sender node that will initiate multicasting. Our

centralized algorithm assumed that the whole network information is also avail-

able to the sender node. But our distributed algorithm relaxed this assumption

and the sender does not have to know the complete network topology. In the

absence of global network information at sender, which may be the case in most

cases, our distributed algorithm discovers and selects multicasting paths via a

route discovery process. While selecting the paths, it considers the congestion

level of the nodes and also the remaining energy levels of the nodes. In this way,

multicast paths are selected to go over uncongested paths so that the bandwidth

requirement of a multimedia multicasting session can be satisfied.

We evaluated the performance of our scheme using extensive simulation ex-

periments that we have done in Java. Our performance results show that our

schemes can provide energy efficient multicast trees, which is very important in

sensor networks. While providing energy efficiency with our grouping strategy,

we see that maximum and average end-to-end delay is still kept low, providing

a good environment for multimedia delivery. In addition, our algorithm finds

routes to go over uncongested nodes, which leads to high successful delivery-ratio

as opposed to algorithms not considering the available bandwidth of the nodes

and links. Finally, we observed that our scheme is not adversely affected from

an increase of network density. Our scheme can still find feasible efficient paths,

even though the network density is increased.

6.2 Future Work

As a future work, in the route discovery process of our distributed protocol,

limited flooding can be considered in order to reduce the number of messages

sent in the network. At the moment, flooding is used for every route discovery

between any two relay destination nodes, hence it causes quite high overhead.

Limited or directed flooding can be used to discover a route between two relay

destination nodes to reduce the overhead caused by broadcasting of route request
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message in all directions. This may improve the energy efficiency of the multicast

tree construction process. Finally, for a more effective grouping strategy, the α

value can be further analyzed, which is the maximum angle difference that two

arbitrary nodes can have in a group. According to different topologies or varying

destination locations, a method can be found for α to better adapt the branching

behaviour.
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