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Adaptive Measurement Matrix Design in
Direction of Arrival Estimation

Berkan Kilic
Mert Kalfa

Abstract—Advances in compressed sensing (CS) theory have
brought new perspectives to encoding and decoding of signals with
sparse representations. The encoding strategies are determined
by measurement matrices whose design is a critical aspect of the
CS applications. In this study, we propose a novel measurement
matrix design methodology for direction of arrival estimation that
adapts to the prior probability distribution on the source scene,
and we compare its performance over alternative approaches using
both on-grid and gridless reconstruction methods. The proposed
technique is derived in closed-form and shown to provide improved
compression rates compared to the state-of-the-art. This technique
is also robust to the uncertainty in the prior source information. In
the presence of significant mutual coupling between antenna ele-
ments, the proposed technique is adapted to mitigate these mutual
coupling effects.

Index Terms—Measurement matrix design, compressed sensing,
direction of arrival estimation, mutual coupling, atomic norm
minimization.

I. INTRODUCTION

OMPRESSED sensing (CS) enables the accurate recon-
C struction of signals with sampling rates below the Nyquist
criterion by exploiting their sparse representation in a known
dictionary or domain [1], [2], [3], [4]. The successful recovery
of a signal requires the use of a sparsifying signal dictionary and
aproper sampling strategy. There is a vast literature on the choice
of an appropriate dictionary, which may be either learned using
model-based training data or can be pre-defined by exploiting
a known received signal model [5], [6]. Additionally, there is a
variety of known sampling strategies that provide signal samples
using a measurement matrix, that is designed to be as incoher-
ent as possible with the dictionary [7]. Random matrices are
the most commonly-used measurement matrices since they are
incoherent with any dictionary with high probability. However, it

Manuscript received 3 March 2022; revised 8 August 2022 and 20 September
2022; accepted 20 September 2022. Date of publication 26 September 2022;
date of current version 7 October 2022. The associate editor coordinating the
review of this manuscript and approving it for publication was Prof. Yuejie
Chi. This work was supported in part by The Scientific and Technological
Research Council of Turkey, TUBITAK under Project CoSAMS-116E006.
(Corresponding author: Berkan Kilic.)

Berkan Kilic and Alper Giingor are with ASELSAN Research Center, ASEL-
SAN, Ankara 06200, Turkey, and also with the Department of Electrical and
Electronics Engineering, Bilkent University, Ankara 06800, Turkey (e-mail:
bekilic @aselsan.com.tr; alpergungor @aselsan.com.tr).

Mert Kalfa and Orhan Arikan are with the Department of Electrical and
Electronics Engineering, Bilkent University, Ankara 06800, Turkey (e-mail:
kalfa@ee.bilkent.edu.tr; oarikan @ee.bilkent.edu.tr).

Digital Object Identifier 10.1109/TSP.2022.3209880

, Graduate Student Member, IEEE, Alper Giingor
, Member, IEEE, and Orhan Arikan

, Graduate Student Member, IEEE,
, Member, IEEE

is possible to improve their performance using alternative design
criteria [7], [8].

Direction of Arrival (DOA) estimation using sensor/antenna
arrays is one field where CS has been successfully applied [9]
to overcome the limitations of classical DOA estimation tech-
niques such as Bartlett beamformer [10], [11], Capon’s beam-
former [12], Multiple Signal Classification (MUSIC) [13]. CS-
based DOA estimation techniques can provide improved angular
resolution and do not require accurate covariance matrix esti-
mates of the received signal across the antenna array. Further-
more, the new perspective on the sampling theory brought by CS
has also important implications for DOA estimation. In a typical
phased array antenna in practice, to reduce hardware complexity,
analog antenna outputs can be first combined in the analog do-
main and then digitized to obtain far fewer digital channels than
the number of antenna elements. This operation can be equiva-
lently expressed as multiplying the received analog signal with a
measurement vector/matrix in order to generate the compressed
measurements. CS-based techniques enable unambiguous DOA
estimates based on these compressed measurements allowing
for a significant reduction in the hardware complexity of the
sensor system [ 14]. The performance of such a sampling strategy
highly depends on the amount of relevant information captured
by the measurement matrix. Hence, measurement matrix design
is a crucial step in any implementation of CS, and an important
research area in CS theory [15], [16], [17], [18], [19], [20], [21],
[22].

In a typical DOA estimation scenario, the source DOAs are
expected to be correlated across different snapshots. Therefore,
previous estimates of the tracker can be used to obtain statistical
information for a prior DOA distribution on the current mea-
surements. Adaptive techniques can be designed to exploit this
prior information for a more reliable estimation. In addition to
their usefulness in classical DOA estimation algorithms [11],
adaptive techniques have a significant potential to improve
the performance of CS-based DOA estimation techniques as
well [23]. There are alternative adaptation strategies that can
be applied to CS-based DOA estimation. In one such approach,
prior information on the signal support over the dictionary is
used to formulate a weighted optimization problem in which the
sparsity is promoted more on a subset of vector entries [24].
Another approach is the design of measurement matrices in
order to perform adaptive measurements in the data acquisition
phase [25]. However, a relationship between these two strategies
has not been established so far. Here, we propose a novel,
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computationally feasible, and closed-form adaptation strategy
for designing measurement matrices that incorporates the prior
information on the signal support over the dictionary, which
are better suited for real-time applications than the state-of-the-
art alternatives. Our proposed Adaptive Measurement Matrix
Design (A-MMD) technique is also extended to mitigate the
performance degradation due to the mutual coupling between
antenna elements, and significantly reduces the necessary num-
ber of digital channels for a phased array antenna system. While
the design algorithm of A-MMD requires a dictionary and hence
a grid, A-MMD can also be used with gridless methods, which
we formulate as an atomic norm minimization (ANM) based
optimization problem [26]. Although A-MMD is demonstrated
on DOA estimation problems, it can be adopted in other ap-
plications of CS as well, such as image [8], [25] and audio
processing [27].

The paper is organized as follows. In Section II, the basics
of CS-based DOA estimation are introduced and discussed. In
Section III, various design criteria for measurement matrices
and the existing approaches in the literature are reviewed. In
Section IV, the proposed measurement matrix design method-
ology is introduced. The superior performance of this approach
compared to the existing alternatives is demonstrated in Sec-
tion V. Concluding remarks are given in Section VI.

Throughout this paper, uppercase bold characters denote ma-
trices and lowercase bold characters denote vectors. The i
entry of a vector x is denoted by z;, the ;™ column of a
matrix X is denoted by x;, the i entry in the j™ column of a
matrix X is denoted by X;;. The {,-norm of x is denoted by
lzll, = (O, |2:i|7)'/e where |z;| is the magnitude of x;. The
¢p-norm of x is a special case and is denoted by ||z|lo which
is the number of non-zero entries in @. || X || ¢ is the Frobenius
norm of X which is defined as [| X |[r = (3, ; |Xi52) 2. XT
and X denote the transpose and the conjugate transpose of
X, respectively. Tr(X) denotes the trace of X and diag(X)
is a vector comprised of the diagonal entries of X. diag(x) is
the diagonal matrix with diagonal entries x. The vectors and
matrices of ones or zeros are denoted by 1 and 0, respectively.
X = Omeans that X is positive semi-definite. I y is the identity
matrix of size N x N.

II. COMPRESSED SENSING BASED DIRECTION OF
ARRIVAL ESTIMATION

The DOA estimation problem for narrowband, far-field
sources using passive antenna/sensor arrays can be modeled as:

r = As +n, (D

where x denotes the received signal by the array, s denotes the
vector of unknown source signals, and n is the measurement
noise. Here, A is the steering matrix that is determined by the
array geometry, the carrier frequency and the DOAs of the source
signals. For an array of M antenna elements and K far-field
sources, we have x € CM*1, A € CM*K and s € CK*1,
Let 05, 1 < k < K, denote the DOA of k™ source, then
we have A =[a(f;)...a(fk)] where the steering vectors
a(0y)’s are the columns of A. For example, for an isotropic,
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uniform linear array (ULA) with element spacing d, a(0;) =
[1e79O,)  ed(M=-Dw@T /\/M and w(h) = 2rd cos(h) /)
where )\ is the wavelength of the impinging plane wave. The
source DOA coordinate 6 is the angle which increases clockwise
and @ = 90° corresponds to the boresight of the array. Finally, the
real and imaginary parts of 2 in (1) are assumed to be i.i.d. Gaus-
sian random variables with zero mean and a standard deviation
of 0/v/2 M, which implies that E[n] = 0, Ennf] = %I,
and E[nn’] = 0.

A. On-Grid DOA Estimation

The CS-based, on-grid DOA estimation problem has the
measurement model:

Z = D5+ n, (2)

where D is a predefined signal dictionary whose columns are the
steering vectors corresponding to the sources that are assumed to
be located on L predefined directions 0;’s,1 < i < L.Wedefine
w;, where w; = w(#;), as the grid point. Note that we use Z and
5 instead of  and s to emphasize that the models (1) and (2)
are fundamentally different. Here, & € CMx1 e Cl*! and
D € CM*L where D = [a(w;) . ..a(wy)]. Since the sources
may appear in any direction, the columns of A in (1) may not
be among the columns of D in (2) which results in performance
degradation. This is known as the off-grid problem [26] and
a well-known issue also for many of the classical techniques
including Bartlett beamformer, Capon’s beamformer, and MU-
SIC. L can be increased to reduce the off-grid error, since the
estimation resolution and L are related. However, both the com-
putational requirements and the mutual coherence of D, defined
as the magnitude-wise maximum of its columns’ normalized
inner products, increase with increasing L. While increasing
the mutual coherence weakens the recovery guarantees, mutual
coherence bounds are generally pessimistic [28] and increasing
mutual coherence does not necessarily result in performance
degradation [8]. On the other hand, it has been shown that
the mutual coherence related metrics are important for the
measurement matrix design in CS methods since they promote
receiving incoherent measurements [7], [8] and enable adaptive
data acquisition strategies [21], as we discuss in Section III and
demonstrate in Section V.

In CS-based reconstruction, the sparsity of 5 in (2) is exploited
to estimate the unknown DOAs in the following optimization
problem:

5 = arg min 8o
S
s.t. ||le — D3|z <e. 3)

Unfortunately, (3) is an NP-hard optimization problem requir-
ing combinatorial search over the grid points [29]. There are
computationally-efficient algorithms to approximate the solu-
tion of (3) such as Orthogonal Matching Pursuit (OMP) [30],
and Basis Pursuit Denoising (BPDN) [31], [32]. While OMPis a
greedy algorithm, BPDN replaces the /p-norm with the ¢;-norm
to obtain a convex relaxation of the optimization problem that
can be solved by linear programming [4]. Indeed, the ¢;-norm
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Antenna Elements

A

Analog Combiner—:

Digital Channels

Fig. 1.

A phased array system consisting of 4 antenna elements each having an in-phase and quadrature channel output that is reduced to 2 digital channels

through an analog combiner. The phase shifting and attenuation determine the entries of the corresponding measurement matrix.

approach has a long history in the DOA literature, being advan-
tageous for estimation accuracy and robustness [9].

As mentioned in Section I, CS-based techniques enable un-
ambigious estimation using compressed measurements [14]. The
analog signal x is undersampled by the measurement matrix ®
to obtain the compressed signal y as:

y=Pxr = PAs + Pn. 4)

From an analog hardware implementation perspective, in an
antenna array, as shown in Fig. 1, measurement matrices can
be realized using low noise amplifiers, attenuators, and phase
shifters. Following these analog operations, the resulting analog
outputs are digitized to obtain a set of digital channels. Then,
the measurement matrix ® becomes an m x M complex valued
matrix where m < M is the number of digital channels.

With the inclusion of ® and by relaxing the £y-norm with
the /1-norm, the following convex optimization problem can be
formulated [31], [32]:

5= arg min||3]|;
S

s.t. |ly — ®D3|s < B. 5)

While the noise i in (1) is assumed to be spatially white [10], ®n
is colored in general. Hence, the least squares estimator (LSE)
and the maximum likelihood estimator (MLE) are not equivalent
in this case. In [33], the MLE-based framework in the data
fidelity is used leading to the replacement of ||(y — ®D35)||2
with [|(®®)~1/2(y — ®D5)||» to improve the recovery per-
formance. This approach actually whitens the measurements.
The whitening matrix W is chosen as W = s 2yH , where
®®" = USU" with a unitary U and diagonal 3. The corre-
sponding DOA estimates can be obtained as:

5 = arg min 3,
S

st. [Wy — WdD3||, < 3. (6)

There are many efficient algorithms to solve (6), including
the SPGL1 [34], [35] and the alternating direction method of
multipliers (ADMM) based methods [36], [37]. The results
presented in Section V are obtained using an ADMM based
algorithm. In (6), § determines the trade-off between sparsity
and data fidelity, and can be chosen as \/E[|W ®n||3] =
VE[Tt(W ®n(W ®n)H)] = o/m. Inpractice, 8 = co/m s

used where c typically resides in the interval [0.1, 10] to achieve
better performance.

B. Gridless DOA Estimation

Gridless CS-based techniques perform their estimation on a
continuous spectrum and hence avoid the grid mismatch prob-
lem [26], [38], [39], [40], [41], [42], [43], [44], [45]. The appli-
cation of gridless approaches using a measurement matrix such
as the one shown in Fig. 1 is currently limited to sub-Gaussian
measurement matrices [41], [42]. Although we shift our main fo-
cus on the grid-based reconstruction methods, we also formulate
how the gridless techniques can be used along with our proposed
methodology. To this end, we use the ANM, which poses the
DOA estimation problem, first as a semi-definite programming
(SDP) problem, then estimates the DOAs using the obtained
solution [40], [43]. Following the convention in [43], atomic
norm is defined through an optimization problem involving the
infimum point of a set as:

A={a(0)¢|¢<cC, o] =1,0€[0,180°)},  (7)
®)

where conv(.A) is the convex hull of A. For compressed sens-
ing based gridless DOA estimation using ANM, the following
problem is solved:

llz]| 4 =inf {t > 0| x € tconv(A)},

min ||z 4
€T

st |[Wy — Woz|y < 5. )

Indeed, (9) is highly related with (5). In ¢;-norm approach,
the sparsity is promoted over a dictionary, while the sparsity is
promoted over the atomic set (7) in ANM. Hence, ANM can be
considered as the continuous modification of ¢;-norm approach
where the grid is infinitely dense [26]. The ANM problem in (9)
can be recast to be solved using an SDP solver [26], [43]:

o1
min —z + =rg
Z,7,x 2

o | ? !
Tl R

where R is a Hermitian Toeplitz matrix characterized by the
vectorr € CM*l as Ry = rp_p, 1 < k <1< M, and rq is the
first element of . In (10),  denotes the uncompressed received

] -0, | Wy — Waazls <5, (10)
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signal by a ULA and R corresponds to its covariance matrix
allowing the unique decomposition of R using the Vandermonde
decomposition of Toeplitz matrices [26] as R = Adiag(s) A,
where A is the steering matrix comprised of columns a(6;)’s
for 1 < ¢ < K. Since (10) is valid for any @, the changes in the
antenna array can be reflected in (10) by replacing ® with G
where the array properties such as array element displacements
and mutual coupling effects are embedded in G as explained
in [41]. In this study, we used SDPT3 solver [46] of CVX [47]
to solve (10). Then, we used generalized pencil of functions to
estimate the DOAs using the Vandermonde decomposition of
R [40], [48]. In terms of the computational complexity, solving
(10) is O(M?>-®) if an interior-point method such as SDPT3 is
used [49], while it can be reduced to O(M?) as proposed in [50].
On the other hand, solving (6) is O(L log L) per iteration using
an ADMM-based implementation [37].

While our focus is on single-snapshot signal model, the ex-
tension to the multi-snapshot case has been extensively studied
in the literature for both /1 -norm minimization and ANM. In the
multi-snapshot case, dimensionality reduction methods can be
applied on the received data for computational efficiency. Let [V
denote the number of snapshots, then the computational com-
plexity becomes independent of N, if Ny > M for ANM [26],
and if Ny > K for /1-norm minimization [9].

III. REVIEW OF THE MEASUREMENT MATRIX
DESIGN APPROACHES

In this section, we present a comprehensive review of the mea-
surement matrix design approaches with respect to their criterion
of optimality. The restricted isometry property (RIP) [4] and
the mutual coherence [51] of the effective dictionary B = ®D
are the two most common criteria to assess the stable recovery
performance of (5) or (6). Although the RIP provides a tighter
bound [29], it is NP-hard to evaluate [52]. The mutual coherence
o of B is defined as the maximum of y;;(B) for i # j where:

! [16:ll211bjll2 /]GullG;]
In(11), G = B B is the Gram matrix of B. The mutual coher-
ence does not necessarily reflect the true recovery performance
of the algorithms like BPDN and OMP [8]. In [8], the following
t-averaged mutual coherence metric is proposed:

> iz Mg (B)I(pij (B), 1) Iz, 1) = 1, ifz>t
Zi#j]l(/*‘ij(B)?t) ’ T 0,

pe(B)=

else

(12)
with the aim of excluding smaller 1;; values than ¢. For increas-
ing ¢, the t-averaged mutual coherence converges to the mutual
coherence. Even though most of the measurement matrix design
techniques do not directly attempt to minimize the t-averaged
mutual coherence, it provides important insights.

In adaptive approaches, the main purpose is to design a mea-
surement matrix that compresses the analog antenna measure-
ments adaptively for CS-based reconstructions. Indeed, linearly
combining the analog antenna measurements to decrease the
number of digital channels is not a new topic. Long before the use
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of CS techniques in DOA applications, various techniques have
been proposed for optimally preprocessing the analog antenna
outputs prior to their digitization [53], [54].

We can broadly classify measurement matrix design tech-
niques in three different categories based on their respective
criterion of optimality: the mutual coherence, the Cramer Rao
Lower Bound (CRLB), and the mutual information (MI).

A. Mutual Coherence Based Measurement Matrix Design

Mutual coherence based measurement matrix design can be
formulated as the solution to the following optimization prob-
lem:

G = arg mén G —T|,

s.t. G = 0, rank(G) < m, (13)
where T' denotes the target matrix for G = (® D) (® D). The
reason why we call (13) as mutual coherence based is because
of the relationship given in (11). Typically, the dictionary D is
assumed to be fixed and ® is the variable of minimization. Fol-
lowing the results presented in [7], for computational efficiency,
q is typically chosen as the Frobenius norm [55], [56]. Indeed,
whenT = I, |G — T||F is closely related to the t-averaged
mutual coherence [57]. In [15] and [58], T is chosen as DD
to set T' as the Gram matrix of the effective dictionary when
no compression is performed, but this has been shown to be
unsuitable for some signal models [21]. In [21], we proposed
using the element-wise magnitude of D D:

Tij = |d" (w;)d(w;)], 1 <i,j < L. (14)

The equiangular tight frame (ETF) criterion [59], [60] can also
be used in measurement matrix design [61], [62]. When T' =
I, the different columns of G are forced to be orthogonal.
However, there is a bound on the achievable minimum of mutual
coherence, called the Welch bound [63]:

15)

for any matrix with dimensions m x L with L > m. In ETF-
based designs, T is typically chosen as a target Gram matrix
from the following convex set [60]:

T= {T S (CLXL : TH = Ta dlag(T) = ]_7II1;2X |E7| < /’Lw}
i#]

(16)
In addition to the non-adaptive methods mentioned above, there
are also adaptive mutual coherence based measurement matrix
design techniques [16], [21], [64]. In [16], (13) is solved after the
off-diagonal entries of T are set to 0’s and the diagonal entries
are set to 1 or 0 depending on whether a source is expected to be
located on the corresponding grid point or not. For ULAs with
isotropic antenna elements and uniform spacing of w(f) over
the grid points w;’s, a closed-form solution for @ is obtained for
a fixed dictionary D satisfying DD® = I;;.In Section IV, we
provide the closed-form solution for ® for any D and T'.
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In [64], the objective function in (13) is replaced by
IT(G — IL)T||%, where T' = diag(~y) and the vector - is de-
fined as:

1]
max; \/@ '
where § reflects the prior support information and 7 € (0, 1)
is a user-defined parameter. \/E is a vector where we apply
element-wise magnitude and square-root operators to each entry
of 5. The resulting problem is solved using the iterative ma-
jorization minimization algorithm to find ® for a fixed D. In
Section IV, a closed-form solution is provided.

In summary, in [16], a closed-form expression for ® is
achieved. This is a significant result for the applications that
require real-time measurement matrix updates for each snapshot
of a sensor data stream. However, the result is obtained for ULAs
with isotropic antenna elements and uniform spacing of w(9)
over the grid points w;’s. In [64], the measurement matrix is
obtained by the iterative majorization minimization algorithm
which is both computationally more expensive and less accurate
than obtaining the solution using a closed-form expression.
Moreover, both of these techniques are highly sensitive to the
accuracy of the prior information, as demonstrated in Section V.
In [21], we addressed these issues and proposed a measurement
matrix design methodology with a closed-form solution that is
robust to the uncertainties in the prior information. However,
we had not investigated the relationship between the prior sup-
port information and the adaptive measurement matrix design.
Hence, the adaptation had been achieved by only changing the
diagonal entries of 7" as in [16]. As detailed in Section IV, the
proposed A-MMD technique not only provides a closed-form
solution for the measurement matrix, but has a strong justifi-
cation for handling the prior information, alleviating the issues
associated with the approaches in [16], [21], and [64].

y=71l,+(1—71) 17)

B. The CRLB Based Measurement Matrix Design

The CRLB provides the minimum mean-squared error (MSE)
that can be achieved by any unbiased estimator [65]. Minimiza-
tion of the CRLB to find an optimal pre-processing of analog
antenna measurements had also been used before the invention
of CS-based DOA estimation techniques [53]. Following the
development of CS approaches, the minimization of the CRLB
has been used for measurement matrix design [17], [18], [66].
The general form of the optimization task in such approaches
can be stated as:

® = arg HgnCRLB(A, P, s,0), (18)
subject to application-specific constraints. Note that the explicit
form of CRLB(A, ®, s, o) depends on the assumed model.

In [66], by minimizing the CRLB, a closed-form expression
for the measurement matrix is derived. However, the dictionary
D is chosen to represent the shifted unit sample sequences which
is not applicable for DOA applications.

As in [66], a closed-form expression for the optimal mea-
surement matrix is found in [17]. However, it is assumed that
there is a single source with a known amplitude. This restricts

IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 70, 2022

the optimality of the algorithm to single-source scenarios and
the availability of reliable amplitude information on the source
signals.

In [18], the proposed methodology is stated as suitable for
multi-source scenarios. However, the proposed extension to
multi-source scenarios is highly restricted. Furthermore, the
presented design is obtained as the solution to a non-convex opti-
mization problem that has a complicated cost surface, requiring
the use of global optimization techniques, that are too slow and
computationally challenging for real-time applications.

C. MI Based Measurement Matrix Design

The maximum MI criterion [67] is another criterion that has
been used for measurement matrix design [19], [20], [68]. The
basic idea is to maximize the MI or the conditional MI between
the measurements and the vector of unknowns (the DOAs). The
gradient of the ML, Vg1 (y,6), can be expressed as [19], [20]:

Val(y,0) = VaEy g[log f(y|0)] — VaEy[log f(y)], (19)

where f is the probability density function of the compressed
measurements. In the absence of a closed-form expression,
Va&1(y,0) is numerically approximated and ® is updated as:

@(/H‘l) — (I)(k) + ,U,V‘I)(k)-[(yv 9)7 (20

where £ is the iteration number and y is the step-size [19]. By
running the algorithm with several initializations, the desired P
is obtained [20].

The techniques in [19], [20], [68] require solutions to non-
convex optimization problems over complicated cost surfaces
using global optimization. Therefore, their computational re-
quirements limit their real-time applicability.

IV. THE PROPOSED MEASUREMENT MATRIX DESIGN
METHODOLOGY: A-MMD

In this section, we present the proposed A-MMD technique
that provides a closed-form expression for the measurement ma-
trix which is obtained as the solution to the following reweighted
{1 minimization problem that exploits the prior information on
the DOA distribution:

§ = arg min ||P~'5||;
S

st. [Wy — WeD3||, < B, Q1)

where the diagonal entries of P denote the prior probability
distribution on each grid point, promoting sparsity over those
grid points with less likely DOAs. Note that the minimization
variable s is weighted in (21), which is the only difference from
(6). By defining s, = P !5, (21) can be rewritten as:

§, = arg min ||s, |1
Sp

st. |[Wy — W®DPs,|l; < . (22)

By solving (22), the DOAs are found as 8§ = P5,,. Note that in
(22), the effective dictionary changes from B to B, = ®D,,
where D,, = DP. Hence, the corresponding Gram matrix be-
comes G, = Bf B,. G, does not involve the term W since
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whitening does not affect the data acquisition stage of a DOA
estimation system. In other words, W can be implemented as
a decoupled operation following reception and digitization of
y. Similar to the mutual coherence based measurement matrix
designs, the following optimization problem can be cast in terms
of the Gram matrix G:

G, = arg min |G, — T/}
GP

(23)

Since the dimensions of ® are m x M and m < M,
rank(G,) < mis guaranteed to be satisfied. Furthermore, G, =
Bpr also satisfies G, = 0. Then, for a fixed D, (23) can
be written as an unconstrained optimization problem over the
measurement matrix ® as:

& =arg min |(@D,)"(®D,) — T|%.

s.t. G, = 0, rank(G,) < m.

(24
Let the singular value decomposition (SVD) of D, be
Up,X DpVgp where X p  is diagonal, Up, is unitary and
Vp, is semi-unitary, i, Up Up, =Up,Up = Iy and
Vgp V p, = I Then, (24) can be written as:

b =arg min IVp, =0 Up @"®Up, Bp Vi —T|3.

(25)

By defining ¥ = ®U p 3, the following optimization prob-
lem for W is obtained:

U = arg min IV, " eVE —T|. (26)

Expanding the Frobenius norm as a trace and using the cyclic
property and linearity of trace operator, we get:

J(®) = Te((Vp, WOV —T)(Vp, Wi eVE —T)")
= Tr (P e e ) 2T (VI WVE TV )
+Tr (TT™)

=|e"e - V] TVp, |} +C, 27)

where J(¥) = ||VDP\IIH\IIVgp —T||%, and the constant C
includes those terms that do not depend on W. Then, (24) reduces
to:

& = arg min [ €7@ -V TV, |2, (28)

which is a quadratic optimization problem that can be recast in
terms of the Gram matrix Gy = /W, and Z = Vgp TVp,
as:

Gy = arg min |Gy — Z||%
Gy

(29)

For areal-valued Gy, the optimization problem in (29) is solved
iteratively in [69] and analytically in [70]. Following [70], the
optimal solution of (29) is obtained as:

s.t. Gy = 0, rank(Gy) < m.

min{m,z}

Guv= > XNagaq!, (30)
1=1
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where Z has the eigendecomposition Z = QAQY =
Z;‘il )\iqiqfl with A\ > ... > A/, and z denotes the number
of non-negative eigenvalues of Z. Once the optimal positive
semi-definite matrix éq; of rank at most m is obtained by (30), ¥

that satisfies ‘ilH\il = Gy is found by the eigendecomposition
of Gy:

ifm<z
H ’
|, else

H
'i’ {A’QOa (3])

“\lQ.AYo

where @Q,,, (or Q) is found by taking the first m (or z) columns
of Q, and A,, (or A,) is found by taking the first m (or z)
columns and rows of A. Then, the optimal measurement matrix
& that solves (29) is found as b= \11252 ng.

So far, for a given P and T, a closed-form expression, <f’,
for the optimal adaptive measurement matrix is obtained. A pre-
ferred choice for T is similar to (14), which we proposed in [21].
One motivation for this choice is to capture the correlation values
of the original dictionary D. Moreover, we reported its robust
performance in [21]. However, D is replaced by D,, here, and
(14) is modified as:

Tij = |d] (wi)dp(w;)|,1 <i,j < L, (32)

where d,,(w;)’s are the columns of D,,.

The matrix P that is formed based on the prior probability
distribution can be initialized as P = I if the sources are
equally likely to emerge from any direction. However, if the
sources are more likely to appear in certain angular sectors,
P can be initialized accordingly. This prior information can be
provided by a tracker operating on the previous source detections
obtained from the sensor array. Following the DOA estimations,
there are sources for which we have prior information, which are
called the tracked sources. In addition to the tracked sources, the
emergence of new sources is also a possibility. These sources
are called the emerging sources. While the probabilistic angular
distribution of the tracked sources is available with some level
of certainty, a uniform probability distribution can be assigned
to the emerging sources. Specifically, assume that there are
K sources and () of them are tracked sources each having
probability mass function (PMF) of p,(w;), 1 < ¢ < @, on the
grid point w;. Then, the probability distribution of the overall
source scene is closely related to the convex combination of
Pq(w;)’s and the uniform PMF [21]:

(1= Pry)

Q
plwi) =Y agpg(w;) + ———=,1<i <L, (33)
g=1

L

where Pr; = Z?Zl aq < 1, and ay’s can be chosen based on
the importance levels of the sources, power of the received
source signals that are impinging on the antenna array, and
@/ K ratio. While ay,’s for different targets are chosen the same
in Section V, it is also possible to assign different ¢, values
to different sources. For example, if the detection of the it
source is more crucial than the the detection of the j™ source,
a; >« should be chosen. In another scenario, the received
signal power of the i source might be significantly lower than
the received signal power of the j™ source. In this case, the
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Application of the proposed A-MMD technique in the presence of a

Algorithm 1: A-MMD.
Input: D, T, P, m where m < M < L
Output: >
1: D, = DP {Matrix multiplication: O(M L)}
2. D,=Up,%p, V] {SVD: O(M? L))
3: Z =V} TV p, {Matrix multiplication: O(ML?)}
4 Z=QAQ" =1 Ng,q!’
{Eigendecomposition: O(M?3)}
5:  Compute v according to (31)
{Matrix multiplication: O(min{m, z}* M)}
6: &=9%,'U7
{Matrix multiplication: O(min{m, z}M?)}

imbalance between two received signal powers can be alleviated
by assigning a; > «;. After the selection of « parameters, the
diagonal matrix P is determined by P;; = p(w; ). The schematic
of the overall procedure is given in Fig 2. Note that the tracker
implementation is out of the scope of this work, and reliable
prior distribution estimates from the tracker are assumed to be
available. However, the performance of algorithms with various
levels of uncertainty in the prior information is investigated in
Section V. The steps of A-MMD and their respective computa-
tional complexities are presented in Algorithm 1. Computational
complexity is dominated by the computation of Z in Step 3, with
a cost of O(ML?). D is a discrete Fourier transform matrix if
the array elements are isotropic in a ULA configuration with the
uniform spacing of w(#) over the grid points w;’s, 1 <14 < M.
For this case, Steps 2 and 3 are not necessary since U D, = D,
p,=P,Vp,=Tand Z =T.

So far, we have not considered mutual coupling between the
antenna array elements in our design methodology. Mutual cou-
pling can be a significant source of error in DOA applications, es-
pecially for most wideband antenna array designs that depend on
mutual coupling to reduce active reflection coefficients, e.g., in
tapered slot antennas [71] and in connected dipole antennas [72].
If the S-parameters (i.e., network parameters expressing mutual
coupling across elements) are known (via simulations or mea-
surements), the mutual coupling effects can be mitigated using
a slightly modified measurement matrix design. Let S denote
the matrix whose entries are the S-parameters, then the mutual
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coupling matrix can be formed as M = I'p; + S. The signal
model can then be updated as x = M As + n. This update can
be reflected on the dictionary matrix using M D as the input to
A-MMD. The resulting design is called Adaptive Measurement
Matrix Design with Mutual Coupling Effects (A-MMD-MC).
Even when the mutual coupling matrix is not known precisely,
which may be the case for some practical applications, DOA
estimation algorithms should be robust against mutual coupling
effects.

A-MMD allows for joint optimization over both measurement
matrix and dictionary. In [73], we introduced a simple but useful
adaptive dictionary design. Although the proposed approach is
heuristic, it is used to show that A-MMD is suitable for any D.
The resulting method is called Adaptive Measurement Matrix
Design with Updated Dictionary (A-MMD-UD). The key idea
in [73] is to use a denser grid where the tracked sources are more
likely to appear. For this purpose, the following mixture PMF is
proposed, as the convex combination of the PMFs of the tracked
sources and the uniform PMF:

o) =S aamnlen + S 1 cicn g
Wi) = @ Wi —F o ixt=> L

p 2 qPq 7

whose parameters are different from those in (33). After forming
(34), the cumulative distribution function (CDF) F' is computed
by integrating f, which is achieved by interpolating p. Then:

i
“ <L—1

are the adapted, non-uniformly spaced grid points.

While the A-MMD is derived starting from a reweighted /4
minimization problem, it does not imply that the reconstruction
must be performed by solving (21). The designed measurement
matrix changes only the data acquisition strategy, and makes the
DOA system more focused on particular regions depending on
the prior information. Once y is received as in (4), the recon-
struction can also be performed using the ANM approach given
in (9), which is numerically validated in Section V. Note that the
ANM approach demonstrated in Section II-B does not include
any reweighting operation. On the other hand, reweighted ANM
has already been proposed in [74], which can be used along with
our proposed A-MMD as a future extension.

),OgigL—l, (35)

V. NUMERICAL RESULTS

In this section, a thorough performance comparison of the
measurement matrix design techniques is conducted using
Monte Carlo simulations over a large set of scenarios. First,
the performances of the various techniques are investigated for
a range of Signal-to-Noise Ratio (SNR) levels. Second, we
choose the best-performing techniques and continue to inves-
tigate their performances by changing other parameters, namely
the number of grid points (L), the compression rate (M /m),
and the uncertainty in the prior information for a particular
SNR level. Third, the mutual coupling effects for an antenna
array are included in the simulations. In all of the simulations
described above, a conventional A/2 spaced ULA structure is
used and multipath effects are ignored. Fourth, a random linear
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TABLE II
DOA DISTRIBUTION FOR CASE 1

array (RLA) with multipath fading on the incoming signals is
modeled and DOA accuracy is compared to the ULA case. Next,
the performance of A-MMD is investigated using the phase
transition phenomenon [29], [75], where the effects of adaptive
reconstruction and A-MMD are also separately evaluated. Fi-
nally, A-MMD is used along with ANM to show its applicability
when gridless methods are used in the reconstruction. For the
sake of clarity, the techniques which are used in the performance
comparison are abbreviated as given in Table I.

Our performance criterion is the root mean squared error
(RMSE) between the actual and the estimated DOAs:

N K
1 .
_ _ 2
RMSE = i nE:ME:l(an Oni)?, (36)

where 6,,;, and énk denote the actual and the estimated DOAs
(in degrees) for the k™ source and the n™ Monte Carlo iteration
among a total of N trials. For a more statistically reliable
comparison, bootstrapping is applied [76]. Specifically, let the
n' entry of the vector h € CV*! be defined as:

(37)

where h,, is the mean squared error for the n'™ Monte Carlo
run and the square of the RMSE in (36) is the mean of h. For
bootstrapping, h is randomly sampled N times with replace-
ment, and a new vector is formed. This procedure is repeated .J
times to form h’ ,1 <5 < .J,where J is chosen as 10,000. The
bootstrap means are then computed as:

(38)

=
.
I

Name and Abbreviation Brief Explanation Parameters Source DOA Distribution Mean Position
Random Gaussian Design | Entries of the mea- | - 1 N (—0.5455,0.2%) 0 = 100° (w = —0.5455)
(RGD) surement matrix are 2 N (1.0745,0.22) 0 =70° (w=1.0745)
drawn from a normal
distribution.

ﬁiﬁg;y Matrix Design (12,4): ;; :SOIh;ed for - After the calculation of (38), ji”’s for 1 < j < J are sorted in an
Equiangular Tight Frame | (24) is solved with T | - ascending manner, and their 2.5" and 97.5" percentile entries
based Design (ETFD) chosen from the set are assigned as the lower and upper RMSEs [76]. In our results,

: : : (16) and for P = I : we include the lower and upper RMSEs in addition to the original
Li, Zhang, Kirubarajan, Ra- | The technique pro- | 7 in (17) Lo . o :
jan (LZKR) posed in [64]. RMSE value, which is calculated using the original data as given
Ibrahim, Roemer, Galdo | The technique pro- | - in (36). In all the simulations, the DOAs are realized from
(IRG) _ posed in [16]. a continuous distribution across the horizon; hence, off-grid
Kilic, Glingor, Kalfa, Our previously pro- a1, ., 0Q R K .
Arkan (KGKA) posed technique [21]. values are allowed and multiple sources can be arbitrarily close
Adaptive Measurement Ma- | The currently | ai,...,aqQ to one another.
uix D?Slg;ld (A-MMD) - PDrOPO_sgddt?chnsw As shown in Table I; LZKR, KGKA, A-MMD, A-MMD-UD,

t t Ma- t .

trixap Dlzzigneavililtrgmg;dat:d IVC.SCH ed m section fnld’ 2Q and A-MMD-MC are all parameter dependent techniques. For
Dictionary (A-MMD-UD) &1, ., 8Q LZKR, 7 € [0.1,0.9] [64]; for KGKA « € [0,0.95] [21], for
adaléﬁve b Measureménﬁ Rfscribed in Section | a1,...,aQ the dictionary optimization procedure described in Section IV,
Mitt{llzl Couzsﬁﬁz Ef;ggts : a € [0.01,0.05] [73] are used and the best results we could
(A-MMD-MC) achieve using the parameters in the given ranges are reported.

The choice of o used in A-MMD is explained in Section V-B
after the presentation of the first set of numerical results. Note
that A-MMD-MC and A-MMD-UD always use the same «
parameters since they are variants of A-MMD.

A. Performance Comparison At Different SNRs

To compare the performances of the techniques at different
SNR levels, we use a ULA with M = 50 antenna elements with
A/2 spacing and digitize the analog output of these elements
in m € {5,10} digital channels. For this array configuration,
w(f) = mcos(#). SNR is defined as 101og;y(mPs/c?) where
P; is the received power of the source, and is assumed to be
the same for all K sources. Note that the array processing
gain is already incorporated into the SNR definition. In the
simulations, we have K € {2,3} and Q € {1, 2}, so that there
are up to three sources and at least one of them is tracked.
Except for A-MMD-UD that adaptively assigns the grid points,
L =3 x M = 150 uniformly spaced grid points are chosen.
100,000 Monte Carlo runs, each with independent DOAs and
noise realizations, are conducted to produce the tabulated results
where the lower, mean, and upper RMSEs are shown. The lower
and upper RMSEs are computed using the bootstrap analysis.
For the sake of clarity, the mean RMSE of the best performing
technique is printed in bold.

Case 1 - K =2,Q =2,m =10,L = 150: We first start
with a relatively simple scenario where all the techniques are
expected to perform well. There exist two tracked sources in
the environment and they are close to the boresight direction
of the antenna array (¢ = 90°). These sources have the DOA
distributions given in Table II. The interpretation of Table II is
as follows: the DOAs of both sources are chosen at random by
sampling a Gaussian distribution with means —0.5455, 1.0745;
and standard deviation o4 = 0.2 (in the w-domain). The value
os = 0.2 is achieved by 5 x 2/M = 0.2 for M = 50 antenna
elements where 2/M is the approximate half-power beamwidth
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TABLE III

THE RMSE [DEG] RESULTS FOR CASE 1. THE LOWER AND UPPER RMSEs
ACHIEVED BY BOOTSTRAP ANALYSIS ARE ALSO GIVEN

TABLE IV
DOA DISTRIBUTION FOR CASE 2

Source DOA Distribution Mean Position
SNR 1 N (=0.5455,0.2%) 6 =100° (w = —0.5455)
Methods 2 2(—0.97,0.97) 6 =90° (w=0)
10 (dB) 25 (dB) 40 (dB)
RGD 30.0/30.1/30.2 12.4/12.6/12.7 10.8/10.9/11.1 TABLE V
IMD 24.0/24.1/24.3 5.13/5.28/5.42 4.17/4.32/4.64 THE RMSE [DEG] RESULTS FOR CASE 2. THE LOWER AND UPPER RMSES
ETFD 22.8/23.0/23.1 5.33/5.47/5.61 4.64/4.78/4.92 ACHIEVED BY BOOTSTRAP ANALYSIS ARE ALSO GIVEN
LZKR 5.51/5.58/5.65 3.61/3.67/3.72 3.44/3.49/3.55
IRG 3.08/3.16/3.24 1.81/1.89/1.97 1.72/1.81/1.90 e
KGKA 5.59/5.66/5.73 0.39/0.39/0.41 0.24/0.24/0.24  Methods
A-MMD, a = 0.05 4.16/4.26/4.36 0.34/0.37/0.41 0.24/0.24/0.24 10 (dB) 25 (dB) 40 (dB)
AADUD 0 S008 368/ G0 0N OZIOLIOL e 0 /052 01050
A-MMD-UD, & = 0.20 3.08/3.15/3.22 0.69/0.73/0.76 0.67/0.70/0.73 ™MD 299/30.1/30.2 8.67/8.86/9.04 7.69/7.88/8.06
. i o e e ETFD 29.8/30.0/30.1 7.90/8.07/8.24 6.73/6.90/7.07
The lowest mean RMSEs are printed in bold. LZKR 24.9/24.9/25.1 24.9/25.0/25.0 25.0/25.0/25.2
IRG 24.9/25.0/25.1 24.6/24.7/24.8 24.7/24.8/24.9
KGKA 19.4/19.6/19.7 3.66/3.78/3.91 1.52/1.62/1.71
A-MMD 19.4/19.6/19.7 2.31/2.43/2.55 1.19/1.30/1.42
of a A\/2 spaced ULA [77]. For Source 1, the DOAs are chosen A MMD.UD 172/17.3/175 2.65/278/2.90 122/134/147

randomly over the interval [84°,116°] and for Source 2, the
DOAs are chosen randomly over the interval [51°, 87°]. The re-
sults are given in Table III. As expected, all the given techniques
provide accurate results. Among the non-adaptive techniques,
IMD and ETFD outperform RGD, while their performances
are far behind all the adaptive techniques. Among the adaptive
techniques, A-MMD has the best performance. In the low-SNR
regime, a high a improves the performance of A-MMD, since
the prior information is more reliable than the noisy measure-
ments and it is available for both sources. In this scenario, the
use of an adaptive dictionary does not increase the estimation
performance.

We also plot |d (w;)®" ®d(w;)| for 1 <i,j < L inFig. 3.
When IRG and A-MMD are used, the highest values are located
around w = —0.5455 and w = 1.0745, which are consistent
with the prior information that is embedded in the proposed opti-
mization. Moreover, the (unnormalized) cross-correlation of the
columns of ® D are successfully suppressed by these methods,
while this is not the case for the results obtained with RGD and
IMD. Note that A-MMD does not perform normalization on the
columns of the effective dictionary since P is used to scale those
columns.

Case 2 - K =2, =1,m =10, L = 150: Source 2 in Ta-
ble Il is replaced with an emerging source having a uniform DOA
distribution between —0.97 and 0.97 (in the w-domain) resulting
in the DOA distribution given in Table IV. Hence, the DOAs
of Source 2 are chosen randomly over the interval [25°, 155°].
The results for that scenario are given in Table V. Compared

The lowest mean RMSEs are printed in bold.

to Case 1, there is a performance degradation for all the tech-
niques. For adaptive techniques, the reason for this degradation
is the lack of prior information about the emerging source. IRG
and LZKR almost completely miss the emerging source which
can be deduced by observing that their performance does not
change much with increasing SNR. A-MMD-UD improves the
performance of A-MMD at SNR = 10dB and SNR = 40dB.
The reason for the performance degradation of the non-adaptive
techniques is the DOA of Source 2. In Case 1, where the better
results are obtained, Source 2 is located around 70°, where the
DOA estimation performance is expected to be more accurate in
general. In Case 2, the emerging source may appear anywhere
between w = —0.97 and w = 0.97. As Source 2 may emerge
at DOAs that are far from the array boresight, a degradation
in performance is expected. For A-MMD and A-MMD-UD,
o = 0.15 was chosen.

Case 3 - K =2,Q) =1,m =10, L = 150: In Case 2, the
tracked source is located around the boresight of the an-
tenna array. Now, the mean position of the DOA distribution
of the tracked source (Source 1) in Table IV is changed to
6 = 30° (w = 2.7207). The DOA distributions of the sources
are given in Table VI. The target DOAs of Source 1 are chosen
randomly over the interval [0.5°, 54°]. Compared to Case 1 and
Case 2, there is a performance degradation for all the techniques
as shown in Table VII. The conventional RGD outperforms both
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TABLE VI
DOA DISTRIBUTION FOR CASE 3

Source DOA Distribution Mean Position
1 N (2.7207, 0.22) 0 = 30° (w=2.7207)
2 U(—0.97,0.97) 0 =90° (w=0)

TABLE VII
THE RMSE [DEG] RESULTS FOR CASE 3. THE LOWER AND UPPER RMSES
ACHIEVED BY BOOTSTRAP ANALYSIS ARE ALSO GIVEN

Methods SNR
10 (dB) 25 (dB) 40 (dB)

RGD 32.9/33.0/33.2 11.8/12.0/12.2 11.3/11.5/11.7
IMD 37.3/37.5/37.6 14.1/14.3/14.5 13.0/13.2/13.4
ETFD 36.8/36.9/37.1 15.4/15.6/15.8 14.1/14.3/14.5
LZKR 45.1/452/45.4 42.4/42.5/42.6 42.4/42.5/42.6
IRG 45.6/45.7/45.8 41.8/41.9/42.1 40.6/40.7/40.9
KGKA 20.0/20.2/20.4 9.20/9.41/9.63 8.25/8.47/8.69
A-MMD 32.0/32.2/32.4 6.90/7.12/7.33 6.41/6.64/6.86
A-MMD-UD 20.5/20.6/20.8 5.06/5.27/5.47 3.28/3.49/3.70

The lowest mean RMSEs are printed in bold.

TABLE VIII
THE RMSE [DEG] RESULTS FOR CASE 4. THE LOWER AND UPPER RMSES
ACHIEVED BY BOOTSTRAP ANALYSIS ARE ALSO GIVEN

Methods SNR
10 (dB) 25 (dB) 40 (dB)

RGD 37.0/37.2/37.3 33.3/33.5/33.6 33.0/33.1/33.3
IMD 42.1/42.2/42.3 39.2/39.3/39.5 38.9/39.1/39.2
ETFD 37.6/37.7/37.9 33.7/33.8/34.0 33.4/33.5/33.7
LZKR 24.8/24.9/24.9 24.8/24.9/25.0 24.8/24.9/25.0
IRG 24.8/24.8/24.9 24.8/24.8/24.9 24.7/24.8/24.9
KGKA 20.2/20.4/20.5 7.14/7.25/7.37 4.17/4.27/4.37
A-MMD 16.9/17.0/17.2 4.75/4.86/4.97 3.04/3.13/3.23
A-MMD-UD 16.3/16.4/16.5 4.71/4.81/491 3.03/3.12/3.21

The lowest mean RMSEs are printed in bold.

IMD and ETFD implying that these designs are not robust to
the changes in the source DOAs. Only KGKA, A-MMD, and
A-MMD-UD can provide DOA estimates with RMSE < 10°.
Among these three, KGKA is worse than the other two and
A-MMD-UD performs the best. For A-MMD and A-MMD-UD,
a = 0.15 was chosen.

Case4-K =2,QQ =1,m =5, L = 150: The same scenario
given in Table IV is repeated for m = 5. Hence, the compression
rate is now M /m = 10. Examination of such a scenario is im-
portant since reducing the number of digital channels drastically
simplifies the hardware and software complexity. The results are
demonstrated in Table VIII. As the number of compressed mea-
surements is decreased, the RMSEs of all the techniques increase
compared to those in Table V. As before, only KGKA, A-MMD,
and A-MMD-UD can obtain RMSE < 10° with A-MMD-UD
providing the best performance. For A-MMD and A-MMD-UD,
o = 0.025 was chosen.

B. Selection of Parameters

Note that o = 0.15 is used in Case 2 while o = 0.025 is used
in Case 4, although the same scenario is simulated except for
decreasing m from 10 to 5. « serves as a parameter adjusting
the resource allocation, so less resources are allocated for the
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emerging sources when it is increased. When m is decreased for
afixed M, the total allocation of resources decreases and setting
a = 0.15 makes it difficult to find the DOA of the emerging
source. Hence, the m/M ratio is important to determine c.
Moreover, o must be inversely proportional to K. Therefore,
a =m/(MK) is always used for A-MMD, A-MMD-UD, and
A-MMD-MC in the remainder of this manuscript. Note that
this choice does not directly consider the noise power, which is
shown to affect the optimal parameter choice in Case 1. Further-
more, different array configurations can also affect the optimal
parameter choice, which is not comprehensively investigated in
this study. An improved parameter selection algorithm for « can
be developed, which is left as a future study.

C. Effects of the Number of Grid Points, the Compression
Rate, and the Uncertainty in the Prior Information

In this section, we provide the results of the simulations
conducted at a fixed SNR level for different choices of the
number of grid points (L), the number of digital channels
(m), and the uncertainty in the prior information (o). We also
report the results of RGD in addition to KGKA, A-MMD, and
A-MMD-UD as a reference design. The reported results are
obtained by performing 10,000 Monte Carlo iterations each with
independent noise and DOA realizations. The plots with error
bars are used to present both the upper and lower bounds of the
obtained RMSEs.

1) Effect of the Number of Grid Points: To investigate the
effect of L, we again use a ULA with M = 50 antenna el-
ements spaced A\/2 apart and m = 10 digital channels. The
DOA distribution given in Table IV is assumed and the SNR
is fixed at 40 dB. The results are given in Fig. 4. Although
the mutual coherence of the effective dictionary increases with
increasing L, the performances of A-MMD, A-MMD-UD and
KGKA improve. Hence, lower mutual coherence does not neces-
sarily imply higher performance in CS based DOA estimation.
This result also demonstrates that the proposed algorithm can
work with larger L values and provide higher resolution. Since
A-MMD-UD forms an adaptive, non-uniform grid, for L = 75,
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TABLE IX

DOA DISTRIBUTION OF THE SOURCES TO INVESTIGATE THE m DEPENDENCY

Source DOA Distribution Mean Position

1 N (—0.5455,0.12) 0 = 100° (w = —0.5455)
2 U(—0.97,0.97) 0 =90° (w=0)
45 T
i —8—A-MMD
407 =% = A-MMD-UD |
—-&--KGKA

35+ ¥ RGD B

30 - b
®
0,251 B
o
= 20 1
o

151 E ]

101 1

."'! ....................... 1
A
15 20 25
m
Fig.5. RMSE vs the number of digital channels. The inset is used to show the

details better.

A-MMD-UD is the best performing technique as expected.
However, as L increases, A-MMD becomes the best performing
technique. Hence, when the computational requirements of a
system cannot support the use of large number of grid points,
A-MMD-UD offers computational advantages over A-MMD.

2) Effect of the Compression Rate: The performance of a
technique with varying M /m represents its compression ability.
As M /m increases, both the hardware and software complexity
of the system are reduced. For this case, a ULA with M = 100
antenna elements spaced A\/2 apart and m € {5, 10, 15, 20, 25}
digital channels are investigated to check the performances of the
techniques at up to 20 times the compression rate. We fix SNR to
be 25 dB. The noise power is increased with increasing m for this
scenario since SNR = 10log;,(mP;s/0?). L =3 x M = 300
uniform grid points are used, and the DOA distribution scheme
given in Table IX is assumed. The standard deviation is again
found by 5 x 2/M. The target DOAs of Source 1 are chosen
randomly over the interval [93°,108°]. The results are given in
Fig. 5. As expected, increasing m improves the performances of
all the techniques. However, when the compression rate is large,
RGD cannot perform reliable estimations. The other techniques
can perform reliable estimations up to a compression rate of at
least 20. Among them, A-MMD has the best performance for
all m values while the performance of A-MMD-UD is a close
second.

3) Effect of the Prior Information Uncertainty: In all the
simulations discussed before, o is chosen as 5 x 2/M. In
certain cases, og can be set to a different value depending on
the rate of change of the dynamic sources or the reliability of
the tracker output. To see the effect of o, on the estimation per-
formance, we use a ULA with M = 50 antenna elements spaced
A/2 apart and m = 10 digital channels. We fix SNR = 25 dB,
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TABLE X
DOA DISTRIBUTION OF THE SOURCES TO INVESTIGATE THE 05 DEPENDENCY

Source DOA Distribution Mean Position
1 N (—0.5455,02) 0 = 100° (w = —0.5455)
2 N(1.5708,02) 0 = 60° (w=1.5708)
3 U(—0.97,0.97) 0 =90° (w=0)
SO!E .
g —$—AMMD  —-&-—KGKA
----- e - ¥ =A-MMD-UD %+ RGD
ogb R
20 -
=)
[0)
S,
w15
0
>
o
10+

o (x 2M)

Fig. 6.  RMSE vs the uncertainty in the prior information. The inset is used to
show the details better.

and use L = 3 x M = 150 grid points. The DOA distribution
given in Table X is assumed on the source scene. In Table X,
os €{1,2,3,5,7,9,11} x 2/M. When o = 2/M, the DOAs
of Source 1 are chosen randomly over the interval [97°,103°],
and the DOAs of Source 2 are chosen randomly over the interval
[56°,63°]. When o, = 11 x 2/M, the DOAs of Source 1 are
chosen randomly over the interval [69°, 133°], and the DOAs
of Source 2 are chosen randomly over the interval [11°,90°].
Hence, a wide variation on the prior distribution of DOAs is
considered. The results are presented in Fig. 6. When o5 <
5x2 /M , A-MMD-UD outperforms A-MMD and KGKA. For
other o, values, A-MMD performs the best. As o gets larger, the
performances of the adaptive techniques tend to degrade as antic-
ipated, since the uncertainty in the prior information increases.
These results further imply that the adaptive dictionary design
strategies may cause performance degradation when there is high
uncertainty in the prior information.

D. Performance Comparison for Mutual Coupling Effects

We consider a simulated electromagnetic model of a ULA at
10 GHz with M = 64 antenna elements and an element spacing
of d = 0.5\ = 0.015m. Electromagnetic coupling effects on
the array are analyzed via a Finite Element Method (FEM)
solver [78], and its S-parameters are exported as a matrix S
which is shown in Fig. 7. The source scenario given in Table X
is used with o, = 5 x 2/M = 0.1563. The DOAs of Source 1
are chosen randomly over the interval [86°, 113°], and the DOAs
of Source 2 are chosen randomly over the interval [46°, 74°].
We set L =3 x M =192, and m = 12. The same scenario
is simulated with and without including the mutual coupling
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Fig. 7. Mutual coupling matrix: The mutual coupling values are given in dB
scale.
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Fig. 8. RMSE vs SNR under mutual coupling effects. The inset is used to
show the details better.

effects. The achieved results are shown Fig. 8. RGD (noMC),
KGKA (noMC), A-MMD (noMC) abbreviations are used to
label the performances of those techniques when the mutual
coupling effects are not included in the simulation. For RGD
(MC), KGKA (MC), A-MMD (MC); the mutual coupling effects
are included in the simulation. Fig. 8 shows that the existence of
mutual coupling decreases the performance of KGKA and A-
MMD. Note that RGD has already low performance; therefore,
the mutual coupling effects do not cause a noticeable degrada-
tion in its performance. By modifying A-MMD, A-MMD-MC
algorithm is designed as described in Section IV. Fig. 8 shows
that the mutual coupling effects are successfully mitigated by
A-MMD-MC since A-MMD (noMC) and A-MMD-MC per-
form very close to each other. Moreover, A-MMD-MC performs
significantly better than A-MMD (MC).

E. Performance Comparison Using a Random Linear Array in
Multipath Environments

Here we investigate the performance of A-MMD on a non-
uniform linear array. An RLA with M = 100 antenna elements
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I RGD (ULA)
—&— A-MMD (ULA)
--§-— A-MMD (RLA)

10 20 30 40 50
SNR [dB]

Fig.9. RMSE vs SNR using an RLA in a multipath environment. The inset is
used to show the details better.

and m = 20 digital channels is used and the number of grid
points is selected as L = 3 x M = 300. The multipath effects
are also included in the simulation. The element spacing between
two adjacent antenna elements is randomly sampled from the
uniform distribution /(0.4 0.6\). The source scenario given
in Table X is used with o, = 5 x 2/M = 0.1 except that Source
2 is now the multipath of Source 1 with the received signal
power P;/2. The DOAs of Source 1 are chosen randomly
over the interval [93°,107°], and the DOAs of Source 2 are
chosen randomly over the interval [51°, 68°]. Fig. 9 shows that
A-MMD performs very close for both array configurations with
RMSE < 2° at the high-SNR regime. It shows that A-MMD can
provide reliable results with array structures other than ULA in
a multipath environment.

F. Phase Transition Results

So far, we have considered A-MMD with the reweighted
{1-norm optimization (21), i.e., by exploiting prior information
both in reconstruction and data acquisition stages. Since they
both affect the estimation performance, it is important to eval-
uate the performances of adaptive data acquisition (A-MMD)
and adaptive reconstruction (reweighted /1 -norm minimization)
separately. To do that, A-MMD can be used with the standard ¢;
optimization (6) and RGD can be used with the reweighted ¢;
optimization (21). In this experiment, we investigate the RMSE
performances of A-MMD and RGD for variable number of
sources and channels using phase transition phenomenon. For
the simulation, a ULA with M = 64 antenna elements spaced
A/2 apart is used, and SNR =40[dB], L =3 x M =192,
0s =5 x 2/M are fixed. We obtain the results for different
m and K values, where m is changed from 8 to 32 with a
step-size of 4, and K is changed from 1 to 6 with a step-size
of 1. All the sources are assumed to be tracked sources, whose
DOAs are drawn from the distributions given in Table XI. The
DOAs of Sources 1-6 are chosen randomly over the inter-
vals [87°,111°], [68°,91°], [108°, 135°], [47°, 74°], [125°, 163°],
[19°,55°], respectively. When K = 1, there is only Source 1 in
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(a) A-MMD with standard /-
norm minimization given in (6)

(b) RGD with standard ¢;-norm
minimization given in (6)

Fig. 10.
is used for all results (see the colorbar).

TABLE XI
DOA DISTRIBUTION OF THE SOURCES TO COMPARE RGD AND A-MMD
USING PHASE TRANSITION PHENOMENON

Source DOA Distribution Mean Position
1 N (—0.5455,0.1563%)] 6 = 100° (w = —0.5455)
2 N (0.5455,0.15632) 0 = 80° (w = 0.5455)
3 N(—1.5708, 0.15632) 0 = 120° (w = —1.5708)
4 N (1.5708,0.15632) 0 = 60° (w=1.5708)
5 N (—2.4066,0.1563%)] 0 = 140° (w = —2.4066)
6 N (2.4066, 0.15632) 0 = 40° (w = 2.4066)

the environment. When K = 2, Source 2 is also included in the
source environment and so on. The obtained phase transition
results are demonstrated in Fig. 10. By comparing Fig. 10(b)
and Fig. 10(d), we observe that the reweighted ¢; minimization
significantly improves the performance of RGD. On the other
hand, by comparing Fig. 10(a) and Fig. 10(c), we observe that
A-MMD provides high performance regardless of the recon-
struction technique. In all cases, A-MMD performs significantly
better than RGD, especially when m is low and K is high.

G. Gridless Reconstruction

As explained in Section II-B, A-MMD can also be used
with ANM. To demonstrate that, the same array configuration
described in Case 1 is used with L = 500. We assume the source
scenario given in Table X, where o, = 5 x 2/M = 0.2. The
DOAs of Source 1 and Source 2 are chosen randomly over
the intervals [86°,114°] and [42°, 74°], respectively. The results
are given in Fig. 11. A-MMD (ANM), A-MMD-UD (ANM),
and RGD (ANM) denote that the reconstruction is performed
using ANM for the corresponding measurement matrix design.
A-MMD (¢1), A-MMD-UD (¢;), and RGD (¢;) are obtained
by using ¢;-norm minimization with the corresponding mea-
surement matrix design, i.e., (21) is used with A-MMD and
A-MMD-UD, and (6) is used with RGD. A-MMD and A-
MMD-UD perform significantly better than RGD, which shows
that A-MMD based algorithms can also be used in conjunction
with a gridless reconstruction algorithm. Furthermore, higher
resolution can be obtained by ANM since its resolution is not
limited by the grid resolution unlike ¢;-norm minimization.
Moreover, A-MMD (ANM) and A-MMD-UD (ANM) perform
differently, which shows that the grid selection for measurement
matrix design changes the data acquisition strategy even though
the reconstruction is gridless. As explained in Section II, the
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Fig. 11. RMSE vs SNR when the DOAs are reconstructed using ANM and

£1-norm minimization. The inset is used to show the details better.

main disadvantage of ANM is its higher computational time.
For this scenario, our ANM implementation takes approximately
12 times longer compared to our implementation of ¢;-norm
minimization. If L = 3 x M = 150 was used, the difference
would increase up to 40 times. As discussed in Section II-B,
there are more efficient algorithms for ANM. Adopting a more
computationally efficient methodology as in [50] can drastically
decrease this time difference.

Numerical results demonstrate that A-MMD and its varia-
tions, A-MMD-UD and A-MMD-MC, outperform their alter-
natives under various scenarios. Comparison between A-MMD
and A-MMD-UD indicates that their performance ordering de-
pends on the scenario. However, when L has to be kept small,
A-MMD-UD is shown to be advantageous due to its adaptive
grid selection strategy. The results further imply that the adap-
tive dictionary design is not necessary when the computational
resources allow selection of large L values. Furthermore, when
the prior information uncertainty is high, A-MMD-UD should
not be the preferred technique. It is also empirically demon-
strated that A-MMD based algorithms can compensate for the
hardware implementation issues such as mutual coupling, and
can also work with non-uniform array structures in multipath
environments. Phase transition results also validate the superior
performance of A-MMD for a variety of compression rates and
number of sources. When we present the phase transition results,
we also investigate the performance of A-MMD independently
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of the reweighted ¢; optimization, where we show that A-MMD
provides high performance also in that case. Finally, we show
that gridless algorithms like ANM can be used in conjunction
with A-MMD and its variations.

VI. CONCLUSION

Measurement matrix design is among the most important
aspects of CS-based sensor processing applications. In this
paper, a novel adaptive measurement matrix design method-
ology that provides accurate results on the sensor data was
proposed. A computationally feasible, closed-form expression
for the measurement matrix was derived enabling online updates
of the measurement matrix at a high compression rate for each
snapshot of the sensor data. Thus, the proposed methodology
allows for efficient hardware and software implementations.
Over an extensive set of array signal processing scenarios, the
superior performance of the proposed measurement matrix de-
sign methodology over the alternative online design techniques
was demonstrated. The proposed technique successfully miti-
gates the mutual coupling effects between array elements and
provides accurate results even in multipath environments with
non-uniform array configurations. We further demonstrated the
applicability of our proposed algorithm along with a gridless re-
construction method, namely, atomic norm minimization. While
the atomic norm minimization based algorithm improves the
estimation performance, it has higher time complexity compared
to ¢1-norm minimization.

The proposed technique allows for joint optimization over the
measurement matrix and the signal dictionary. In the simulation
results, it was demonstrated that adaptive dictionary design may
improve performance. As a future work, alternative dictionary
optimization algorithms can be investigated. Moreover, the pa-
rameter selection methodology followed in this study can be
improved by defining the parameter as a function of not only
the number of digital channels, the number of sensors, and
the number sources; but also including other aspects such as
the noise power and array configuration. Decreasing the com-
putational complexity of atomic norm minimization is another
research topic. Although the main focus of this study was DOA
estimation, the proposed methodology can be applied to other
areas of sensor processing including detection of sparse signals
in video and audio streams.

ACKNOWLEDGMENT

The authors would like to thank Tutku Bakan for computing
the mutual coupling matrix of a practical linear phased array
antenna via full-wave electromagnetic simulations.

REFERENCES

[1] E.J.Candes,J. Romberg, and T. Tao, “Robust uncertainty principles: Exact
signal reconstruction from highly incomplete frequency information,”
IEEE Trans. Inf. Theory, vol. 52, no. 2, pp. 489-509, Feb. 2006.

[2] D. L. Donoho, “Compressed sensing,” [EEE Trans. Inf. Theory, vol. 52,
no. 4, pp. 1289-1306, Apr. 2006.

[3] E.J. Candes and T. Tao, “Near-optimal signal recovery from random pro-
jections: Universal encoding strategies,” IEEE Trans. Inf. Theory, vol. 52,
no. 12, pp. 5406-5425, Dec. 2006.

4755

[4] E.J. Candes and T. Tao, “Decoding by linear programming,” IEEE Trans.
Inf. Theory, vol. 51, no. 12, pp. 4203-4215, Dec. 2005.

[5] M. Aharon, M. Elad, and A. Bruckstein, “K-SVD: An algorithm for de-
signing overcomplete dictionaries for sparse representation,” IEEE Trans.
Signal Process., vol. 54, no. 11, pp. 4311-4322, Nov. 2006.

[6] J. Mairal, F. Bach, J. Ponce, and G. Sapiro, “Online learning for matrix
factorization and sparse coding,” J. Mach. Learn. Res., vol. 11, no. 1,
pp- 19-60, 2010.

[7]1 J. M. Duarte-Carvajalino and G. Sapiro, “Learning to sense sparse signals:
Simultaneous sensing matrix and sparsifying dictionary optimization,”
IEEE Trans. Image Process., vol. 18, no. 7, pp. 1395-1408, Jul. 2009.

[8] M. Elad, “Optimized projections for compressed sensing,” IEEE Trans.
Signal Process., vol. 55, no. 12, pp. 5695-5702, Dec. 2007.

[9] D.Malioutov, M. Cetin, and A. S. Willsky, “A sparse signal reconstruction
perspective for source localization with sensor arrays,” IEEE Trans. Signal
Process., vol. 53, no. 8, pp. 3010-3022, Aug. 2005.

[10] H.Krim and M. Viberg, “Two decades of array signal processing research:
The parametric approach,” IEEE Signal Process. Mag., vol. 13, no. 4,
pp. 67-94, Jul. 1996.

[11] B. D. V. Veen and K. M. Buckley, “Beamforming: A versatile approach
to spatial filtering,” IEEE ASSP Mag., vol. 5, no. 2, pp. 4-24, Apr. 1988.

[12] J. Capon, “High-resolution frequency-wavenumber spectrum analysis,”
Proc. IEEE, vol. 57, no. 8, pp. 1408-1418, Aug. 1969.

[13] R. Schmidt, “Multiple emitter location and signal parameter estimation,”
IEEE Trans. Antennas Propag., vol. 34, no. 3, pp. 276-280, Mar. 1986.

[14] Y. Wang, G. Leus, and A. Pandharipande, “Direction estimation using
compressive sampling array processing,” in Proc. IEEE/SP 15th Workshop
Stat. Signal Process., 2009, pp. 626—629.

[15] M. Ibrahim, F. Roemer, and G. D. Galdo, “On the design of the mea-
surement matrix for compressed sensing based DOA estimation,” in Proc.
IEEE Int. Conf. Acoust., Speech Signal Process., 2015, pp. 3631-3635.

[16] M. Ibrahim, F. Roemer, and G. D. Galdo, “An adaptively focusing mea-
surement design for compressed sensing based DOA estimation,” in Proc.
Eur. Signal Process. Conf., 2015, pp. 859-863.

[17] B. Ozer, A. Lavrenko, S. Gezici, F. Romer, G. Del Galdo, and O. Arikan,
“Adaptive measurement matrix design for compressed DOA estimation
with sensor arrays,” in Proc. Asilomar Conf. Signals, Syst. Comput., 2015,
pp. 1769-1773.

[18] M. Ibrahim et al., “Design and analysis of compressive antenna arrays
for direction of arrival estimation,” Signal Process., vol. 138, pp. 35-47,
2017.

[19] Y.Gu,Y.D.Zhang, and N. A. Goodman, “Optimized compressive sensing-
based direction-of-arrival estimation in massive MIMO,” in Proc. IEEE
Int. Conf. Acoust., Speech Signal Process., 2017, pp. 3181-3185.

[20] M. Guo, Y. D. Zhang, and T. Chen, “DOA estimation using compressed
sparse array,” IEEE Trans. Signal Process., vol. 66, no. 15, pp. 4133-4146,
Aug. 2018.

[21] B. Kllfg, A. Giingor, M. Kalfa, and O. Artkan, “Adaptive measurement
matrix design in compressed sensing based direction of arrival estimation,”
in Proc. Eur. Signal Process. Conf., 2021, pp. 1881-1885.

[22] B. Kili¢, “Adaptive techniques in compressed sensing based direc-
tion of arrival estimation,” M.S. thesis, Bilkent Univ., Ankara, Turkey,
2021.

[23] M. A. Davenport, A. K. Massimino, D. Needell, and T. Woolf, “Con-
strained adaptive sensing,” IEEE Trans. Signal Process., vol. 64, no. 20,
pp. 5437-5449, Oct. 2016.

[24] E. J. Candes, M. B. Wakin, and S. P. Boyd, “Enhancing sparsity by
reweighted 11 minimization,” J. Fourier Anal. Appl., vol. 14, no. 5,
pp. 877-905, 2008.

[25] S.Ji,Y. Xue, and L. Carin, “Bayesian compressive sensing,” IEEE Trans.
Signal Process., vol. 56, no. 6, pp. 2346-2356, Jun. 2008.

[26] Z. Yang, J. Li, P. Stoica, and L. Xie, “Sparse methods for direction-of-
arrival estimation,” in Academic Press Library in Signal Processing.vol.7.
Amsterdam, The Netherlands: Elsevier, 2018, pp. 509-581.

[27] M. G. Christensen, J. @stergaard, and S. H. Jensen, “On compressed
sensing and its application to speech and audio signals,” in Proc. Asilomar
Conf. Signals, Syst. Comput., 2009, pp. 356-360.

[28] L. Carin, D. Liu, and B. Guo, “Coherence, compressive sensing, and
random sensor arrays,” I[EEE Antennas Propag. Mag., vol. 53, no. 4,
pp. 28-39, Aug. 2011.

[29] S. Foucart and H. Rauhut, A Mathematical Introduction to Compressive
Sensing. Berlin, Germany: Springer, 2013.

[30] J.A.TroppandA.C.Gilbert, “Signal recovery from random measurements
via orthogonal matching pursuit,” IEEE Trans. Inf. Theory, vol. 53, no. 12,
pp. 4655-4666, Dec. 2007.

Authorized licensed use limited to: ULAKBIM UASL - Bilkent University. Downloaded on February 16,2023 at 11:51:52 UTC from IEEE Xplore. Restrictions apply.



4756

[31]
[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[51]

[52]

[53]

R. Tibshirani, “Regression shrinkage and selection via the LASSO,” J. Roy.
Stat. Soc.: Ser. B. (Methodological), vol. 58, no. 1, pp. 267-288, 1996.

S. S. Chen, D. L. Donoho, and M. A. Saunders, “Atomic decomposition
by basis pursuit,” SIAM Rev., vol. 43, no. 1, pp. 129-159, 2001.

G. Li, Z.Zhu, X. Wu, and B. Hou, “On joint optimization of sensing matrix
and sparsifying dictionary for robust compressed sensing systems,” Digit.
Signal Process., vol. 73, pp. 62-71, 2018.

E. van den Berg and M. P. Friedlander, “SPGL1: A solver for large-scale
sparse reconstruction,” Dec. 2019. [Online]. Available: https://friedlander.
io/spgll

E. Van Den Berg and M. P. Friedlander, “Probing the Pareto frontier for
basis pursuit solutions,” STAM J. Sci. Comput., vol. 31, no. 2, pp. 890-912,
2009.

S. Boyd, N. Parikh, and E. Chu, Distributed Optimization and Statistical
Learning via the Alternating Direction Method of Multipliers. Delft, The
Netherlands: Now Publishers Inc, 2011.

M. V. Afonso, J. M. Bioucas-Dias, and M. A. Figueiredo, “An aug-
mented Lagrangian approach to the constrained optimization formulation
of imaging inverse problems,” IEEE Trans. Image Process., vol. 20, no. 3,
pp. 681-695, Mar. 2010.

M. Wagner, Y. Park, and P. Gerstoft, “Gridless DOA estimation and root-
music for non-uniform linear arrays,” IEEE Trans. Signal Process., vol. 69,
pp. 2144-2157,2021.

Y. Park and P. Gerstoft, “Alternating projections gridless covariance-based
estimation for DOA,” in Proc. IEEE Int. Conf. Acoust., Speech Signal
Process., 2021, pp. 4385—4389.

M. Kalfa and H. E. Giiven, “Fast 2-D direction of arrival estimation using
two-stage gridless compressive sensing,” in Proc. IEEE Int. Conf. Radar,
2018, pp. 1-5.

S. Semper, F. Roemer, T. Hotz, and G. D. Galdo, “Grid-free direction-
of-arrival estimation with compressed sensing and arbitrary antenna ar-
rays,” in Proc. IEEE Int. Conf. Acoust., Speech Signal Process., 2018,
pp. 3251-3255.

S. Semper and F. Romer, “ADMM for ND line spectral estimation using
grid-free compressive sensing from multiple measurements with applica-
tions to DOA estimation,” in Proc. IEEE Int. Conf. Acoust., Speech Signal
Process., 2019, pp. 4130—4134.

Z. Yang, J. Tang, Y. C. Eldar, and L. Xie, “On the sample complexity of
multichannel frequency estimation via convex optimization,” IEEE Trans.
Inf. Theory, vol. 65, no. 4, pp. 2302-2315, Apr. 2018.

G. Tang, B. N. Bhaskar, and B. Recht, “Sparse recovery over continuous
dictionaries-just discretize,” in Proc. Asilomar Conf. Signals, Syst. Com-
put., 2013, pp. 1043-1047.

V. Duval and G. Peyré, “Sparse spikes super-resolution on thin grids ii:
The continuous basis pursuit,” Inverse Problems, vol. 33, no. 9, 2017,
Art. no. 095008.

R. H. Tiitiincii, K. C. Toh, and M. J. Todd, “Solving semidefinite-
quadratic-linear programs using SDPT3,” Math. Program., vol. 95, no. 2,
pp. 189-217,2003.

M. Grant and S. Boyd, “CVX: Matlab software for disciplined convex
programming, version 2.1,” 2014. [Online]. Available: http://cvxr.com/cvx
Y. Hua and T. Sarkar, “Generalized pencil-of-function method for ex-
tracting poles of an EM system from its transient response,” I[EEE Trans.
Antennas Propag., vol. 37, no. 2, pp. 229-234, Feb. 1989.

K. Krishnan and T. Terlaky, “Interior point and semidefinite approaches
in combinatorial optimization,” in Graph Theory and Combinatorial Op-
timization. Berlin, Germany: Springer, 2005, pp. 101-157.

Y. Wang and Z. Tian, “IVDST: A fast algorithm for atomic norm mini-
mization in line spectral estimation,” IEEE Signal Process. Lett., vol. 25,
no. 11, pp. 1715-1719, Nov. 2018.

D. L. Donoho and M. Elad, “Optimally sparse representation in general
(nonorthogonal) dictionaries via 11 minimization,” Proc. Nat. Acad. Sci.,
vol. 100, no. 5, pp. 2197-2202, 2003.

A. M. Tillmann and M. E. Pfetsch, “The computational complexity of
the restricted isometry property, the nullspace property, and related con-
cepts in compressed sensing,” IEEE Trans. Inf. Theory, vol. 60, no. 2,
pp. 1248-1259, Feb. 2014.

A. J. Weiss and B. Friedlander, “Preprocessing for direction finding with
minimal variance degradation,” IEEE Trans. Signal Process., vol.42,1n0. 6,
pp. 1478-1485, Jun. 1994.

[54]

[55]

[56]

[57]

[58]

[59]

[60]

[61]

[62]

[63]

[64]

[65]

[66]

[67]

[68]

[69]

[70]

[71]

[72]

[73]

[74]

[75]
[76]
(771

[78]

IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 70, 2022

J. Sheinvald and M. Wax, “Direction finding with fewer receivers via
time-varying preprocessing,” I[EEE Trans. Signal Process., vol. 47, no. 1,
pp. 2-9, Jan. 1999.

V. Abolghasemi, S. Ferdowsi, B. Makkiabadi, and S. Sanei, “On opti-
mization of the measurement matrix for compressive sensing,” in Proc.
Eur. Signal Process. Conf., 2010, pp. 427-431.

L. Zelnik-Manor, K. Rosenblum, and Y. C. Eldar, “Sensing matrix opti-
mization for block-sparse decoding,” IEEE Trans. Signal Process., vol. 59,
no. 9, pp. 43004312, Sep. 2011.

G. Li, Z. Zhu, D. Yang, L. Chang, and H. Bai, “On projection matrix opti-
mization for compressive sensing systems,” IEEE Trans. Signal Process.,
vol. 61, no. 11, pp. 2887-2898, Jun. 2013.

N. Cleju, “Optimized projections for compressed sensing via rank-
constrained nearest correlation matrix,” Appl. Comput. Harmon. Anal.,
vol. 36, no. 3, pp. 495-507, 2014.

M. A. Sustik, J. A. Tropp, I. S. Dhillon, and R. W. Heath Jr, “On the
existence of equiangular tight frames,” Linear Algebra Appl., vol. 426,
no. 2/3, pp. 619-635, 2007.

J. A. Tropp, L. S. Dhillon, R. W. Heath, and T. Strohmer, “Designing
structured tight frames via an alternating projection method,” IEEE Trans.
Inf. Theory, vol. 51, no. 1, pp. 188-209, Jan. 2005.

J. Xu, Y. Pi, and Z. Cao, “Optimized projection matrix for compressive
sensing,” EURASIP J. Adv. Signal Process., vol. 2010, pp. 1-8, 2010.

V. Abolghasemi, S. Ferdowsi, and S. Sanei, “A gradient-based alternating
minimization approach for optimization of the measurement matrix in
compressive sensing,” Signal Process., vol. 92, no. 4, pp. 999-1009,
2012.

L. Welch, “Lower bounds on the maximum cross correlation of signals
(corresp.),” IEEE Trans. Inf. Theory, vol. IT-20, no. 3, pp. 397-399,
May 1974.

B. Li, L. Zhang, T. Kirubarajan, and S. Rajan, “Projection matrix design
using prior information in compressive sensing,” Signal Process., vol. 135,
pp. 36-47, 2017.

P. Stoica and A. Nehorai, “MUSIC, maximum likelihood, and Cramer-
Rao bound,” IEEE Trans. Acoust., Speech, Signal Process., vol. 37, no. 5,
pp. 720-741, May 1989.

T. Huang, Y. Liu, H. Meng, and X. Wang, “Adaptive compressed sensing
via minimizing Cramer-Rao bound,” IEEE Signal Process. Lett., vol. 21,
no. 3, pp. 270-274, Mar. 2014.

T. M. Cover, Elements of Information Theory. Hoboken, NJ, USA: Wiley,
1999.

R. Obermeier and J. A. Martinez-Lorenzo, “Sensing matrix design via
capacity maximization for block compressive sensing applications,” IEEE
Trans. Comput. Imag., vol. 5, no. 1, pp. 27-36, Mar. 2019.

X. Duan, J. Li, Q. Wang, and X. Zhang, “Low rank approximation of the
symmetric positive semidefinite matrix,” J. Comput. Appl. Math., vol. 260,
pp. 236-243,2014.

A. Dax, “Low-rank positive approximants of symmetric matrices,” Adv.
Linear Algebra Matrix Theory, vol. 4, no. 03, 2014, Art. no. 172.

T.-H. Chio and D. H. Schaubert, “Parameter study and design of wide-
band widescan dual-polarized tapered slot antenna arrays,” IEEE Trans.
Antennas Propag., vol. 48, no. 6, pp. 879-886, Jun. 2000.

W. H. Syed, D. Cavallo, H. T. Shivamurthy, and A. Neto, “Wideband,
wide-scan planar array of connected slots loaded with artificial dielectric
superstrates,” IEEE Trans. Antennas Propag., vol. 64, no. 2, pp. 543-553,
Feb. 2016.

B. Kili¢, M. Kalfa, and O. Artkan, “Prior based grid selection algorithm
for compressed sensing based direction of arrival estimation methods,” in
Proc. IEEE Int. Symp. Phased Array Syst. Technol., 2019, pp. 1-5.

Z. Yang and L. Xie, “Enhancing sparsity and resolution via reweighted
atomic norm minimization,” /EEE Trans. Signal Process., vol. 64, no. 4,
pp. 995-1006, Feb. 2016.

J. A. Tropp, “A mathematical introduction to compressive sensing [book
review],” Bull. Amer. Math. Soc., vol. 54, no. 1, pp. 151-165, 2017.

B. Efron and R. J. Tibshirani, An Introduction to the Bootstrap. Boca
Raton, FL, USA: CRC Press, 1994.

M. A. Richards, Fundamentals of Radar Signal Processing. New York,
NY, USA: McGraw-Hill Education, 2014.

ANSYS “ANSYS Electronics Desktop, Release 19.0,” ANSYS, Inc.,
Canonsburg, PA, USA. [Online]. Available: https://ansys.com

Authorized licensed use limited to: ULAKBIM UASL - Bilkent University. Downloaded on February 16,2023 at 11:51:52 UTC from IEEE Xplore. Restrictions apply.


https://friedlander.io/spgl1
https://friedlander.io/spgl1
http://cvxr.com/cvx
https://ansys.com


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


