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a b s t r a c t

This paper proposes an adaptive control allocation approach for uncertain over-actuated systems with
actuator saturation. The proposed control allocation method does not require uncertainty estimation
or persistency of excitation. Actuator constraints are respected by employing the projection algorithm.
The stability analysis is provided for two different cases: when ideal adaptive parameters are inside
and when they are outside of the projection boundary which is chosen consistently with the actuator
saturation limits. Simulation results for the Aerodata Model in Research Environment (ADMIRE), which
is used as an example of an over-actuated aircraft system with actuator saturation, demonstrate the
effectiveness of the proposed method.

© 2020 Elsevier Ltd. All rights reserved.
1. Introduction

Control allocation is the process of distributing control sig-
als among redundant actuators which is employed in many
ngineering domains such as aerial vehicles (Acosta et al., 2014;
odson, 2002; Ducard, 2009; Liao, Lum, Wang, & Benosman,
010; Sadeghzadeh, Chamseddine, Zhang, & Theilliol, 2012; Shen,
ang, Zhu, & Poh, 2015, 2017; Tohidi, Yildiz, & Kolmanovsky,
018; Yildiz & Kolmanovsky, 2011a, 2011b), marine vehicles
Chen, Ge, How, & Choo, 2013; Gierusz & Tomera, 2006; Jo-
ansen, Fuglseth, Tøndel, & Fossen, 2008; Podder & Sarkar, 2001;
ørensen, 2011), automobiles (Demirci & Gokasan, 2013; Tjøn-
ås & Johansen, 2010), robots (Taghirad & Bedoustani, 2011),
nd power systems (Bouarfa, Bodson, & Fadel, 2017; Raoufat,
omsovic, & Djouadi, 2017). In particular, in aircraft and space-
raft applications, the flight control law determines forces and
oments while control actuator settings are determined through
ontrol allocation. Control allocation improves fault tolerability
nd modularity of the overall control system while permitting to
xploit actuator redundancy for improved maneuverability.
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Gang Tao under the direction of Editor Miroslav Krstic.
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Control allocation methods can be categorized into the fol-
lowing three categories: Pseudo-inverse-based methods, opti-
mization based methods and dynamic control allocation. Given
a mapping between a control input v and the actuator input
vector u defined as Bu = v, in pseudo inverse based control
allocation (Alwi & Edwards, 2008; Durham, 1993; Durham, Bor-
dignon, & Beck, 2009; Tohidi, Khaki Sedigh and Buzorgnia, 2016),
the control input is distributed to the individual actuators by the
pseudo inverse mapping, i.e., u = B+v, which is the minimum
2-norm solution among infinitely many control allocation solu-
tions. Such a method can be extended to account for actuator sat-
uration (Buffington & Enns, 1996; Durham, 1993; Durham et al.,
2009; Kirchengast, Steinberger, & Horn, 2018; Stephan & Fichter,
2017; Tohidi, Khaki et al., 2016; Virnig & Bodden, 1994). In
optimization based control allocation (Casavola & Garone, 2010;
Härkegård, 2002; Härkegård & Glad, 2005; Petersen & Bodson,
2006; Yildiz & Kolmanovsky, 2010; Yildiz, Kolmanovsky, & Acosta,
2011), control allocation is performed by minimizing the cost
function ∥Bu− v∥+ J0, where J0 represents a secondary objective
such as minimizing actuator deflections. For a recent optimiza-
tion based computationally efficient control allocation example
see Yang and Gao (2020). In dynamic control allocation (Fal-
coní & Holzapfel, 2016; Galeani & Sassano, 2018; Tjønnås &
Johansen, 2008; Tohidi, Yildiz and Kolmanovsky, 2016; Tohidi,
Yildiz, & Kolmanovsky, 2017; Zaccarian, 2009), the control signals
are distributed among actuators using a set of rules dictated by
differential equations. A survey of control allocation methods can
be found in Johansen and Fossen (2013).

Control allocation is an appealing approach also for the de-
sign of active fault-tolerant control systems (Argha, Su, & Celler,
2019; Ducard, 2009; Edwards, Lombaerts, Smaili, et al., 2010;
Sørensen, Hansen, Breivik, & Blanke, 2017; Zhang & Jiang, 2008).
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For instance, it is used in Tjønnås and Johansen (2010) to im-
prove the steering performance in faulty automotive vehicles. In
another study (Podder & Sarkar, 2001), control allocation dis-
tributes propulsive forces of an autonomous underwater vehicle
among redundant thrusters so that faults are accommodated.
In Sadeghzadeh et al. (2012), experimental results of employing
control allocation for quadrotor helicopter are reported. In several
applications, fault detection and isolation methods are employed
in parallel with control allocation (Ducard, 2009). In Alwi and
Edwards (2008), a sliding mode controller is coupled with a
pseudo inverse based control allocation to obtain a fault tolerant
controller wherein faults are assumed to be estimated. Simi-
larly in Sørensen et al. (2017), it is assumed that there exists a
fault detection and isolation scheme which is able to estimate
and identify stuck-in-place, hard-over, loss of effectiveness and
floating actuator faults. In Cristofaro and Johansen (2014), an
unknown input observer is applied to identify actuator and ef-
fector faults. A family of unknown input observers is proposed
in Cristofaro, Polycarpou, and Johansen (2015) to detect and iso-
late faults in systems with redundant actuators. In Casavola and
Garone (2010) and Tohidi, Khaki et al. (2016), faults are estimated
adaptively using recursive least squares, and an online dither
generation method is proposed to guarantee the persistence of
excitation.

In this paper we consider the following problem: Allocate a
control input vector v among redundant constrained actuators in
the presence of actuator effectiveness uncertainty. To solve this
problem, two subproblems need to be addressed:

(i) Actuator uncertainty: Determine u such that BΛu+ d̄ = v,
where Λ represents uncertainty and d̄ represents an unknown
bounded disturbance. In this paper, we address this problem by
proposing an adaptive control allocation method which does not
need uncertainty estimation unlike prior approaches.

(ii) Actuator constraints: Determine u such that BΛu+ d̄ = v,
where the elements of the actuator signal vector, u, are con-
strained. One approach to prevent actuators from getting satu-
rated is to determine a set for the control input vector elements,
vi, i = 1, . . . , r , and confine them to this set (Corradini, Cristofaro,
& Orlando, 2010; Naderi, Sedigh, & Johansen, 2019; Tarbouriech,
Garcia, da Silva Jr, & Queinnec, 2011). However, when an adaptive
approach is utilized to solve (i), restricting control signals in
an attainable set may not prevent actuator saturation. Hence,
in addition to restricting control signals to an attainable set, an
element-wise non-symmetric projection algorithm is employed
in this paper to constrain adaptive parameters.

Other adaptive approaches to control allocation have been de-
scribed in Falconí and Holzapfel (2016) and Tjønnås and Johansen
(2008). As compared to these references, the approach in this
paper eliminates the need for uncertainty estimation and persis-
tence of excitation assumption. Furthermore, in the proposed ap-
proach, a closed loop reference model (Gibson, Qu, Annaswamy, &
Lavretsky, 2015) is employed to achieve fast convergence without
inducing undesired oscillations. Apart from these contributions,
we also show that it is possible to employ the projection al-
gorithm (Lavretsky & Gibson, 2011) in a stable manner even
if the ideal adaptive parameters are not inside the projection
boundaries. To the best of our knowledge, such a result is not
available in the prior literature.

Preliminary results were reported in our conference papers
(Tohidi, Yildiz et al., 2016; Tohidi et al., 2017, 2018). This paper
contains additional details and proofs not reported in earlier
publications and provides a procedure to account for the actuator
saturation in a way that facilitates the design and integration of
the controller.

This paper is organized as follows: Section 2 introduces no-

tations and preliminary results. Section 3 presents the uncertain
over-actuated plant dynamics and the proposed model reference
adaptive control allocation approach with a closed loop reference
model. A discussion of actuator saturation and its effects on the
control limits together with the projection algorithm are given in
Section 4. The ADMIRE model is used in Section 5 to demonstrate
the effectiveness of the proposed approach in the simulation
environment. Finally, a summary is given in Section 6.

2. Notations and preliminaries

In this section, we collect several definitions and basic results
which are exploited in the following sections. Throughout this
paper, ∥.∥ refers to the Euclidean norm for vectors and induced
2-norm for matrices, and ∥.∥F refers to the Frobenius norm.
λmin(.), λmax(.) and λi(.) refer to the minimum, maximum and ith
igenvalue of a matrix, respectively. Also, rowi(.) and columni(.)
efer to the ith row and column of a matrix, respectively, and
ec(.) : Rr×m

→ Rrm puts the elements of a matrix in a column
vector. Ir is an identity matrix of dimension r × r and tr(.) refers
to the trace operation.

The element-wise projection Proj(θvi,j , Yi,j, f ) : R×R×F → R
is defined as

Proj(θvi,j , Yi,j, f ) (1)

≡

{
Yi,j − Yi,jf (θvi,j ) if f (θvi,j ) > 0 & Yi,j( df

dθvi,j
) > 0

Yi,j otherwise,

where f (.) ∈ F(R → R) is a convex and continuously differen-
tiable (C1) function defined as

(θvi,j ) =
(θvi,j − θmini,j − ζi,j)(θvi,j − θmaxi,j + ζi,j)

(θmaxi,j − θmini,j − ζi,j)ζi,j
, (2)

and where ζi,j is the projection tolerance of the (i, j)th element
of θv that should be chosen as 0 < ζi,j < 0.5(θmaxi,j − θmini,j ).
maxi,j and θmini,j are the upper and lower bounds of the (i, j)th
lement of θv . These bounds also form the projection set, Ωproj =

θv : θvi,j ∈ [θmini,j , θmaxi,j ]}. A useful subset of Ωproj is defined as
ˆ proj = {θv : θvi,j ∈ [θmini,j + ζi,j, θmaxi,j − ζi,j]}. For θv ∈ Ωproj and
∗
v ∈ Ω̂proj, the following inequality holds (Lavretsky & Gibson,
011):

r((θ T
v − θ∗

v
T )(−Y + Proj(θv, Y , f ))) ≤ 0, (3)

here θv ∈ Ωproj ⊂ Rr×m, Y ∈ Rr×m.

. Control allocation problem

The closed loop system studied in this paper is presented in
ig. 1. The plant dynamics are given by

˙(t) = Ax(t) + Bu(Λu(t) + du(t)), (4)

here x ∈ Rn is the state vector, u = [u1, . . . , um]
T

∈ Rm is
he actuator input vector, A ∈ Rn×n and Bu ∈ Rn×m are known
atrices and du ∈ Rm is a bounded disturbance input. The matrix
∈ Rm×m is assumed to be diagonal, with positive elements

epresenting actuator effectiveness uncertainty. It is assumed that
he pair (A, BuΛ) is controllable. Due to actuator redundancy,
he input matrix is rank deficient, that is Rank(Bu) = r < m.
onsequently, Bu can be written as Bu = BvB, where Bv ∈ Rn×r is
full column rank matrix, and B ∈ Rr×m is a full row rank matrix.
his decomposition of Bu helps exploit the actuator redundancy
sing control allocation. Employing this decomposition, (4) can
e rewritten as

˙(t) = Ax(t) + B (BΛu(t) + d̄(t)), (5)
v
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Fig. 1. Block diagram of the closed loop system with the proposed control
allocation method.

where d̄(t) = Bdu(t) is assumed to have an upper bound. The
ctuator range limits are ui ∈ [−umaxi , umaxi ], umaxi > 0, i =

1, . . . ,m. The actuator saturation will be addressed both in the
design of our adaptive control allocation and by passing the
output of the controller, v, through a software saturation function,
φ(·) : Rr

→ Rr in Fig. 1, the requirement for latter will be
discussed in Section 4. The adaptive control allocation task is to
achieve

BΛu(t) + d̄(t) = φ(v(t)), (6)

which would lead to

ẋ(t) = Ax(t) + Bvφ(v(t)). (7)

Remark 1. The focus of this paper is not the adaptive control
of the plant (4), for which various solutions exist (Narendra &
Annaswamy, 2012; Tao, 2003) but the control allocation problem
of achieving (6) when Λ is unknown and there are actuator limits.
Our objective is to characterize the mismatch between φ(v(t))
and BΛu(t)+ d̄(t) due to transients in control allocation dynamics
so that it can be accounted for in the design of the controller
which generates the signal v. In typical applications, such as flight
control, the controller may not be adaptive. Hence, it is desirable
to handle actuator uncertainty within the control allocation layer.

Remark 2. The treatment of nonlinear time-varying uncertain-
ties represents a direction for future work.

In order to achieve (6), the following virtual dynamics,

ξ̇ (t) = Amξ (t) + BΛu(t) + d̄(t) − φ(v(t)), (8)

where Am ∈ Rr×r is a stable matrix, and the reference model

ξ̇m(t) = Amξm(t), (9)

is constructed. Defining the actuator input as a mapping from v

to u,

u(t) = θ T
v (t)φ(v(t)), (10)

where θv ∈ Rr×m represents the adaptive parameter matrix to be
determined, and substituting (10) into (8), we obtain

ξ̇ (t) = Amξ (t) + (BΛθ T
v (t) − Ir )φ(v(t)) + d̄(t). (11)

Let θ∗
v ∈ Rr×m be the ideal θv matrix, such that

BΛθ∗

v
T

= Ir , (12)

and note that under our assumptions such θ∗
v always exists.

Defining e = ξ − ξm and subtracting (9) from (11), it follows that

ė(t) = Ame(t) + BΛθ̃ T
v (t)φ(v(t)) + d̄(t), (13)

where θ̃v(t) = θv(t) − θ∗
v .

Theorem 1. Consider (8) and (9), and assume that there exists a
positive scalar D such that ∥d̄(t)∥ ≤ D for all t ≥ 0. Suppose that the
adaptive parameter matrix is updated using the following adaptive
law,

θ̇v(t) = ΓθProj
(
θv(t), −φ(v(t))eT (t)PB, f

)
, (14)

where the symmetric positive definite matrix P satisfies AT
mP +

PAm = −Q , Q is a symmetric positive definite matrix, the projection
operator ‘‘Proj’’ is defined in (1), with convex function f ∈ C1 in (2),
and Γθ = γθ Ir , γθ > 0. Then given any initial condition e(0) ∈ Rr ,
θv(0) ∈ Ωproj, and θ∗

v ∈ Ω̂proj, e(t) and θ̃v(t) remain uniformly
bounded for all t ≥ 0 and their trajectories converge exponentially
to the set

E1 = {(e, θ̃v) :∥e∥2
≤ (

sθ̃2
max

γθλmin(Q )
+

2χ4D2
∥Q∥

2

σ 2λmin(Q )2
)

×
4sχ2

∥Q∥

σλmin(Q )
, ∥θ̃v∥ ≤ θ̃max}, (15)

here s = −mini(λi(Am + AT
m)/2), σ = −maxi(Real(λi(Am))),

=
3
2 (1 + 4 a

σ
)(r−1), a = ∥Am∥ and ∥θ̃v(t)∥F ≤ θ̃max ≡√∑

i,j(θmaxi,j − θmini,j − ζi,j)2. In addition, if d̄(t) = 0 for t ≥ t ′

or some t ′ ≥ 0 and φ(v(t)) is uniformly continuous as a function
f t ∈ [t ′, +∞), then BΛu(t) → φ(v(t)) as t → ∞, i.e., (6) is
chieved asymptotically.

roof. See Appendix A. □

Theorem 1 implies that θv and e are bounded. Considering
hat φ(v) is bounded, (10) implies that u is bounded. Since Am
s Hurwitz, the variable ξ , whose dynamics is given in (8), is
lso bounded. Therefore, all the signals in the adaptive control
llocation system are bounded.

emark 3. To realize (8), the signal BΛu+ d̄, is required. In mo-
ion control applications, this signal corresponds to the net forces
nd moments (see Härkegård, 2003, for example, for an aerospace
pplication), that can be obtained via an inertial measurement
nit (IMU). Examples of measuring/estimating this signal, without
ntroducing delay or noise amplification, and employing it in real
pplications can be found in Kutay et al. (2007) and Sieberling,
hu, and Mulder (2010).

emark 4. A sufficient but not necessary condition for the
niform continuity of φ(v(t)) is that its time rate of change is
ounded, which can be ensured, e.g., by extending the software
aturation function to include the rate limiting. (see Fig. 1).

emark 5. The proposed control allocation method uses the
ignal φ(v(t)), which is the output of the software saturation. The
aturation limits are determined based on the attainable set for v,
he details of which are given in Section 4. The control allocator
hen determines the actuator signals, ui, i = 1, 2, . . . ,m, that
o not saturate the actuators. Note that putting a bound on v

sing soft saturation does not necessarily imply that the actuators
ill not be saturated by ui. To prevent actuator saturation, the
oundaries of the projection operator in (14) must be selected
arefully, as further detailed in Section 4.

emark 6. In the case the assumption d(t) = 0, for t ≥ t ′
or some t ′ ≥ 0 is not made, a bound similar to E1 can be
erived for the control allocation error, BΛu+ d̄−φ(v). However,
ote that even though only a boundedness result can be given
or the control allocation error, the tracking error for the overall
losed loop system can still be forced to converge to zero by an
ppropriately designed controller (see Remark 11).
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Remark 7. θ∗
v ∈ Rr×m is the ideal parameter matrix that should

satisfy (12). Since Λ is unknown, θ∗
v is also unknown. However,

although the diagonal matrix Λ is unknown, its elements are in
the interval (0, 1]. Thus, using (12), the set Ω∗ that contains all
possible values of θ∗

v can be defined.

Conventionally, it is assumed that the projection boundaries,
θmini,j and θmaxi,j , are chosen such that θ∗

v ∈ Ω∗
⊂ Ω̂proj ⊂ Ωproj.

However, such a choice may not be consistent with the actuator
limits as further discussed in Section 4.

Remark 8. Let θ∗
v ∈ Ω∗, Ω∗

̸⊂ Ω̂proj and consider the projection
algorithm (1) with convex function (2). Then, θ̃max, defined in
Theorem 1, should be redefined as

θ̃MAX ≡ (16)√∑
i,j

(max(|θ∗
maxi,j − θmini,j − ζi,j|, |θ

∗

mini,j
− θmaxi,j + ζi,j|))2.

We note that to differentiate two different cases (the ideal
arameter θ∗

v being inside or outside the projection bounds), the
aximum value of adaptive parameter deviation from its ideal
alue is designated by θ̃max for the former and θ̃MAX for the latter
ase. Below, we provide a lemma and a theorem, regarding the
tability of the control allocation for the latter case, i.e. when
∗
v /∈ Ω̂proj.

emma 1. For θ∗
v /∈ Ω̂proj, θvi,j ∈ Rr×m, Y ∈ Rr×m with r ≤ m and

he projection algorithm (1)–(2), the following inequality holds:

r((θ T
v − θ∗

v
T )(−Y + Proj(θv, Y ))) ≤

√
r θ̃MAX∥Y∥. (17)

Proof. See Appendix B. □

Theorem 2. Consider (8), (9), (10), and (14). Assume that there
exist positive scalars M and D such that ∥φ(v(t))∥ ≤ M and
∥d̄(t)∥ ≤ D for all t ≥ 0. Then, for any initial condition e(0) ∈ Rr ,
θv(0) ∈ Ωproj, and θ∗

v /∈ Ω̂proj, e(t) and θ̃v(t) are uniformly bounded
for all t ≥ 0 and their trajectories converge exponentially to the
closed and bounded set

Ê1 = {(e, θ̃v) : ∥θ̃v∥ ≤ θ̃MAX , ∥e∥2
≤ (

sθ̃2
MAX

γθλmin(Q )

+
4χ4

∥Q∥
2(D2

+ r θ̃2
MAX∥B∥

2M2)
σ 2λmin(Q )2

)
4sχ2

∥Q∥

σλmin(Q )
}, (18)

where s = −mini(λi(Am + AT
m)/2), σ = −maxi(Real(λi(Am))),

=
3
2
(1 + 4

a
σ
)(r−1), a = ∥Am∥ and θ̃MAX is defined in (16).

Proof. See Appendix C. □

To obtain fast convergence without introducing excessive os-
cillations, (9) is modified to obtain the following closed loop
reference model (Gibson et al., 2015)

ξ̇m(t) = Amξm(t) − L(ξ (t) − ξm(t)), (19)

where Am ∈ Rr×r is Hurwitz, L = −ℓIr , ℓ > 0. Defining Ām =

Am + L, and subtracting (19) from (11), we get

ė(t) = Āme(t) + BΛθ̃ T
v (t)φ(v(t)) + d̄(t). (20)

We assume that the matrix Ām is Hurwitz through an appropriate
selection of L.

Theorem 3. Consider (8), the reference model (19), the actuator
signal (10), and the adaptive law

θ̇ (t) = Γ Proj(θ (t), −φ(v(t))e(t)T P̄B, f ), (21)
v θ v I
where the symmetric positive definite matrix P̄ satisfies ĀT
mP̄+P̄ Ām =

−Q̄ , Q̄ is a symmetric positive definite matrix, Γ −1
θ = (1/γθ )Ir ,

γθ > 0 and the projection is defined by (1) and (2). Assume that
there exist positive scalars M and D such that ∥φ(v(t))∥ ≤ M and
∥d̄(t)∥ ≤ D for all t ≥ 0. Then, for any initial condition e(0) ∈ Rr ,
and θv(0) ∈ Ωproj, e(t) and θ̃ (t) are uniformly bounded for all
t ≥ 0 and their trajectories converge exponentially to a closed and
bounded set

E2 ={(e, θ̃v) : ∥e∥2
≤ (

(s + ℓ)θ̃2
max

γθλmin(Q )
+

2χ̄4D2
∥Q∥

2

σ̄ 2λmin(Q )2
)

×
4(s + ℓ)χ̄2

∥Q∥

σ̄ λmin(Q )
, ∥θ̃v∥ ≤ θ̃max},

if θ∗
vi,j

∈ Ω̂proj, or to closed and bounded set

ˆ2 = {(e, θ̃v) : ∥θ̃v∥ ≤ θ̃MAX , ∥e∥2
≤ (

(s + ℓ)θ̃2
MAX

γθλmin(Q )

+
4χ̄4

∥Q∥
2(D2

+ r θ̃2
MAX∥B∥

2M2)
σ̄ 2λmin(Q )2

)
4(s + ℓ)χ̄2

∥Q∥

σ̄ λmin(Q )
},

f θ∗
vi,j

/∈ Ω̂proj, where σ̄ = −maxi(Real(λi(Ām))), s = −mini

λi(Am + AT
m)/2), ā = ∥Ām∥ and χ̄ =

3
2 (1 + 4 ā

σ̄
)(r−1).

Proof. The proof procedure is similar to the one for Theorems 1
and 2, and is omitted for brevity. □

4. Determination of the projection set

In the previous section, the control allocator was designed
based on the projection operator. In this section, the determi-
nation of the projection set, Ωproj, which defines the bounds on
adaptive control parameters, is detailed. The projection set is
determined to satisfy two requirements: (1) The actuator com-
mand signals, ui, i = 1, . . . ,m, should not saturate the actuators
and (2) a specific condition (to be introduced shortly) which is
necessary for the controller and control allocation integration,
should be satisfied. The design procedure to achieve these goals
is composed of three main steps. First, an attainable set for
control signal vector v is found for Λ = Im, which is used
to determine the software saturation function φ(.). Secondly, a
compact set for the adaptive parameter θv is calculated, to satisfy
−umax ≤ θ T

v φ(v) ≤ umax. Thirdly, the projection set that satisfies
he specific requirement necessary for the controller and control
llocation integration is determined.
Step 1: Realizable values of control signals are found.
The actuator constraints are known: u(t) ∈ Ωu, where Ωu =

[u1, . . . , um]
T

: −umaxi ≤ ui ≤ umaxi , i = 1, . . . ,m}, umaxi > 0, i =

, . . . ,m. Using Ωu, the set Ωv , defining all realizable values of
he control input v, can be obtained as Ωv = {v : v = Bu, u ∈

u, B†v ∈ Ωu}, where (.)† refers to the pseudo inverse of a non-
quare matrix. Furthermore, there exist Mi, i = 1, . . . , r , such that
ˆ

v ≡ {v : vi ∈ [−Mi,Mi], i = 1, . . . , r} ⊂ Ωv . The set Ω̂v

an be used to define the constraints which are enforced using
software saturation function, whose output is φ(v(t)). See Fig. 1
nd Remark 5.
Step 2: The boundaries for the adaptive parameters to ensure

hat the actuator signal vector u does not saturate the actuators
re calculated.
A subset of the attainable set for the control signals, Ω̂v , was

btained in Step 1. The actuator limits are known. With this
nformation, the set Ωθ = {θv : −umax ≤ θ T

v φ(v) ≤ umax, φ(v) ∈

ˆ
v} can be obtained. Let θ∗

I = B† which corresponds to an
daptive parameter value in the absence of uncertainty, i.e., Λ =

ˆ † ∗T
. Since φ(v) ∈ Ωv ⊂ Ωv , we have B φ(v) = θI φ(v) ∈ Ωu, for all
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φ(v) ∈ Ω̂v . Therefore, θ∗

I ∈ Ωθ , which is required to subsequently
solve the optimization problem (25) (see Remark 9).

Step 3: A subset of Ωθ , which satisfies a necessary condition
for a stabilizing controller, is obtained. This subset of Ωθ also
determines the ultimate projection boundaries, and is denoted by
Ωproj.

The plant dynamics (5), can be rewritten, by using (10), (12)
and defining θ̃v = θv − θ∗

v , as

ẋ = Ax + Bv(BΛu + d̄) = Ax + Bv(BΛθ T
v φ(v) + d̄)

= Ax + Bv(I + BΛθ̃ T
v )φ(v) + Bv d̄, (22)

where φ(v) ∈ Ω̂v and d̄ is a bounded disturbance. Note that
the projection algorithm guarantees that the actuators do not
saturate, and the closed loop system does not see any residual
disturbance due to saturation of the actuators. Defining ∆B(t) ≡

BΛθ̃ T
v (t), and substituting in (22), it follows that

ẋ(t) = Ax(t) + Bv(φ(v(t)) + d(t)), (23)

where d(t) = ∆B(t)φ(v(t)) + d̄(t) ∈ Rr .
To be able to design a stabilizing controller, which will pro-

duce the control input v, one must make sure that each element
of the disturbance vector d = [d1, . . . , dr ]T in (23), is smaller
in absolute value than the upper bound of the corresponding
element of the saturated control input, φ(v), that is |di| < Mi,
i = 1, . . . , r . Since di = rowi(∆B)v + d̄i, i = 1, . . . , r , where d̄i
is the ith element of d̄, satisfying the following condition ensures
that |di| < Mi, i = 1, . . . , r:

Mi − ∥rowi(∆B)∥Mmax > |d̄i|, i = 1, . . . , r, (24)

where Mmax = maxi Mi. A necessary condition for satisfying the
inequality (24) is ∥rowi(∆B)∥ = ∥rowi(BΛθ̃ T

v )∥ < Mi/Mmax for
all i = 1, . . . , r . (Sufficient conditions required to satisfy (24) are
discussed later in Remark 10.) Thus, the elements of the matrix
θv should be properly bounded in order to satisfy the necessary
condition ∥rowi(BΛθ̃ T

v )∥ < Mi/Mmax for all i = 1, . . . , r , and
for all Λ ∈ Ω̂Λ, where Ω̂Λ ⊂ ΩΛ, and ΩΛ is the set of all
m × m diagonal matrices with elements in (0, 1]. Thus Ω̂Λ has
diagonal elements λi ∈ (γ , 1], where γ is precisely defined later
in Theorem 4.

Since BΛθ̃ T
v = BΛ(θ T

v − θ∗
v
T ) = BΛθ T

v − Ir , the solution, R, of
the optimization problem,

R2
=min

θv

(
vec(θv − θ∗

I )
Tvec(θv − θ∗

I )
)

(25)

s.t.
rowi(BΛθ T

v − Ir )
2

=
M2

i

M2
max

− ϵ, i = 1, . . . , r,

Λ ∈ Ω̂Λ, θv ∈ Ωθ ,

hich is solved offline, is the minimum distance from the vec(θ∗

I )
to the boundary of the set

Ψ = {θv : ∥rowi(BΛθ T
v − Ir )∥2

≤
M2

i

M2
max

− ϵ,

Λ ∈ Ω̂Λ, θv ∈ Ωθ , i = 1, . . . , r}, (26)

here ϵ is a small positive constant used to have a closed set,
ince typical numerical optimizers optimize only over a closed
et. It is noted that the corresponding θmaxi,j and θmini,j are not
nique, and different boundaries can be found by defining differ-
nt cost functions in (25). With the calculated θmaxi,j and θmini,j ,
he projection set is obtained as,

proj = {θv : θi,j ∈ [θmini,j , θmaxi,j ]}. (27)

emark 9. For all elements of Ω̂Λ, the optimization problem
25) finds the largest neighborhood of θ∗

I in Ωθ that satisfies
rowi(∆B)∥ < Mi/Mmax, i = 1, . . . , r . This neighborhood is an

∗
-sphere, with the center at vec(θI ) and with the radius R.
To show that the optimization problem (25) is feasible, it
should be proven that the set Ψ always includes vec(θ∗

I ).

heorem 4. The set Υ = {vec(θv) : ∥rowi(BΛθ T
v − Ir )∥2

≤
M2

i
M2

max
−

, Λ ∈ Ω̂Λ ⊂ ΩΛ, i = 1, . . . , r} ∩ vec(θ∗

I ) ̸= ∅ when λmin(Λ) ≥

γ ≡ maxi(1 −
√

γMi/γBi ), where γBi ≡ ∥rowi(B)∥∥BT (BBT )−1
∥ and

Mi ≡
M2

i
M2

max
− ϵ.

Proof. See Appendix D. □

Based on the definition of γBi , γMi and γ given in Theorem 4,
ˆ

Λ is defined as

Ω̂Λ = {Λ : Λ ∈ Dm×m, diagi(Λ) ∈ (γ , 1], i = 1, . . . ,m}, (28)

here D denotes the set of real diagonal matrices, and diagi(.) :
m×m

→ R provides the ith diagonal element of square matrices.

Remark 10. Using Ω̂Λ, defined in (28), and Ωproj, defined in
(27), the upper bound on ∥rowi(∆B)∥ = ∥rowi(BΛθ̃ T

v )∥ can be
found, which we denote as ρi, i = 1, . . . , r . Therefore, recalling
that Mi is defined as the upper bound on the absolute value of
ith control signal vi, and considering (24), |d̄i| should be smaller
than Mi − ρiMmax, i.e. |d̄i| < Mi − ρiMmax. Note that ρi <

Mi
Mmax

is guaranteed by the solution of (25). Therefore, the condition
|di| < Mi is satisfied.

Remark 11. A step by step procedure for the control allocation
design is provided in Appendix E. Note that in the presence of
the control allocator, the system dynamics takes the form of (23).
The controller, which will produce the control signal v, needs
to be designed in the presence of the saturation nonlinearity
represented by φ(.) and the bounded disturbance d. Tracking
controllers for (23) can be designed using, for instance, the meth-
ods presented in Corradini et al. (2010). See also Tohidi, Yildiz
et al. (2016), Tohidi et al. (2017) which illustrate the process of
integrating an initial version of our control allocation scheme and
a controller. We omit details for lack of space.

5. Simulation results

The Aerodata Model in Research Environment (ADMIRE),
which represents the dynamics of an over-actuated aircraft model,
is used to demonstrate the effectiveness of the adaptive control
allocation in the presence of uncertainty and actuator constraints.
The linearized ADMIRE model (Härkegård & Glad, 2005) is given
below:

ẋ = Ax + Buu = Ax + Bvv,

v = Bu, Bu = BvB, Bv = [03×2 I3×3]
T , (29)

where x = [α β p q r]T with α, β, p, q and r denote the
angle of attack, sideslip angle, roll rate, pitch rate and yaw rate,
respectively. The vector u = [uc ure ule ur ]

T represents the control
surface deflections of canard wings, right and left elevons and
the rudder. The position limits of the control surfaces are given
as uc ∈ [−55, 25] ×

π
180 rad, ure, ule, ur ∈ [−30, 30] ×

π
180 rad

and the actuators have first-order dynamics and a time constant
of 0.05 s. The state and control matrices are given in Härkegård
and Glad (2005). To represent actuator loss of effectiveness and
disturbance, a diagonal matrix Λ and a vector du, respectively, are
augmented to the model (29) as

ẋ = Ax + BuΛu + Budu = Ax + Bvv + Bv d̄ (30)

= BΛu, d̄ = Bdu, Bu = BvB, Bv = [03×2 I3×3]
T .
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n the simulations, the disturbance d̄ is a sinusoidal function
ith amplitude 0.1 and frequency 1 rad/s while zero-mean white
aussian noise with standard deviation σp,q,r = 0.0017 rad/s for
he angular rates and σα,β = 0.0044 rad for angles represent
he measurement noise (Sieberling et al., 2010). For all of the
imulations a sliding mode controller is used to create the control
ignal v. The simulation results for a conventional pseudo inverse
ased control allocation are reported in Fig. 2 for the case without
ctuator loss of effectiveness, that is, Λ1 = I . With the actuator
oss of effectiveness modeled as changing the diagonal elements
f Λ from 1 to 0.85 at t = 7 s, the simulation results for the
onventional control allocation are given in Fig. 3. It is seen that
5% loss of effectiveness in all actuators at t = 7 s causes
nstability. The proposed adaptive control allocation introduced
n Section 3 is used in the simulations. Using Steps 1–3 in
ection 4, the values of M1 = 1.4, M2 = 1.4 and M3 = 0.3
re obtained and Ωproj, which determines the maximum and
inimum of each element of the adaptive parameter matrix is
omputed corresponding to θv1,1 ∈ [−0.0129, 0.0129], θv1,2 ∈

0.0307, 0.5225], θv1,3 ∈ [−0.1357, 0.1371], θv1,4 ∈ [−0.212, 0],
v2,1 ∈ [−0.3149, −0.1113], θv2,2 ∈ [−0.217, −0.1416], θv2,3 ∈

−0.0241, 0.2363], θv2,4 ∈ [−0.4162, −0.01], θv3,1 ∈

0.1587, 0.1977], θv3,2 ∈ [0.0673, 0.0675], θv3,3 ∈ [−0.001,
.001], θv3,4 ∈ [−1.2755, −0.7641]. We use a closed loop refer-
nce model with l = 4 and Am selected as Am = diag([−0.2, −0.1,
0.1]). Fig. 4 shows the simulation results for the system with
daptive control allocation and 15% actuator loss of effectiveness
t t = 7 s. It is seen that the first two states, α and β , are bounded,
nd the other states (p, q and r) follow the reference inputs (pref ,
ref and rref ) after the introduction of 15% actuator loss of effec-
iveness at t = 7 sec. Also, it is seen that the elements of (BΛu)i
or i = 1, 2, 3, converge to the control signal elements vi for
= 1, 2, 3. Finally, as seen from Figs. 2, 3, and 4, the existence of
oise does not affect the adaptive control allocation performance
ompared to the non-adaptive fixed control allocation. Another
cenario is considered next, where the diagonal elements of Λ

hange from 1 to 0.5 at t = 7 s. It is seen in Fig. 5 that the
ystem remains stable even after the introduction of the 50% loss
f effectiveness.

. Summary

An adaptive control allocation for uncertain over-actuated sys-
ems with actuator saturation is proposed in this paper. The
ethod needs neither uncertainty identification nor persistence
f excitation assumption. Simulation results with the ADMIRE
odel show the effectiveness of the proposed method.

ppendix A. Proof of Theorem 1

Consider a Lyapunov function candidate,

= eTPe + tr(θ̃ TΓ −1θ̃ Λ). (A.1)
v θ v
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Fig. 3. System states, control signals and actuators’ deflections using conventional control allocation when actuator loss of effectiveness is 15% after t = 7 s.
a

V

he time derivative of (A.1) along the trajectories of (13)–(14) can
e calculated as

˙ = −eTQe + 2eTPBΛθ̃ T
v v + 2tr(θ̃ T

v Γ −1
θ

˙̃
θvΛ) + 2eTPd̄. (A.2)

sing the property of the trace operation and the adaptive law
14), (A.2) can be written as

V̇ = −eTQe + 2eTPd̄
+ 2tr(θ̃ T

v (ve
TPB + Proj(θv, −veTPB, f ))Λ).

(A.3)

f d̄(t) = 0 for t ≥ 0 (without loss of generality), it can be
hown, by using (3), that V̇ ≤ 0 and therefore e(t) and θ̃v(t)
are bounded. Since e ∈ L2 and ė ∈ L∞, e(t) converges to zero
as t → ∞ (Tao, 2003). Since θv , e and φ(v) are bounded, θ̇v is
also bounded by (14). In addition, since e, θ̃v and v are bounded,
ė is also bounded by (13). Therefore, e and θ̃v are uniformly
continuous functions. If v is also uniformly continuous, then ė is
uniformly continuous by (13) since the multiplication of bounded
and uniformly continuous functions are uniformly continuous.
Then, according to Barbalat’s lemma, ė(t) converges to zero as
t → ∞. Since both e and ė converge to zero, by (13) BΛθ̃vv(t)
converges to zero, and hence using (10) and (12), it can be shown
that (6) is achieved asymptotically. When d̄ ̸= 0, it can be shown
that all the trajectories converge to a compact set E1. To find
E , we first introduce two properties of P (Gibson et al., 2015)
1
derived from the Lyapunov equation AT
mP + PAm = −Q as

∥P∥ ≤ χ2
∥Q∥/σ , (A.4)

λmin(P) ≥ λmin(Q )/2s. (A.5)

Using (A.1), it follows that

V ≤ ∥e∥2
∥P∥ + tr(θ̃ T

v Γ −1
θ θ̃vΛ) = ∥e∥2

∥P∥

+ (1/γθ )tr(θ̃ T
v θ̃vΛ) ≤ ∥e∥2

∥P∥ + (1/γθ )θ̃2
max, (A.6)

Since θ∗
v ∈ Ω̂proj, using (A.3) and (3), we have V̇ ≤ −λmin(Q )∥e∥2

+

2∥e∥∥Pd̄∥. By using Young’s inequality, it follows that V̇ ≤

−
1
2λmin(Q )∥e∥2

+ 2∥P∥
2D2/λmin(Q ). Thus, using this inequality

nd (A.6), we have

˙ (t) ≤ −
λmin(Q )V
2∥P∥

+
λmin(Q )θ̃2

max

2γθ∥P∥
+

2∥P∥
2D2

λmin(Q )
≤ −ω1V + ω2, (A.7)

where ω1 =
σλmin(Q )
2χ2∥Q∥

and ω2 =
s

γθ
θ̃2
max +

2χ4D2
∥Q∥

2

σ2λmin(Q )
. By using the

Gronwall inequality, (A.7) can be rewritten as

V (t) ≤
(
V (0) −

ω2

ω1

)
e−ω1t +

ω2

ω1
. (A.8)

Using e(t)TPe(t) ≤ V (t) ≤
(
V (0) −

ω2
ω1

)
e−ω1t +

ω2
ω1

and taking the
limits of the leftmost and rightmost sides as t goes to infinity, we
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Fig. 4. System states, control signals and actuators’ deflections using adaptive control allocation, when actuator loss of effectiveness is 15% after t = 7 s.
have

lim sup
t→∞

e(t)TPe(t) ≤ (
sθ̃2

max

γθ

+
2χ4D2

∥Q∥
2

σ 2λmin(Q )
)
2χ2

∥Q∥

σλmin(Q )
. (A.9)

By using the inequality λmin(P)∥e∥2
≤ eTPe ≤ λmax(P)∥e∥2 and

(A.5), we have λmin(Q )
2s ∥e∥2

≤ λmin(P)∥e∥2
≤ eTPe. Thus, from (A.9)

we have,

lim sup
t→∞

∥e(t)∥2
≤ (

sθ̃2
max

γθλmin(Q )
+

2χ4D2
∥Q∥

2

σ 2λmin(Q )

2

)
4sχ2

∥Q∥

σλmin(Q )
.

Therefore, for the initial conditions e(0) and θv(0) ∈ Ωproj, e(t) and
˜
v(t) are uniformly bounded for all t ≥ 0 and system trajectories
onverge to the compact set E1 given by (15).

ppendix B. Proof of Lemma 1

For both cases in projection algorithm (1), we have

r((θ T
v − θ∗

v
T )(−Y + Proj(θv, Y , f )))

=

m∑
j=1

r∑
i=1

(θvi,j − θ∗

vi,j
)
(
−Yi,j + Proj(θvi,j , Yi,j, f )

)
≤

m∑
j=1

r∑
i=1

|(θvi,j − θ∗

vi,j
)Yi,jf (θvi,j )| ≤

m∑
j=1

r∑
i=1

|θ̃i,jYi,j|

˜ T ˜
√
r θ̃ ∥Y∥,
= tr(|θv ||Y |) ≤ ∥θv∥F∥Y∥F ≤ MAX
where we used the property, ∥Y∥F ≤
√
min(r,m)∥Y∥, and |θ̃ T

v |

and |Y | which are the matrices of absolute values of the elements
of θ̃ T

v and Y , respectively.

Appendix C. Proof of Theorem 2

By using (A.1), (A.3), (17) with Y = −veTPB, and Young’s
inequality, we have

V̇ ≤ −
1
2
∥e∥2

+ 4∥P∥
2D2

+ 4r θ̃2
MAX∥P∥

2
∥B∥2M2. (C.1)

Also, instead of (A.6), we have V
∥P∥

−
θ̃2MAX
γθ ∥P∥

≤ ∥e∥2. Using this
inequality, (A.4), (A.5) and (C.1), we obtain

V̇ ≤ −
λmin(Q )V
2∥P∥

+
λmin(Q )θ̃2

MAX

2γθ∥P∥
+

4∥P∥
2D2

λmin(Q )
(C.2)

+
4r θ̃2

MAX∥P∥
2
∥B∥2M2

λmin(Q )
≤ −ω̂1V + ω̂2,

where ω̂1 =
λmin(Q )σ
2χ2∥Q∥

and ω̂2 =
sθ̃2MAX

γθ
+ 4 χ4D2

∥Q∥
2

σ2λmin(Q )

+ 4 r θ̃2MAXχ4
∥B∥2M2

∥Q∥
2

σ2λmin(Q )
. Following the same procedure as for E1, Ê1

is obtained and is given by (18).
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Appendix D. Proof of Theorem 4

To prove the non-emptiness of Υ , we should show that ∥ rowi

(BΛθ∗

I
T

− Ir ) ∥
2
≤

M2
i

M2
max

− ϵ. Using (26) and the definition of
∗

I
T

= BT (BBT )−1, we have,

∥rowi(BΛθ∗

I
T

− Ir )∥2
= ∥rowi(BΛBT (BBT )−1

− Ir )∥2

= ∥rowi(BΛBT (BBT )−1
− BBT (BBT )−1)∥2

≤ ∥rowi(B(Λ − Im))∥2
∥BT (BBT )−1

∥
2

≤ (λmax(Λ − Im))2∥rowi(B)∥2
∥BT (BBT )−1

∥
2

= (λmin(Λ) − 1)2∥rowi(B)∥2
∥BT (BBT )−1

∥
2. (D.1)

Therefore, in order to show that ∥rowi(BΛθ∗

I
T
− Ir )∥2

≤
M2

i
M2

max
− ϵ,

for all i = 1, . . . , r , we should satisfy

(λmin(Λ) − 1)2∥rowi(B)∥2
∥BT (BBT )−1

∥
2

≤
M2

i

M2
max

− ϵ

⇒ −
√

γMi/γBi ≤ λmin(Λ) − 1 ≤
√

γMi/γBi , i = 1, . . . , r,

where γBi ≡ ∥rowi(B)∥∥BT (BBT )−1
∥ and γMi =

M2
i

M2
max

− ϵ for all
= 1, . . . , r . Since the maximum value for the diagonal elements
f Λ is one, the only condition that should be satisfied is that
−

√
γMi/γBi ≤ λmin(Λ) for i = 1, . . . , r or γ ≡ maxi(1 −√

γ /γ ) ≤ λ (Λ).
Mi Bi min
Appendix E. Design procedure

The following procedure can be followed to compute the pa-
rameters of our control allocation scheme:

Step 1 — Use Step 1 in Section 4, to determine Mi, i = 1, . . . , r ,
thus, Ω̂v is obtained.

Step 2 — Calculate Ωθ using Step 2 in Section 4.

Step 3 — Using Theorem 4, calculate γ ≡ maxi(1 −
√

γMi/γBi ),

where Mmax = maxi Mi, γMi ≡
M2

i
M2

max
−ϵ for a small positive ϵ, and

γBi ≡ ∥rowi(B)∥∥BT (BBT )−1
∥.

tep 4 — Using γ , obtain Ω̂Λ in (28).

Step 5 — Solve the optimization problem (25), which leads to
obtaining the Ωproj, which is defined in Section 4, Step 3. This
allows the implementation of (10).
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