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ABSTRACT

ARTIFICIAL INTELLIGENCE-BASED HYBRID
ANOMALY DETECTION AND CLINICAL DECISION
SUPPORT TECHNIQUES FOR AUTOMATED
DETECTION OF CARDIOVASCULAR DISEASES
AND COVID-19

Merve Begiim Terzi
Ph.D. in Electrical and Electronics Engineering
Advisor: Orhan Arikan
October 2023

Coronary artery diseases are the leading cause of death worldwide, and early
diagnosis is crucial for timely treatment. To address this, we present a novel
automated artificial intelligence-based hybrid anomaly detection technique com-
posed of various signal processing, feature extraction, supervised, and unsuper-
vised machine learning methods. By jointly and simultaneously analyzing 12-lead
electrocardiogram (ECG) and cardiac sympathetic nerve activity (CSNA) data,
the automated artificial intelligence-based hybrid anomaly detection technique
performs fast, early, and accurate diagnosis of coronary artery diseases.

To develop and evaluate the proposed automated artificial intelligence-based
hybrid anomaly detection technique, we utilized the fully labeled STAFF III
and PTBD databases, which contain 12-lead wideband raw recordings non-
invasively acquired from 260 subjects. Using the wideband raw recordings in
these databases, we developed a signal processing technique that simultaneously
detects the 12-lead ECG and CSNA signals of all subjects. Subsequently, using
the pre-processed 12-lead ECG and CSNA signals, we developed a time-domain
feature extraction technique that extracts the statistical CSNA and ECG features
critical for the reliable diagnosis of coronary artery diseases. Using the extracted
discriminative features, we developed a supervised classification technique based
on artificial neural networks that simultaneously detects anomalies in the 12-lead
ECG and CSNA data. Furthermore, we developed an unsupervised clustering
technique based on the Gaussian mixture model and Neyman-Pearson criterion
that performs robust detection of the outliers corresponding to coronary artery

diseases.
By using the automated artificial intelligence-based hybrid anomaly detection
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technique, we have demonstrated a significant association between the increase
in the amplitude of CSNA signal and anomalies in ECG signal during coronary
artery diseases. The automated artificial intelligence-based hybrid anomaly de-
tection technique performed highly reliable detection of coronary artery diseases
with a sensitivity of 98.48%, specificity of 97.73%, accuracy of 98.11%, positive
predictive value (PPV) of 97.74%, negative predictive value (NPV) of 98.47%,
and Fi-score of 98.11%. Hence, the artificial intelligence-based hybrid anomaly
detection technique has superior performance compared to the gold standard
diagnostic test ECG in diagnosing coronary artery diseases. Additionally, it out-
performed other techniques developed in this study that separately utilize either
only CSNA data or only ECG data. Therefore, it significantly increases the detec-
tion performance of coronary artery diseases by taking advantage of the diversity
in different data types and leveraging their strengths. Furthermore, its perfor-
mance is comparatively better than that of most previously proposed machine
and deep learning methods that exclusively used ECG data to diagnose or clas-
sify coronary artery diseases. It also has a very short implementation time, which
is highly desirable for real-time detection of coronary artery diseases in clinical
practice.

The proposed automated artificial intelligence-based hybrid anomaly detection
technique may serve as an efficient decision-support system to increase physicians’
success in achieving fast, early, and accurate diagnosis of coronary artery diseases.
It may be highly beneficial and valuable, particularly for asymptomatic coronary
artery disease patients, for whom the diagnostic information provided by ECG
alone is not sufficient to reliably diagnose the disease. Hence, it may significantly
improve patient outcomes, enable timely treatments, and reduce the mortality
associated with cardiovascular diseases.

Secondly, we propose a new automated artificial intelligence-based hybrid
clinical decision support technique that jointly analyzes reverse transcriptase-
polymerase chain reaction (RT-PCR) curves, thorax computed tomography im-
ages, and laboratory data to perform fast and accurate diagnosis of Coronavirus
disease 2019 (COVID-19).

For this purpose, we retrospectively created the fully labeled Ankara University
Faculty of Medicine COVID-19 (AUFM-CoV) database, which contains a wide
variety of medical data, including RT-PCR curves, thorax computed tomogra-
phy images, and laboratory data. The AUFM-CoV is the most comprehensive



database that includes thorax computed tomography images of COVID-19 pneu-
monia (CVP), other viral and bacterial pneumonias (VBP), and parenchymal
lung diseases (PLD), all of which present significant challenges for differential
diagnosis.

We developed a new automated artificial intelligence-based hybrid clinical de-
cision support technique, which is an ensemble learning technique consisting of
two preprocessing methods, long short-term memory network-based deep learning
method, convolutional neural network-based deep learning method, and artificial
neural network-based machine learning method. By jointly analyzing RT-PCR
curves, thorax computed tomography images, and laboratory data, the proposed
automated artificial intelligence-based hybrid clinical decision support technique
benefits from the diversity in different data types that are critical for the reliable
detection of COVID-19 and leverages their strengths.

The multi-class classification performance results of the proposed convolu-
tional neural network-based deep learning method on the AUFM-CoV database
showed that it achieved highly reliable detection of COVID-19 with a sensitivity
of 91.9%, specificity of 92.5%, precision of 80.4%, and Fi-score of 86%. There-
fore, it outperformed thorax computed tomography in terms of the specificity of
COVID-19 diagnosis.

Moreover, the convolutional neural network-based deep learning method has
been shown to very successfully distinguish COVID-19 pneumonia (CVP) from
other viral and bacterial pneumonias (VBP) and parenchymal lung diseases
(PLD), which exhibit very similar radiological findings. Therefore, it has great
potential to be successfully used in the differential diagnosis of pulmonary dis-
eases containing ground-glass opacities. The binary classification performance
results of the proposed convolutional neural network-based deep learning method
showed that it achieved a sensitivity of 91.5%, specificity of 94.8%, precision of
85.6%, and F;-score of 88.4% in diagnosing COVID-19. Hence, it has compara-
ble sensitivity to thorax computed tomography in diagnosing COVID-19.

Additionally, the binary classification performance results of the proposed long
short-term memory network-based deep learning method on the AUFM-CoV
database showed that it performed highly reliable detection of COVID-19 with
a sensitivity of 96.6%, specificity of 99.2%, precision of 98.1%, and Fi-score of
97.3%. Thus, it outperformed the gold standard RT-PCR test in terms of the
sensitivity of COVID-19 diagnosis.
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Furthermore, the multi-class classification performance results of the proposed
automated artificial intelligence-based hybrid clinical decision support technique
on the AUFM-CoV database showed that it diagnosed COVID-19 with a sen-
sitivity of 66.3%, specificity of 94.9%, precision of 80%, and Fi-score of 73%.
Hence, it has been shown to very successfully perform the differential diagnosis of
COVID-19 pneumonia (CVP) and other pneumonias. The binary classification
performance results of the automated artificial intelligence-based hybrid clinical
decision support technique revealed that it diagnosed COVID-19 with a sensi-
tivity of 90%, specificity of 92.8%, precision of 91.8%, and F;-score of 90.9%.
Therefore, it exhibits superior sensitivity and specificity compared to laboratory
data in COVID-19 diagnosis.

The performance results of the proposed automated artificial intelligence-based
hybrid clinical decision support technique on the AUFM-CoV database demon-
strate its ability to provide highly reliable diagnosis of COVID-19 by jointly ana-
lyzing RT-PCR data, thorax computed tomography images, and laboratory data.
Consequently, it may significantly increase the success of physicians in diagnosing
COVID-19, assist them in rapidly isolating and treating COVID-19 patients, and
reduce their workload in daily clinical practice.

Keywords: Big data, artificial intelligence, machine learning, deep learning, trans-
fer learning, ensemble learning, computer-aided diagnosis, signal processing, im-
age processing, feature extraction, classification, clustering, convolutional neural
network, recurrent neural network, long short-term memory, anomaly detection,
Gaussian mixture model, synthetic minority oversampling technique (SMOTE),
Neyman-Pearson hypothesis testing, COVID-19, radiology, computed tomogra-

phy.



OZET

YAPAY ZEKA-TABANLI HIBRIT ANOMALI TESPIT
VE KLINIK KARAR DESTEK TEKNIKLERI ILE
KARDIYOVASKULER HASTALIKLARIN VE
COVID-19°UN OTOMATIK TESPITI

Merve Begiim Terzi
Elektrik ve Elektronik Miihendisligi, Doktora
Tez Danigmani: Orhan Arikan
Ekim 2023

Koroner arter hastaliklari, diinya capinda &liimlerin baglica nedenidir ve za-
maninda tedavi icin erken teshis cok 6nemlidir. Bu sorunu ele almak amaciyla,
cesitli sinyal igleme, 6znitelik ¢ikarma, denetimli, ve denetimsiz makine égrenmesi
yontemlerini birlestiren yeni bir otomatik yapay zeka-tabanli hibrit anomali tespit
teknigi Oneriyoruz. Otomatik yapay zeka-tabanli hibrit anomali tespit teknigi,
12-derivasyonlu elektrokardiyogram (EKG) ve kardiyak sempatik sinir aktivitesi
(KSSA) verilerini birlikte ve eg zamanh analiz ederek, koroner arter hastalik-

larinin hizh, erken, ve dogru teshisini gerceklestirmektedir.

Onerilen otomatik yapay zekd-tabanli hibrit anomali tespit teknigini
geligtirmek ve degerlendirmek igin, 260 denekten non-invaziv olarak elde edilen
12-derivasyonlu genig banth ham kayitlar: iceren tamamen-etiketlenmis STAFF
I1I ve PTBD veri tabanlarini kullandik. Bu veri tabanlarindaki genig bantli ham
kayitlar1 kullanarak, tiim deneklerin 12-derivasyonlu EKG ve KSSA sinyallerini
es zamanl olarak tespit eden bir sinyal isleme teknigi gelistirdik. On-islenmis 12-
derivasyonlu EKG ve KSSA sinyallerini kullanarak, koroner arter hastaliklarinin
giivenilir teghisi i¢in kritik olan istatistiksel EKG ve KSSA 6zniteliklerini elde eden
bir zaman-diizlemi 6znitelik ¢ikarma teknigi gelistirdik. Elde edilen ayirt edici
oznitelikleri kullanarak, 12-derivasyonlu EKG ve KSSA verilerindeki anomalileri
eg zamanh olarak tespit eden yapay sinir agi-tabanh bir denetimli simflandirma
teknigi gelistirdik. Ayrica, koroner arter hastaliklarimi temsil eden aykir1 deger-
lerin giirbiiz tespitini gergeklegtiren, Gauss karigim modeline ve Neyman-Pearson
kriterine dayali bir denetimsiz kiimeleme teknigi geligtirdik.

vil
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Otomatik yapay zeka-tabanli hibrit anomali tespit teknigini kullanarak, ko-
roner arter hastaligi sirasinda KSSA sinyalinin genligindeki artig ile EKG sinyalin-
deki anomaliler arasinda 6nemli bir iligki oldugunu gosterdik. Otomatik yapay
zekad-tabanh hibrit anomali tespit teknigi, 98.48% duyarhlik, 97.73% ozgiilliik,
98.11% dogruluk, 97.74% kesinlik, 98.47% negatif tahmin degeri, ve 98.11%
Fy-skoru ile koroner arter hastaliklarinin oldukga giivenilir tespitini gerceklegtir-
mistir. Bu nedenle, yapay zeka-tabanli hibrit anomali tespit teknigi, koroner
arter hastaliklarini teshis etmek icin altin standart tam testi olarak kullanilan
EKG’ye kiyasla daha iistiin bagarim gostermigtir. Ayrica, yapay zeka-tabanl
hibrit anomali tespit teknigi, bu caligmada geligtirilen ve sadece KSSA veri-
lerini veya sadece EKG verilerini kullanan diger tekniklerden daha iistiin bagarim
gostermigtir. Bu nedenle, farkli veri tiirlerinin ¢esitliliginden faydalanarak ve
giiclii yonlerini kullanarak, koroner arter hastaliklarinin tespit bagarimini énemli
olciide arttirmastir. Ayrica, yapay zeka-tabanli hibrit anomali tespit tekniginin
basarimi, koroner arter hastaliklarini teshis etmek veya simiflandirmak icin yal-
nizca EKG verilerini kullanmig olan literatiirdeki bircok makine 6grenmesi ve
derin 6grenme yontemlerinin bagarimindan daha iistiindiir. Ek olarak, klinik or-
tamlarda gercek-zamanli koroner arter hastaligi tespiti icin oldukca arzu edilen
cok kisa bir uygulama siiresine sahiptir.

Onerilen otomatik yapay zekd-tabanlh hibrit anomali tespit teknigi, koroner
arter hastaliklarinin hizli, erken, ve dogru teshisi konusunda doktorlarin bagarisini
arttiran etkili bir karar destek sistemi olarak hizmet edebilir. Ozellikle EKG
tarafindan saglanan teghis bilgilerinin, hastaligin giivenilir teghisi icin tek bagina
yeterli olmadigr asemptomatik koroner arter hastalari agisindan oldukca faydali
ve degerli olabilir. Bu nedenle, hasta sonuclarimi énemli 6lgiide iyilegtirebilir,
zamaninda tedavilere olanak saglayabilir ve kardiyovaskiiler hastaliklarin mortal-

itesini azaltabilir.

Ikinci olarak, Koronaviriis hastahgimin (COVID-19) hizh ve dogru teshisini
gergeklegtirmek i¢in ters transkriptaz-polimeraz zincir reaksiyonu (RT-PCR) egri-
lerini, toraks bilgisayarli tomografi gériintiilerini, ve laboratuvar verilerini birlikte
analiz eden yeni bir otomatik yapay zeka-tabanli hibrit klinik karar destek teknigi

oneriyoruz.

Bu amacla, tamamen-etiketlenmis Ankara Universitesi Tip Fakiiltesi COVID-
19 (AUTF-CoV) veri tabanini geriye doniik olarak olusturduk. AUTF-CoV veri
tabani, RT-PCR egrileri, toraks bilgisayarlh tomografi goriintiileri, ve laboratuvar
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verileri de dahil olmak f{izere cok cesitli tibbi veriler icermektedir. AUTF-CoV
veri tabani, COVID-19 pnoémonisi (CVP), diger viral ve bakteriyel pnémoniler
(VBP), ve parankimal akciger hastaliklar1 (PAH) gibi ayiric1 tanisi ¢ok zor olan
toraks bilgisayarl tomografi goriintiilerini iceren en kapsaml veri tabanidir.

Iki 6n-igleme yontemi, uzun kisa-siireli bellek agi-tabanl derin 6grenme yon-
temi, evrigimsel sinir agi-tabanh derin 6grenme yontemi ve yapay sinir agi-tabanlh
makine 6grenmesi yonteminden olusan bir topluluk 6grenmesi teknigi olan yeni bir
otomatik yapay zeka-tabanl hibrit klinik karar destek teknigi gelistirdik. Oner-
ilen otomatik yapay zeké-tabanl hibrit klinik karar destek teknigi, RT-PCR egri-
lerini, toraks bilgisayarl tomografi goriintiilerini, ve laboratuvar verilerini birlikte
analiz ederek, COVID-19’un giivenilir tespiti igin kritik olan farkli veri tiirlerinin
cesitliliginden ve giiglii yonlerinden faydalanmaktadar.

Onerilen evrisimsel sinir agi-tabanh derin &grenme yénteminin AUTF-CoV
veri tabam tizerindeki ¢ok-sinifli siniflandirma basarim sonuclari, yontemin 91.9%
duyarhlik, 92.5% ozgiilliikk, 80.4% kesinlik, ve 86% F;-skoru ile COVID-19’un
oldukca giivenilir tespitini sagladigim gostermigtir. Bu nedenle, COVID-19
teshisinin Ozgiilliigii bakimindan toraks bilgisayarli tomografiye kiyasla daha
istiin bagarim gostermistir. Ayrica, evrigimsel sinir agi-tabanh derin &grenme
yonteminin, radyolojik bulgular1 ¢ok benzer olan COVID-19 pnémonisini (CVP),
diger viral ve bakteriyel pnomonileri (VBP), ve parenkimal akciger hastalik-
larim (PAH) c¢ok yiiksek bagarim ile ayirt ettigi gosterilmigtir. Bu nedenle,
cam opasitelerini iceren akciger hastaliklarimin ayirici tanmisinda yiiksek bagarim
ile kullanilma potansiyeline sahiptir. Onerilen evrigimsel sinir agi-tabanl derin
ogrenme yonteminin iki-sinifli ssmflandirma bagarim sonugclari, yontemin COVID-
19 teghisinde 91.5% duyarhlik, 94.8% oOzgiilliik, 85.6% kesinlik, ve 88.4% F-
skoru elde ettigini gostermistir. Bu nedenle, COVID-19 teshisinde toraks bilgisa-
yarli tomografi ile kargilagtirilabilir duyarlihiga sahiptir.

Ayrica, Onerilen uzun kisa-siireli bellek agi-tabanli derin 6grenme yontemi-
nin AUTF-CoV veri tabani iizerindeki iki-simifli siniflandirma basarim sonuclari,
yontemin 96.6% duyarlilk, 99.2% ozgiilliik, 98.1% kesinlik, ve 97.3% F;-skoru
ile COVID-19’un oldukca giivenilir tespitini sagladigini gostermisgtir. Bu ne-
denle, COVID-19 tesghisinin duyarliligi bakimindan altin standart RT-PCR testine
kiyasla daha {istiin bagarim gostermistir.

Onerilen otomatik yapay zekd-tabanli hibrit klinik karar destek tekniginin
AUTF-CoV veri tabam {izerindeki cok-sinifli siniflandirma bagarim sonuclari,



teknigin 66.3% duyarhhk, 94.9% ozgiillik, 80% kesinlik, ve 73% Fi-skoru ile
COVID-19’u teshis ettigini gostermigtir. Bu durum, hibrit klinik karar destek
tekniginin, COVID-19 pnémonisini (CVP) ve diger pnémonileri ¢ok bagarili bir
sekilde ayirt edebildigini gostermektedir. Otomatik yapay zeka-tabanli hibrit
klinik karar destek tekniginin iki-sinifli siniflandirma bagarim sonuclari, teknigin
90% duyarhilik, 92.8% ozgiilliik, 91.8% kesinlik, ve 90.9% F;-skoru ile COVID-
19’un oldukca giirbiiz tespitini sagladigin1 géstermistir. Bu nedenle, hibrit klinik
karar destek teknigi, COVID-19 teghisinde laboratuvar verilerine kiyasla daha
istliin duyarliliga ve 6zgiilliige sahiptir.

Onerilen otomatik yapay zekd-tabanli hibrit klinik karar destek tekniginin
AUTF-CoV veri tabani iizerindeki bagarim sonuclari, teknigin RT-PCR verilerini,
toraks bilgisayarli tomografi goriintiilerini ve laboratuvar verilerini birlikte analiz
ederek, oldukc¢a giivenilir COVID-19 teshisi sagladigim1 gostermektedir. Sonug
olarak, Onerilen teknik, doktorlarin COVID-19’u teshis etme bagarisini 6nemli
olgiide artirabilir, COVID-19 hastalarini hizli izole etme ve tedavi etme konusunda

onlara yardimeci olabilir ve giinliik klinik uygulamadaki ig yiiklerini azaltabilir.

Anahtar sozciikler: Biiyiik veri, yapay zekd, makine 6grenmesi, derin 6grenme,
transfer 6grenme, topluluk 6grenmesi, bilgisayar destekli tani, sinyal isleme,
goriintii igleme, 6znitelik cikarimi, simflandirma, kiimeleme, evrigimsel sinir agi,
tekrarlayan sinir agi, uzun kisa-siireli bellek, anomali tespiti, Gauss karigim mod-
eli, sentetik azinlik agir1 6rnekleme teknigi (SMOTE), Neyman-Pearson hipotez
testi, COVID-19, radyoloji, bilgisayarl tomografi.
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Chapter 1

Introduction

According to the World Health Organization (WHO), cardiovascular diseases
(cardiovascular diseases) are the leading cause of death worldwide, with an esti-
mated death rate of approximately 17.9 million deaths each year, accounting for
31% of all deaths worldwide annually [2]. The majority of these deaths are caused
by coronary artery diseases (coronary artery diseases), which include myocardial
ischemia, silent (asymptomatic) myocardial ischemia, and myocardial infarction

(heart attack).

In patients with coronary artery diseases, significant anomalies occur in the ST
segment, QRS complex, and T wave of the electrocardiogram (ECG) signals dur-
ing myocardial ischemia and myocardial infarction |11, [3] 4} [5, 6], [7, &, 9, [10L 111 12].
However, a considerable number of coronary artery disease patients worldwide suf-
fer from silent (asymptomatic) myocardial ischemia, during which there are no
anomalies in patients’ ECG signals. Thus, an ECG signal that does not contain
any anomalies does not rule out the possibility of coronary artery diseases. Due
to its limitations in diagnosing asymptomatic coronary artery disease patients
with silent (asymptomatic) myocardial ischemia, ECG alone cannot be used to
diagnose silent (asymptomatic) myocardial ischemia based solely on its diagnos-
tic information. Since asymptomatic coronary artery disease patients with silent

(asymptomatic) myocardial ischemia do not experience any symptoms, they are



prone to misinterpretation by cardiologists, which leads to false-negative results,

making silent (asymptomatic) myocardial ischemia more dangerous and fatal.

Moreover, previous artificial intelligence (AI) studies that exclusively used
ECG data to diagnose or classify coronary artery diseases may have significant
limitations for asymptomatic coronary artery disease patients with silent (asymp-
tomatic) myocardial ischemia [13]. Thus, an automated Al technique that can
accurately and quickly diagnose both asymptomatic coronary artery disease pa-
tients (silent (asymptomatic) myocardial ischemia) and symptomatic coronary
artery disease patients (myocardial ischemia and myocardial infarction) is a ma-
jor and essential clinical need that may significantly increase the detection perfor-
mance of cardiovascular diseases, provide timely treatment, and reduce mortality

rates.

Previous studies have shown that the sympathetic nervous system plays an
important role in regulating the cardiovascular system [14, [15]. These studies
have established a direct and strong relationship between the sympathetic ner-
vous system and various cardiovascular diseases, which is due to the fact that
the extensions of the sympathetic nervous system that regulate the heart are
distributed throughout the heart. The traditional method for directly recording
and monitoring high-frequency signals, including activities of the sympathetic
nervous system, is the microneurography technique, which requires invasive pro-
cedures, such as inserting very fine microelectrodes into the nerve fibers to detect
and measure their electrical signals. However, the invasive and complex nature
of the microneurography technique, which requires highly specialized expertise
from trained clinicians, greatly limits its utilization for research studies in clinical

practice.

Recent studies have shown that it is possible to non-invasively record high-
frequency signals, called cardiac sympathetic nerve activity (CSNA), from the
skin surface of the chest using data acquisition equipment with a wide frequency
bandwidth and high sampling rate [14) 16, 17, 18]. A few studies investigating
the relationship between CSNA and cardiac arrhythmias using signal processing

techniques demonstrated an increase in the amplitude of CSNA during cardiac



arrhythmias [I7, 18, 19]. Additionally, they indicated that this increase in CSNA
was accompanied by a simultaneous increase in heart rate in the ECG signal.
Therefore, they suggested that early and reliable diagnosis of cardiac arrhythmias
can be achieved by detecting the anomalies in CSNA. However, none of these

previous studies used Al techniques to diagnose cardiac arrhythmias using only
CSNA data or both CSNA and ECG data.

Since it has long been accepted that there is a direct and strong relation-
ship between the sympathetic nervous system and various cardiovascular diseases
[14, [15], we hypothesized that there can be anomalies in CSNA during coronary
artery diseases. To the best of our knowledge, there are no studies in the lit-
erature to date that have investigated whether there is an association between
CSNA and coronary artery diseases using Al techniques. This constituted a re-
search gap in the literature that highlights the need for further investigation.
Additionally, most of the existing Al studies have only used ECG data to detect
various cardiovascular diseases. However, there are no studies to date that have
proposed an Al technique that jointly and simultaneously uses CSNA and ECG

data to diagnose coronary artery diseases or other cardiovascular diseases.

The main aim and motivation of this study were to develop an automated Al
technique that accurately diagnoses both asymptomatic coronary artery disease
patients (silent (asymptomatic) myocardial ischemia) and symptomatic coronary
artery disease patients (myocardial ischemia and myocardial infarction) by jointly
and simultaneously analyzing 12-lead CSNA and ECG data [1]. Hence, this tech-
nique aims to address the limitations of existing related studies that have only
used ECG data and fill the research gaps in the literature. For this purpose, we
propose a novel artificial intelligence-based hybrid anomaly detection technique
consisting of various signal processing, feature extraction, supervised, and un-
supervised machine learning methods that jointly and simultaneously analyzes
12-lead CSNA and ECG data to perform fast, early, and accurate diagnosis of
coronary artery diseases (i.e., silent (asymptomatic) myocardial ischemia, my-

ocardial ischemia, and myocardial infarction).

By using the proposed automated artificial intelligence-based hybrid anomaly



detection technique, our aim was to investigate whether anomalies exist in CSNA
signals during coronary artery diseases [1I]. Moreover, our objective was to deter-
mine whether the joint and simultaneous detection of the anomalies in the 12-lead
CSNA and ECG data provides an increase in the performance of coronary artery
disease diagnosis. Furthermore, we also targeted to compare the performance of
the artificial intelligence-based hybrid anomaly detection technique with that of
the gold standard diagnostic test ECG, as well as previously proposed Al methods

that have only used ECG data to diagnose or classify coronary artery diseases.

1.1 Main Contributions of the Thesis

The main contributions and novelty in Chapter 2 are summarized as follows:

e We have developed the first automated artificial intelligence-based hybrid
anomaly detection technique consisting of various signal processing, feature
extraction, supervised, and unsupervised machine learning methods that
jointly and simultaneously analyze 12-lead ECG and CSNA data to perform

fast, early, and accurate diagnosis of coronary artery diseases.

e Our study is the first to demonstrate that there are anomalies in CSNA
signals during coronary artery diseases. Additionally, we have shown a
significant association between the increase in CSNA and the anomalies in

ECG signals during coronary artery diseases.

e The proposed artificial intelligence-based hybrid anomaly detection tech-
nique outperforms other techniques developed in this study that separately
use either only CSNA data or only ECG data. Therefore, it significantly in-
creases the detection performance of coronary artery diseases by benefiting

from the diversity in different data types and leveraging their strengths.

e The artificial intelligence-based hybrid anomaly detection technique can
automatically process all 12-leads for enhanced diagnosis. Therefore, it

takes advantage of the diversity in diagnostic information provided by all



12-leads and can accurately detect coronary artery disease cases that cannot

be diagnosed using only one-lead.

e The automated artificial intelligence-based hybrid anomaly detection tech-
nique demonstrates superior performance compared to the gold standard

diagnostic test ECG in the diagnosis of coronary artery diseases.

e The performance of the artificial intelligence-based hybrid anomaly detec-
tion technique is higher than that of most previously proposed machine or
deep learning methods that have only used ECG data to diagnose or classify

coronary artery diseases.

e The artificial intelligence-based hybrid anomaly detection technique has
a very short implementation time, which is highly desirable for real-time
detection of coronary artery diseases. This capability may support fast
decision-making by physicians in clinical settings, which may have signifi-
cant implications in emergency situations where rapid diagnosis is crucial

for timely patient treatment.

1.2 Literature Review

We conducted a comprehensive review of the existing relevant literature to gain
an in-depth understanding of the current machine learning techniques applied
to ECG signals and images for the diagnosis and classification of cardiovascular
diseases. In the literature, various machine learning and deep learning meth-
ods have been previously proposed for the diagnosis and classification of vari-
ous cardiovascular diseases using only ECG data. The feature extraction meth-
ods can be categorized into three groups, which are time-domain techniques,
frequency-domain techniques, and time-frequency domain techniques. Specif-
ically, these techniques include Fourier transform [20, 21], wavelet transform
[22, 23], 24, 25], Gabor transform [26, 27], discrete cosine transform [28 29} 30],
shearlet and contourlet transform [31], 32|, Hilbert-Huang transform [33], 34], dis-

crete orthogonal Stockwell transform [30] B85], empirical and variational mode



decompositions [36] B7], Wigner-Ville distribution technique [38], Fourier-Bessel
series expansion [39] 40] 41], and independent and principal component analyses
19, 26, 42, 43, 44, 45].

The previously proposed machine learning methods for the diagnosis and clas-
sification of various cardiovascular diseases using only ECG data include logistic
regression [46, [47], artificial neural network |7, 8, 9} 10, 11l 25| 46], 48], k-nearest
neighbor [41}[49], hidden Markov model [50, 51|, Gaussian mixture model |6}, 8, 10
11, 43, 48, 50, 52, 53], support vector machine [3, 5, 6, 42, 54, 55, 56, 57, 58, 59,
random forest [60, [61], naive Bayes [43, [59], decision tree [59] 62] 63], fuzzy logic
|64, 65], self-organizing map [64] [66], mixture of experts [67, 68|, association rule

learning [69, [70], and linear discriminant analysis [22, [71].

The study by Magrans et al. aimed to develop a non-linear support vector ma-
chine model with a radial basis function (RBF) kernel to detect coronary artery
disease [72]. The study included patients undergoing elective percutaneous coro-
nary intervention with 12-lead continuous and signal-averaged ECG recordings
before and during percutaneous coronary intervention. Feature selection was
performed using a univariate statistical test and an algorithm for sequentially
selecting the most important statistically significant variables. The grid search
method was employed to optimize support vector machine parameters and gen-
erate the final prediction model. Repeated 5-fold cross-validation was used to
estimate the model’s generalization performance. The model exhibited a sensi-
tivity of 83.3%, specificity of 91.7%, precision of 90.9%, and negative predictive
value (NPV) of 85.7%.

Sadhukhan et al. proposed using the harmonic phase distribution pattern of
ECG data for myocardial infarction identification [73]. The morphological and
temporal changes in the ECG waveform caused by the presence of myocardial
infarction were reflected in the phase distribution pattern of the Fourier harmon-
ics. The changes in the ECG waveform morphology were clearly manifested as
changes in the relative phases of the harmonic components. Two discriminative

features that reflected these variations were identified for 3-lead ECG. Binary



classification was performed using a threshold-based classification rule and logis-
tic regression. The model achieved an accuracy of 95.6%, sensitivity of 96.5%,
and specificity of 92.7%. The algorithm was then implemented and validated on a
commercially available microcontroller-based Arduino board. The firmware used
the pre-trained logistic regression classifier. The model did not outperform all
earlier reported techniques, but it offers computational simplicity of the features,
reduced feature dimensionality, and the use of simple linear classifiers. The draw-
back of this study is the use of only 3-lead ECG, which can limit the detection

performance for certain types of myocardial infarction.

Tripathy et al. proposed an approach for the detection of myocardial infarc-
tion using multi-resolution analysis of 12-lead ECG signals [74]. Baseline wander
noise in ECG data was filtered out using a high-pass filter. The filtered ECG data
was segmented using a rectangular window. The segmented ECG frames were
subjected to Fourier-Bessel series expansion-based empirical wavelet transform
for the time-scale decomposition of the 12-lead ECG signals. For each ECG lead,
nine subband signals were evaluated using Fourier-Bessel series expansion-based
empirical wavelet transform to extract the statistical features. The deep layer
least-squares support vector machine classification layer, which was formulated
using the hidden layers of sparse auto-encoders and the least-squares support
vector machine, was employed for the detection of myocardial infarction based
on the feature vector of the 12-lead ECG. The entropy features were found to be
more significant for the detection of myocardial infarction and exhibited higher
performance using the proposed classifier compared to the kurtosis and skewness
features, which failed to capture the pathological variations in the subband sig-
nals. The combination of Fourier-Bessel series expansion-based empirical wavelet
transform based entropy features and deep layer least-squares support vector ma-

chine reached an accuracy of 99.7%, sensitivity of 99.8%, and specificity of 99.6%.

Dohare et al. proposed a method for detecting coronary artery disease using
12-lead ECG data and analyzed each lead with the help of a composite lead [54].
The min-max normalization method was used to rescale the attributes. The raw
signal was preprocessed by a two stage median filter to remove baseline drift using

a sliding window. The composite lead was used to detect ECG wave components

7



and clinical wave intervals. The complexes of the composite signal were enhanced
using the sixth power of the signal. The mean value of the enhanced signal was
used as the threshold to determine the high peak of the QRS complex in the
composite signal and individual leads at a variable window size. The four clinical
ECG features were determined globally from the average beats of the 12-lead
ECGs. Peak-to-peak amplitude, area, mean, standard deviation, skewness, and
kurtosis were determined for the ECG features. Binary classification for the
detection of coronary artery disease was performed using a simple support vector
machine classifier with an RBF kernel. After implementing principal component
analysis as a feature dimension reduction method to reduce the number of features
and computational complexity, the sensitivity remained the same (96.6%), while
the specificity (96.6%), and accuracy (96.6%) were slightly reduced.

Ahmad et al. proposed two computationally efficient multimodal fusion frame-
works for myocardial infarction detection, called Multimodal Image Fusion (MIF)
and Multimodal Feature Fusion (MFF) [75]. At the input of these frameworks,
they converted the raw ECG data into three types of two-dimensional (2D) im-
ages using three different statistical methods, which are Gramian Angular Field
(GAF), Recurrence Plot (RP), and Markov Transition Field (MTF). In MIF,
they performed image fusion by combining three grayscale input images (GAF,
RP, MTF) to create a three-channel colored single image, which served as input
to the convolutional neural network. They utilized the AlexNet convolutional
neural network for feature extraction and a softmax classifier for classification
tasks, respectively. The limitation of the MIF framework was that it required
exactly three different statistical grayscale images to create a three-channel com-
pound image. In MFF, they transformed ECG heartbeats into GAF, RP, and
MTF images. They extracted features from the penultimate layer of the AlexNet
convolutional neural network, which consisted of three convolutional layers, two
pooling layers, and one fully connected layer. By employing a Gated Fusion
Network (GEFN), they fused these extracted features, which were ultimately used
to train a support vector machine classifier. MFF demonstrated higher perfor-
mance compared to MIF. However, the limitation of the MFF framework was

that it required the use of three separate AlexNet convolutional neural networks



for training on the GAF, RP, and MTF images, which necessitated more time for
both training and inference. The support vector machine classifier performed bet-
ter than the softmax classifier. They achieved a classification accuracy of 98.4%,
sensitivity of 94%, and precision of 98%. They concluded that the multimodal
fusion of the modalities increased the machine learning task’s performance com-
pared to using the modalities individually. The disadvantage of this study is the
use of only one-lead ECG, which can limit the detection performance for certain

types of myocardial infarction.

Acharya et al. introduced a method for the automated detection and local-
ization of myocardial infarction [76]. Firstly, ECG signals were pre-processed
to eliminate noise and baseline wander using a wavelet basis function. Using
the Pan—Tompkins algorithm, the pre-processed ECG signals were segmented
and subjected to discrete wavelet transform up to four levels of decomposition.
Thus, a total of eight discrete wavelet transform coefficients were obtained, and
twelve nonlinear features were extracted from these coefficients. Feature ranking
methods, such as Student’s t-test and ANOVA, were used to rank the extracted
features according to their significance. The selected significant features were
used for binary and multi-class classification using a k-nearest neighbor classi-
fier for the detection and localization of myocardial infarction, respectively. The
ranked features were fed into the k-nearest neighbor classifier one by one to find
the minimum number of features necessary for obtaining the highest classification
performance. The classifier exhibited an average accuracy of 98.8%, sensitivity of
99.4%, and specificity of 96.2% for myocardial infarction detection. They claimed
that the method can be used as an automated diagnostic tool for the detection
of myocardial infarction using 12-lead ECG and the localization of myocardial

infarction using one-lead ECG.

Sharma et al. presented a technique for the detection and localization of
myocardial infarction using one-lead ECG [49]. Firstly, the ECG signals were
segmented into short-duration ECG segments, which were then passed through
a two-stage median filter to remove baseline wander. This was followed by a
Savitzky-Golay filter to obtain smoothened ECG segments, which were decom-

posed into wavelet bands using stationary wavelet transform (SWT), so that
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they could be analyzed at different frequencies. Energy, entropy, and slope-based
features were extracted at specific wavelet bands from the decomposed ECG seg-
ments. The relevance of the features was measured based on the Fisher score.
The top-ranked features were fed into the k-nearest neighbor classifier with Ma-
halanobis and Euclidean distance functions to perform binary classification for
myocardial infarction detection. To address the issue of imbalanced data, the
adaptive synthetic (ADASYN) sampling approach was employed due to dispar-
ities in the instance space. They utilized 10-fold cross-validation for both my-
ocardial infarction detection and localization. The technique has demonstrated a
sensitivity of 98.3%, specificity of 99.4%, precision of 99.4% and accuracy of 99%
for myocardial infarction detection using the top-ranked features. The drawback
of this study is the use of only one-lead ECG, which can limit the detection and

localization performance for certain types of myocardial infarction.

Jothiramalingam et al. proposed a polynomial curve-fitting technique based
on optimization strategies to diagnose coronary artery disease [77]. Firstly, the
noises in ECG signals were removed using a discrete wavelet transform. The ECG
signals were then partitioned using a Hamming window. The polynomial coef-
ficients were obtained by choosing the best polynomial order using the genetic
algorithm and particle swarm optimization algorithm. Using these polynomial
coefficients, five features were computed, including area, variance, kurtosis, root
mean, and form factor. These features were input into different classifiers for
binary classification, such as multilayer perceptron, support vector machine, K-
nearest neighbor, Levenberg-Marquardt Neural Network, and Scaled Conjugate
Gradient Backpropagation Neural Network. The genetic algorithm and particle
swarm optimization-based classifiers achieved good performances compared to
classifiers that were not based on genetic algorithm and particle swarm optimiza-
tion. The highest classification performance was achieved using the k-nearest
neighbor classifier, with a sensitivity of 77.4%, specificity of 81.8%, and accuracy
of 82.8%.

Sraitih et al. investigated an automatic coronary artery disease detection sys-

tem using ECG data and presented an approach to evaluate its robustness in
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classifying coronary artery disease under different types of noise [78]. The pre-
processing stage consisted of normalizing 12-lead ECG signals using the min-max
normalization method. They used a low-pass Butterworth filter to remove the
noises from the ECG data. They employed three well-known supervised ma-
chine learning models, which are support vector machine, k-nearest neighbor,
and random forest. They tested their performances in classifying normal and
coronary artery disease classes. These models were trained on the preprocessed
data, and no feature extraction was performed. They conducted a grid search on
each model by supplying a mixture of parameter grids to obtain the appropriate
combinations of hyper-parameters that provide the most accurate predictions.
The performances of all the models in detecting coronary artery disease were
low, especially in detecting the normal class samples. Random forest obtained
the best performance in predicting coronary artery disease with an accuracy of
75%, precision of 74%, and sensitivity of 73%. While dealing with the noisy test
set, the support vector machine classifier outperformed the other models with an

accuracy of 68%, precision of 66%, and sensitivity of 66%.

Agrawal et al. investigated the application of machine learning techniques
on the vector magnitude data of heart signals generated via vectorcardiography
to distinguish coronary artery disease patients from healthy subjects [79]. To
eliminate low-frequency noise in cardiac signals, the patients’ vectorcardiography
data were filtered using a bandpass filter via Biopac Acqknowledge software’s
built-in functions. The vector magnitude was derived from patients’ orthogo-
nal vectorcardiography leads using the 3D Pythagorean theorem. Each patient’s
QT and RR intervals were marked on the vector magnitude using Biopac Acq-
knowledge software’s computer-assisted manual marking methods. The statisti-
cal features were extracted from the QT and RR intervals and used as inputs
for machine learning techniques, such as artificial neural network, support vec-
tor machine with RBF kernel, and decision tree, to perform binary classification.
Stratified 10-fold cross-validation was employed for all models. Results indicated
that vector magnitude-derived QT variability has more predictive value than RR
variability in classifying coronary artery disease patients, and showed a higher

contribution toward increased accuracy in predicting the class. However, adding
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the RR variability to obtain combined variables further improved the overall per-
formance. The decision tree generated relatively higher performance for coronary
artery disease classification with an accuracy of 98.3% and specificity of 96.5%,
while using fewer predictor variables than other models. IBM SPSS Modeler and
KNIME were employed as the software platforms.

Liu et al. proposed an ECG feature for coronary artery disease detection by
fitting a given ECG signal with a 20th-order polynomial function, which they
defined as PolyECG-S [80]. First, a discrete wavelet transform was employed to
remove high-frequency noise and baseline shifting from the ECG signals. Next,
all the R peaks in the ECG signals were detected using the wavelet transform,
and all the ECG signals were split into ECG cycles. These cycles were then
normalized on both the time and voltage axes to enable comparison between dif-
ferent ECG signals. The polynomial function was fitted to the ECG signals, and
each ECG cycle was represented as a vector of the coefficients of this polyno-
mial function. The Akaike information criterion (AIC) was used to determine
the optimal polynomial fitting function order with the minimum AIC value. The
optimal similarity between the PolyECG-S curve and ECG signals was observed
when the polynomial fitting function order was set to 20. The fitted coefficients
were defined as the ECG representing features. The best feature subsets were
selected using feature selection algorithms, such as genetic algorithm and particle
swarm optimization. There were seventeen features chosen by genetic algorithm
and seven features chosen by particle swarm optimization. The two feature sub-
sets chosen by genetic algorithm and particle swarm optimization were tested for
their discrimination performance with four classification models, which are J48
decision tree, random tree, support vector machine, and naive Bayes. The feature
selection and binary classification models were implemented using the Weka soft-
ware, and the software’s default parameters were utilized. The top-performing
coronary artery disease detection model was the J48 decision tree with the fea-
ture subset chosen by genetic algorithm, which showed an accuracy of 89.5%,
sensitivity of 94.2%, and specificity of 74%. The disadvantage of this study is
that, although different individuals may have different optimal polynomial fitting

functions for their ECG signals, the polynomial fitting function’s order was set
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to be the same for all individuals.

Chang et al. presented a diagnosis system for classifying coronary artery dis-
ease by converting 4-lead ECG data into a density model [81]. During ECG signal
segmentation, the location of the R peak was used to divide the ECG complex
into separate heartbeats. A hybrid system that combined hidden Markov model
and Gaussian mixture model was employed to classify 4-lead ECG data. Four
hidden Markov models were used to learn the 4-lead ECG complex and calculate
the probability of state changes in each lead. These probabilities were further
converted into log-likelihood values, which were treated as different statistical
feature vectors that were then given as input to Gaussian mixture model and
support vector machine. The 16-State hidden Markov models were trained using
coronary artery disease data, so that coronary artery disease and normal data can
have differences in likelihood values. The four-dimensional (4D) feature vector
extracted by the four hidden Markov models was clustered by Gaussian mix-
ture model with different numbers of distributions. The density model of data
distribution was fitted by the maximum likelihood estimation (MLE) using the
expectation—maximization (EM) algorithm via the NETLAB tool. The support
vector machine classifier with the RBF kernel function was also utilized for bi-
nary classification, since the data were linearly inseparable. The combination of
hidden Markov models as a feature extraction tool and Gaussian mixture model
as a classification tool performed significantly better for coronary artery disease
detection when dealing with overlapped data distributions, as the feature space
in this study. The sensitivity, specificity, and accuracy were 85.7%, 79.8%, and
82.5%, respectively. They claimed that this was because the 4D feature inputs
posed significant challenges for classification. The drawback of this study is that
the length of each heartbeat was fixed at 400 points.

Green et al. employed artificial neural network ensembles on ECG data to
detect acute coronary syndrome, which is a type of coronary artery disease [46].
The ECG data were acquired from acute coronary syndrome patients presenting
to an emergency department with chest pain. Feature reduction was accomplished
using principal component analysis, and 16 principal component analysis variables

were used for training the models. The cross-entropy error function was used
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and minimized using the gradient descent method. Two methods were used for
constructing the ensemble models, which were the bagging method and S-fold
cross-splitting. The bagging ensemble contained multilayer perceptrons trained
on bootstrap samples of the original training set. Model selection was performed
using a grid search, and the best model was found to be an artificial neural
network cross-splitting ensemble trained solely on the ECG data. As a result,
they found an advantage in using artificial neural network ensembles compared
to both multilayer perceptrons and logistic regression. The addition of clinical
data did not improve the performance of the artificial neural network ensemble.
At the sensitivity of 95%, the specificity was 41%, corresponding to a negative
predictive value (NPV) of 97%. They claimed that the ensemble model, combined
with the judgment of trained emergency department personnel, could be useful
for the early discharge of chest pain patients. The limitation of the study is the

relatively small study population.

Al-Zaiti et al. used artificial neural network, logistic regression, and gradient
boosting machine for the prediction of myocardial ischemia in patients with chest
pain using only the 12-lead ECG [82]. First, they preprocessed all ECGs using
manufacturer-specific commercial software and manually inspected tracings for
noise and artifacts. After ectopic beats were removed, and median beats were
computed, they extracted the temporal-spatial ECG features from each prehos-
pital ECG using previously validated commercial algorithms. Feature selection
and annotation based on existing clinical knowledge improved the classification
performance of linear prediction models like logistic regression. This is reason-
able, given that data reduction and labeling could reduce the dimensionality and
complexity of the data. Nonlinear models like artificial neural network and gradi-
ent boosting machine were more powerful tools for handling the high-dimensional
and highly correlated nature of ECG features. They trained and tested the per-
formance of these three classifiers on two independent prospective patient cohorts
using the same temporal-spatial features. They employed the classifiers with the
best low bias—low variance trade-off to create a simple machine learning fusion
classifier, which showed a sensitivity of 77%, specificity of 76%, precision of 43%,
and negative predictive value (NPV) of 94%. Supplementing the algorithm with
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patient history data did not improve classification performance. They claimed
that the model can be used as a clinical decision support tool, when combined
with the judgment of trained emergency department personnel, to help improve

clinical outcomes in patients with chest pain.

Daraei et al. presented a prediction model for myocardial infarction using
classification data mining methods that considered the imbalanced nature of the
problem [83]. Firstly, the min-max normalization method was applied to scale
the features’ values. A hybrid feature selection method, which includes a genetic
algorithm and Weight by Relief, was then applied to select the best subset of fea-
tures. The top-weighted features selected by the Weight by Relief method were
given to the genetic algorithm to choose the best final features. Feature selec-
tion improved the performance of both cost-sensitive and cost-insensitive models.
The metacost classifier was applied to create a cost-sensitive J48 (C4.5) decision
tree by assigning different cost ratios for misclassified cases. Implementing the
cost-sensitive J48 decision tree on the imbalanced dataset provided better results
compared to not using a cost-sensitive model. Moreover, making the J48 deci-
sion tree cost-sensitive improved performance over traditional classifiers. Using
the hybrid feature selection method along with the cost-sensitive classification
method yielded an accuracy of 82.6%, sensitivity of 86.6%, and F-measure of
80%, respectively. Rapidminer was used to implement the proposed model. The
limitation of the study is the unavailability of the Q-wave features and rhythm

data in the dataset.

Sun et al. presented a method for the detection of myocardial ischemia in
patients with subtle ECG waveform changes using ensemble learning to inte-
grate ECG dynamic features obtained via deterministic learning [84]. Wavelet
transform-based analysis was performed to remove the noise in the 12-lead ECG
signals, which were then linearly converted to 3-lead vectorcardiography signals
using the Kors matrix to minimize computational complexity. The dynamic
modeling of vectorcardiography by deterministic learning was implemented to
generate a cardiodynamicsgram. Three low-dimensional and discriminative dy-
namic features, namely the spectrum fitting exponent, Lyapunov exponent, and

Lempel-Ziv complexity, were extracted from the cardiodynamicsgram. Random
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feature selection was used to obtain different feature subsets. A random sampling
method was employed to generate various data subsets for each feature subset
to train multiple individual classifiers, including support vector machine with an
RBF kernel, support vector machine with a linear kernel, and a boosting tree.
Subsequently, the bagging-based heterogeneous ensemble learning algorithm was
applied to these features to generate different base classifiers. The bagging al-
gorithm was used to fuse outputs of different individual base classifiers using a
weighted voting method to generate a final classifier for myocardial ischemia de-
tection. The heterogeneous ensemble learning algorithm exhibited an accuracy of
89.1%, sensitivity of 91.7%, and specificity of 82.7% using repeated 5-fold cross-
validation. They claimed that the proposed ensemble model, which fused support
vector machine and the boosting tree, outperformed conventional base classifiers
and homogeneous ensemble models. However, their proposed ensemble model
did not achieve better results on the external test set, which was obtained from

a different medical center.

Bashir et al. proposed a weighted vote-based ensemble model for predict-
ing cardiovascular diseases [59]. Firstly, different preprocessing techniques were
employed to clean the data. They claimed that the proposed ensemble model
overcomes the limitations of conventional data-mining techniques by combin-
ing various types of heterogeneous classifiers, including support vector machines,
naive Bayes, decision tree, and instance-based learners. They used a weighted
vote-based ensemble technique to combine all the individually trained classifiers.
They employed the 10-fold cross-validation method to alleviate the insufficiency
of samples. The ensemble model exhibited an accuracy of 87.3%, sensitivity of
93.7%, specificity of 92.8%, and F-measure of 82.1%. It achieved better perfor-
mance compared to other individual classification techniques. RapidMiner was

utilized for model building, training, and testing.

Ramasamy et al. presented a rhythm-based approach to screen patients with
cardiac arrhythmias at the primary level [41]. During pre-processing, various
noises associated with the ECG signals were removed. The R peaks in the ECG
signals were located, and the signals were segmented based on the R peak loca-

tions to detect a single heartbeat. The Fourier-Bessel series expansion features
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of the segmented ECG signals were extracted by computing the Fourier-Bessel
coefficients using the Fourier-Bessel series expansion method on the segmented
ECG beats. The feature vector dimensions were reduced using principal compo-
nent analysis to acquire low-dimensional Fourier-Bessel series expansion features,
reducing the computational complexity. These features were used as input to
the Jaya-optimized ensemble random subspace k-nearest neighbor (JO-ERSKNN)
classifier to classify five types of CAR beats. Jaya optimization was applied to
gradually tune the hyper-parameters of the ensemble random subspace k-nearest
neighbor classifier. The model demonstrated an accuracy of 99.4%, sensitivity of
95.4%, and specificity of 99.4% for the classification of cardiac arrhythmias. They

claimed that the model can be made compatible with various wearable devices.

Exarchos et al. presented an automated methodology based on association
rules for the detection of myocardial ischemia in long-duration ECG recordings
[69]. During preprocessing, the noise was removed from the ECG signals. The
ECG features were extracted from the ST segment and T wave of ECG beats.
The features were then discretized by transforming the continuous-valued fea-
tures into categorical using the modified classification tree algorithm. This tree
was created from the training set during the discretization stage and was applied
to classify the cases in the test set. They used an association rule extraction
algorithm and a rule-based classification model to perform binary classification.
The classification tree discretizer, combined with the predictive association rules
algorithm, yielded higher classification performance and required less time for
rule generation. The model showed a sensitivity and specificity of 87% and 93%,
respectively. They claimed that the model has the ability to provide interpre-
tation for the decisions made, due to the employment of association rules for
classification. The disadvantage of the study is that the association rules method

can also find spurious relationships among the data.

Moreover, most of the previously proposed deep learning methods for the di-
agnosis and classification of various cardiovascular diseases are based on one-
dimensional (1D) convolutional neural network architectures, commonly trained
using transfer learning or fine-tuning methods and utilizing exclusively ECG data

[85, 86]. Furthermore, the other existing deep learning methods that used only
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ECG data include recurrent neural networks |85, 87, 88|, combined convolutional
neural network-recurrent neural network [89, 90|, transformer networks [911 92],
capsule networks [93, [94], deep neural networks [95, 96], deep belief networks
[97, 98], autoencoders [99, 100], and restricted Boltzmann machines [85, TOT].
However, none of these existing machine and deep learning studies have jointly
utilized CSNA and ECG data to benefit from the diversity in different data types
and leverage their strengths for the accurate and reliable diagnosis of cardiovas-

cular diseases.

Brisk et al. conducted a retrospective and observational study designed to as-
sess the feasibility of detecting induced coronary artery disease in human subjects
earlier than experienced cardiologists using a deep convolutional neural network
trained with transfer learning [102]. Firstly, ECG signals were split into short-
length ECG segments. They used a 34-layer convolutional neural network with
residual connections, culminating in a fully connected layer with a single, sigmoid-
activated output node. The model was evaluated using 10-fold cross-validation,
and the loss was calculated using binary cross-entropy. The model achieved a sen-
sitivity of 84.2%, specificity of 94.7%, accuracy of 80.3%, and F1l-score of 81.4%.
They claimed that the dataset was too small for the model to achieve meaningful
performance, despite the use of transfer learning. The study highlighted the risk
of deep learning models leveraging data leaks to produce spurious and falsely high
results. The drawback of this study is that the model was initiated using weights
from the CAR detection task, based on the assumption that the ECG features
learned during CAR detection would improve generalization for coronary artery
disease detection, which may not be accurate for all types of coronary artery

diseases.

Reasat et al. presented a shallow convolutional neural network architecture
for the detection of myocardial infarction using 3-lead ECG signals [103]. Firstly,
each signal was downsampled from 1 kHz to 250 Hz. A two-stage median filter was
then used to remove baseline wander. Next, a Savitzky-Golay smoothing filter
was used to remove other noises. The de-