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ABSTRACT

TRAFFIC ENGINEERING AND REGENERATOR
PLACEMENT IN MPLS AND GMPLS NETWORKS
WITH RESTORATION

Emre Yetginer
M.S. in Electrical and Electronics Engineering

Supervisor: Assist. Prof. Dr. Ezhan Karasan

January 2002

Label switching technologies, standardized under the name MultiProtocol Label
Switching (MPLS), provide performance advantages for core networks. MPLS
enables traffic engineering and QoS support on conventional IP networks. Since
MPLS uses the common control plane of IP protocol, it simplifies network man-
agement and decreases maintenance costs. Generalization of MPLS, called GM-
PLS, is seen as an important step in the evolution of architectures of optical
transport networks. In this thesis, we discuss the problem of traffic engineering
of restorable paths in MPLS networks and study four working and restoration
path design methods. Each method is formulated as an Integer Linear Program-
ming (ILP) model, and relative performances of these methods are compared

based on a proposed traffic uncertainty model.

For optical networks, we study the traffic engineering problem taking into ac-
count the physical layer impairments and optical layer constraints. These factors
limit the range of optical signals and necessitate placement of signal regenerators.
This, in turn, affects the path selection process for each demand. We present

an ILP formulation for the regenerator placement problem with the objective of

il



using minimum number of regenerators. Since the resulting formulation has a
huge size making it impractical for large networks, we also develop two heuristic
algorithms for the same problem. We compare the efficiencies of these algorithms
in terms of the number of regeneration points needed. For the design of working
and restoration paths in GMPLS networks, we develop an ILP formulation for
path set creation which considers optical layer constraints and locations of re-
generators. We use traffic engineering models to demonstrate the effect of these
algorithms on network performance. As in the MPLS case, performances of traf-
fic engineering methods are compared for the optical network using the traffic

uncertainty modeling.

Keywords: MPLS, GMPLS, traffic engineering, restoration, regenerator place-

ment, working and restoration path design
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OZET

MPLS VE GMPLS AGLARINDA RESTORASYONLU TRAFIK
MUHENDISLIGI VE REJENERATOR
KONUMLANDIRILMASI

Emre Yetginer
Elektrik ve Elektronik Miihendisligi Bolimii Yiiksek Lisans
Tez Yoneticisi: Yrd. Dog. Dr. Ezhan Karagan
Ocak 2002

MultiProtocol Label Switching (MPLS) adi altinda standartlagtirilan etiket
anahtarlama teknolojileri, cekirdek aglar icin performans avantajlari sunmak-
tadir. MPLS geleneksel IP aglarinda trafik mithendisligi ve QoS destegine imkan
vermektedir. MPLS, IP protokoliiniin ortak kontrol diizlemini kullandigindan
dolay1, ag yonetimini kolaylagtirmakta ve bakim maliyetlerini diigiirmektedir.
GMPLS olarak adlandirilan MPLS’in genellemesi, optik tagima aglarinin yapisal
evriminde 6nemli bir agama olarak goriilmektedir. Bu tez ¢aligmasinda, MPLS
aglarinda onarilabilir yollarin trafik miithendisligi problemini ele almakta ve dort
aktif ve onarim yolu tasarimi metodu iizerinde caligmaktayiz. Her bir metot
Tamsayili Dogrusal Programlama (ILP) modeli olarak formiile edilmekte ve bu
metotlarin relatif performanslari 6ne siiriilen bir trafik belirsizligi modeline gore

kargilagtirilmaktadir.

Optik aglar icin, trafik miihendisligi problemini fiziksel katman uyumsu-
zluklar1 ve optik katman kisitlamalarini g6z oniine alarak incelemekteyiz. Bu
etkenler optik sinyallerin menzilini sinirlamakta ve sinyal rejeneratorlerinin

yerlegtirilmesini gerekli kilmaktadir. Bu da her bir talep i¢in yol se¢imi siirecini



etkilemektedir. Rejenerator konumlandirilmas: problemi icin en az sayida rejen-
erator yerlestirmeyi amacglayan bir ILP formiilasyonu sunmaktayiz. Elde edilen
formiilasyonun biiyiik aglarda kullanilamayacak biiyiikte olmasindan dolay1 ayn1
problem i¢in iki de bulugsal algoritma gelistirmekteyiz. Bu algoritmalarin etkin-
liklerini gerekli rejenerator nokta sayis1 acisindan kargilagtirmaktayiz. GMPLS
aglarinda, aktif ve onarim yollar1 tasarimi ic¢in, yol kiimesi olugturmak iizere
optik katman kisitlamalar1 ve rejeneratorlerin yerlerini géz oniine alan bir ILP
formiilasyonu gelistirmekteyiz. Bu algoritmalarin ag performansi iizerindeki etk-
ilerini ortaya koymak i¢in trafik miihendisligi modellerini kullanmaktayiz. MPLS
durumunda oldugu gibi, trafik miihendisligi metotlarinin optik aglardaki perfor-

mansi, trafik belirsizligi modeli kullanilarak karsilagtirilmaktadir.

Anahtar Kelimeler: MPLS, GMPLS, trafik miihendisligi, onarim, rejenerator

konumlandirilmasi, aktif ve onarim yollar1 tasarimi
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Chapter 1

INTRODUCTION

Since the initial deployment of the original ARPANET, Internet architecture
has evolved in response to technological progress and user needs. The explosive
growth in traffic fed by the increase in the number of users and resources con-
sumed by modern applications has put an ever increasing load on the Internet. A
report from the U.S. Department of Commerce [1] suggests that the rate at which
the Internet has been adopted has surpassed all other technologies preceding it,
including radio, television, and the personal computer. A common expectation
is the convergence of voice, video, and data communications to happen over the
Internet. Hence, capacity, performance and Quality of Service (QoS) become
the critical requirements. To respond the challenge of Internet growth Internet

service providers (ISPs) employ three complementary technical instruments:

e Network architecture
e Capacity expansion

e Traffic engineering



Network architecture is the abstract structure of the network. It involves the
components or object classes of the network, their functions and the relations

between them.

Expansion of capacity and network infrastructure is employed as a response to
the traffic growth by the large ISPs. In 1996 most large ISPs in the United States
operated backbones with DS3 (44.736 Mb/s) links. In 1997 and 1998, OC-12¢c
(622 MB/s) links became pervasive. In 1999 a number of major ISPs upgraded
to OC-48¢ (2.488 Gb/s). By the year 2000, some ISPs began deployment of
IP backbones with OC-192¢ (9.953 Gb/s) links, provisioned directly over dense

wavelength-division multiplexing (DWDM) facilities.

The third instrument used to address the Internet growth is the traffic engi-
neering, which has attracted significant attention at recent times. The motivation
for traffic engineering is the fact that architectural paradigms and simple capacity
expansions are not sufficient alone to deliver high quality Internet service. Inter-
net traffic engineering addresses the issue of performance and resource utilization
optimizations of the operational networks. It also aims application of knowledge
and techniques to achieve specific performance objectives, and planning network

capacity.

In this context, MultiProtocol Label Switching (MPLS) has both architec-
tural and traffic engineering aspects. The evolution of routing architecture and
need for traffic engineering lead to the development of MPLS as a technology

that aims to respond to aforementioned challenges faced in Internet today .

Internet routing architecture has evolved over time. ARPANET which is the
predecessor of today’s Internet, was structured as a single flat link layer based on
packet switches. But this architecture became insufficient with the rise of other
link layers, like Ethernet. This situation required a protocol such as IP in order

to traverse different link layers and a system that could pass packets between



such link layers. Such a system was called a gateway, which is now better known
as a router. Gateways had complete knowledge of all connected IP networks
and used Gateway-to-Gateway Protocol to exchange routing information. Thus,
a two-level hierarchical routing architecture has evolved where some gateways
are designated as core gateways, and the remaining ones as exterior gateways.
Exterior Gateway Protocol was used to exchange the reachability information
between the core and exterior gateways. Each site, known as an autonomous
system or domain, used an Interior Gateway Protocol (IGP) for routing within
the site. After the creation of NSFNET, EGP is replaced with Border Gateway
Protocol (BGP) to overcome the problems and limitations of EGP. With the
growth of the Internet, the routing and addressing architectures of the Internet
were again changed in order to support tremendous amount of data required
by the routing protocols. The new architecture, which is known as the Classless
Interdomain Routing (CIDR), replaced the two-level hierarchical addressing with

a multilevel hierarchical addressing.

Meanwhile, in parallel with the evolution of Internet, which is a datagram net-
work, connection-oriented architectures have continued to evolve. In connection-
oriented link layers, such as ATM, Frame Relay, and X.25, a logical connection
must exist between endpoints prior to data exchange in contrast to the situa-
tion in Internet where packets can be sent without such a connection. Since
control information is required at each network element, connection-oriented ar-
chitectures enable services that are intractable within a pure datagram network.
First, connection-oriented architecture is advantageous in supplying certain QoS
features, since all data traveling along a specific connection can be treated in
the same way, with no need of analysis on each individual packet. Besides, each
connection can be delivered along a unique path through the network. Thus, two
packets with the same destination can follow completely different paths starting
from the same point in the network. This is not possible in a datagram network,

since packets with the same destination are forced to follow the same path. This



feature is also a useful tool for traffic engineering, since the traffic can be shifted
from congested links to uncongested links, allowing better resource utilization.
It can also be used as a policy tool, for example to prevent certain type of traffic

using specific links.

Connection-oriented services are also advantageous from the restoration point
of view. For loss-sensitive services high-speed restoration can be done by redi-
recting the traffic from a failed connection to an alternative connection to the
same destination. The restoration time is much lower than the one necessary
in a datagram network, where the routing protocol must converge before the
restoration of service. These advantages of connection-oriented networks made
them a suitable choice as the infrastructure for datagram networks. IP over
ATM networks proved the usefulness of this approach. But due to the separa-
tion between the connection oriented layers and datagram layer, the benefits of

connection-oriented networking can not be fully utilized.

The MPLS approach is presented as a solution for this problem. MPLS
establishes a virtual connection between two points in a datagram network, and
this connection carries datagram traffic. By using MPLS connections, called
LSPs, in a manner similar to connection-oriented networks, MPLS can provide
much of the advantages of connection-oriented networks while still keeping the

efficiency and operation of a datagram network.

With the continuous growth of the Internet, and the introduction of real-time
applications service predictability is getting more important. But the traditional
IP networks do not offer a predictable performance which is often unacceptable
for such applications. At this point traffic engineering is a key solution to enable
the networks to offer performance predictability. Effective traffic engineering
is difficult to achieve in public TP networks due to the limited functional ca-

pabilities of IP networks. One of the limitations is the fact that, inadequate



measurement functionality of conventional IP technology prevents the construc-
tion of a traffic matrix, which is a basic need for traffic engineering. Another
issue is the limitations of intradomain routing control functions. The protocols
used to route traffic in an autonomous system are topology-driven and require
per-packet processing. Each router makes an independent routing decision on the
packet based on shortest path computations using simple additive link metrics.
Although this approach is highly distributed and scalable, it ignores the charac-
teristics of the traffic, and network capacity constraints. Hence they result in an
inefficient resource utilization; while some paths become congested, the others

are underutilized.

To overcome these challenges, the overlay model is used, where a secondary
technology with virtual circuit and traffic management capabilities, such as ATM,
is introduced into the IP infrastructure in an overlay configuration. The virtual
connections of this technology serve as point-to-point links between IP routers.
Although this approach enables efficient traffic engineering to be done, it has
important drawbacks. The need to build and manage two networks with dissim-
ilar technologies, and the increased complexity of the network architecture are
the fundamental disadvantages of this solution. Besides, the scalability problems
and the overhead of quantization and encapsulation in ATM present technical
difficulties. Therefore, instead of the overlay model more integrated solutions are
needed, which is now possible with MPLS. With the developments in MPLS, new
possibilities are opened for traffic engineering. Although it is a relatively simple
technology based on label swapping paradigm, it enables the use of sophisticated

control functionality that advances the traffic engineering in IP networks.

There are ongoing studies and standardization efforts on various aspects of
MPLS. Most of the work published in several papers focus on the architecture
and signaling mechanisms of MPLS networks. Although the advantages of MPLS

in the areas of traffic engineering and reliable networking are discussed in many



publications, a compact and detailed analysis on the practical traffic engineering
approaches and algorithms have not been studied. In this thesis, we discuss
the traffic engineering with restoration problem and present several methods for

maximizing the traffic carrying capacity of the network.

First we present a method to build a candidate path set for a given de-
mand, and formulate it as an Integer Linear Programming (ILP) problem. Next,
we discuss four different optimization approaches for the design of working and
restoration paths for a given traffic projection and develop corresponding ILP
models. The goal of optimization is to use the available network capacity in an
efficient manner and to increase the robustness of the network design in response
to the uncertainties in the traffic projections, while satisfying all the demands,
that is assigning each demand a pair of paths; one for working and the other for

restoration traffic.

In the most primitive design strategy separate design of the working and
restoration paths in order to minimize the resource utilization is considered. In
this method, working paths are designed first, to minimize the capacity utiliza-
tion. Afterwards corresponding restoration paths are designed again to minimize
the used capacity. Second design approach aims to evenly distribute the capac-
ity usage through the network in order to enhance the robustness feature. This
method again treats the working and restoration path designs as separate prob-
lems and tries to minimize the capacity usage as a second objective. Similar
to the first approach, the working paths are designed to minimize the capacity
usage while balancing the capacity utilization over the network. Then on the

residual network restoration paths are designed to achieve the same objective.

Last two methods use a joint optimization approach, where both working
and restoration paths are designed concurrently. The goal of these methods
is to minimize the capacity usage while distributing the load over the network

in a balanced fashion. The difference between these two methods is that the



last method uses weights for each link in the network which indicate the relative
importance of links, and the objective becomes the minimization of used capacity

while distributing the weighted residual link capacity evenly.

To evaluate the relative efficiency of each design approach, we develop and
formulate the traffic uncertainty modeling again as an ILP. As a performance
measure, we use the robustness of the network design to the uncertainties in the
traffic projections. Afterwards, we obtain numerical results on a sample network
using the CPLEX optimization software package. We use these results in order
to determine the best design approach and the effects of load balancing, joint

optimization and link weights on the efficiency of design methods.

The idea of extending MPLS to the optical networking is called Generalized
Multiprotocol Label Switching (GMPLS). It is seen as an important step in the
evolution of Optical Transport Networks. With GMPLS it is possible to have a
simpler and more manageable network architecture. Recently, many studies have
been published on the topic of GMPLS and the challenges in applying MPLS
on optical networks. Most of these work deal with the signaling enhancements
and architectural aspects of GMPLS networks. Besides, optical layer impair-
ments are considered in some publications. But traffic engineering over optical
networks using GMPLS is not studied at all. Moreover, the effects of optical
layer impairments on the design and traffic engineering are not considered in an
algorithmic approach. Although the necessity of signal regeneration is discussed,

efficient regenerator placement problem is not dealt with.

In this thesis, we formulate the regenerator placement problem as an ILP.
Since the solution of this problem, due to its size, is very hard, we develop
two heuristic approaches. We obtain numerical results for these approaches on
a sample network, and compare their efficiencies. Next, we develop the ILP
formulation for the path set creation problem in the optical networks, taking

into account the constraints imposed by optical impairments. Then we use the



working and restoration path design methods and compare their performances
on the optical network. The impacts of the regenerator placement algorithms are
discussed from a traffic engineering point of view. Numerical results obtained
using CPLEX based on which we compare the efficiency of design methodologies,

are presented.



Chapter 2

BACKGROUND
INFORMATION

In this chapter, an overview of the basic concepts used in this thesis is presented
as a background information. The evolution of MPLS technology and the mo-
tivations behind it are discussed. The architectural and operational principles
of MPLS networks are explained. Restoration and traffic engineering aspects of
MPLS networks are presented. The extension of MPLS to the optical network-
ing, GMPLS, is explained and optical layer constraints are discussed. Related

work in these areas are also considered in this section.

2.1 MultiProtocol Label Switching

In the mid-1990’s, several companies developed new switching/forwarding tech-
nologies using a different paradigm. The most well-known approach of this type
is the IP Switching invented by Ipsilon. Other similar technologies are, Cell
Switching Router (CSR) of Toshiba, Cisco’s Tag Switching and Aggregate Route-
Based IP Switching (ARIS) by IBM. A detailed analysis and comparison of these



approaches are provided in [2,3]. [4] compares MPLS and IP technology from a
design point of view with particular emphasis on issues specific to MPLS net-

works.

All of these approaches are based on similar ideas. First, they all use a simple
label swapping technique for forwarding data packets, which is similar to the idea
used in Asynchronous Transfer Mode (ATM). But unlike ATM, these approaches
use the control paradigm of the Internet Protocol (IP) suite. That is, they use IP
addresses and standard Internet routing protocols, such as Open Shortest Path

First (OSPF) and Border Gateway Protocol (BGP).

To standardize these new ideas Internet Engineering Task Force (IETF)
chartered a working group and picked the name Multiprotocol Label Switching
(MPLS) for this group. The architecture of this framework along with signaling
protocols is explained in detail in [5]. All of these approaches are collectively

known as Label Switching technologies.

There are important motivations behind the development of Label Switch-
ing. First of all, the well-known exponential growth of the Internet has placed an
increasing demand especially on the networks of the Internet Service Providers
(ISPs). To meet this growing bandwidth demand higher performance switching
and routing products are needed. And scalability is also an important issue, since
networks have to deal with increased number of nodes and more flows. Another
reason that makes label switching attractive is that, the forwarding algorithm
is fixed and new control paradigms can be implemented without making any
modifications on it. In the conventional IP routing, evolving the routing func-
tionality is hard due to the strong coupling between the routing and forwarding.
For instance, deployment of Classless Interdomain Routing (CIDR), which en-
ables the usage of variable length IP network prefixes (which had previously

been 8, 16 or 24 bits long) requires changes also in the forwarding algorithm of

10



IP routers. But making changes to the forwarding algorithms, which are crucial

to the performance of routers, are typically expensive and time consuming.

Routers are the key components of any network which is based on IP protocol
suite. The main task of a router is to forward IP packets (datagrams) across the
network which is a complex operation. In addition, many other functions such as
filtering the flow of packets between different parts of a network are performed
by routers. Switch is another network component, which is a layer-2 device and
uses limited number of protocols mainly for forwarding packets. Hence switches
are simpler and cheaper devices compared to routers. As a result, switches have
higher level of performance in terms of forwarding speed. Thus, one of the
important motivations behind label switching is to use a simple device similar to
a switch to fulfill the most important task of a router, namely the forwarding of

IP packets, hence to obtain a higher performance/price ratio.

Another motivation for label switching is the desire to integrate I[P and ATM.
ATM has a significantly different architecture compared to IP. It is based on
a connection-oriented or virtual-circuit model whereas IP uses a datagram or
connectionless model for data delivery. Besides, IP and ATM have completely
separate addressing schemes and many other incompatibilities such as different
models of multicast communication and resource allocations. In short, IP and
ATM have control planes which significantly differ from each other. Currently,
the most widely used integration technique is the overlay model, where IP net-
work is overlaid onto an ATM network. In this case, the ATM network provides
a core of high speed connectivity to IP routers which in turn provide the intel-
ligence to forward IP datagrams. But this approach has a number of complex
problems which stem from the fact that ATM and IP protocols are developed
without any regard to each other. As a result two different protocol architectures
with completely different addressing, routing protocols and resource allocation

schemes are used by these protocols. The label switching approach proposes

11



to use ATM hardware to forward packets by using label swapping while the IP
control protocols are used for setting up forwarding tables and for allocating
resources. Thus ATM switches effectively become IP routers from the control
point of view, and the need to map between IP and ATM control models is
eliminated. Label switching approach also solves the problem of scalability (the
undesired rapid increase of router adjacencies) which is an important problem of

the overlay model.

Finally, label switching enables new functionality which is not available with
existing IP routing techniques. The standard destination-based routing of the
IP routing can be extended, so that traffic engineering can be done easily in the
network in order to use network resources more efficiently. Other abilities gained
by label switching include easy formation of Virtual Private Networks (VPNs)

and support for Quality of Service (QoS).

2.1.1 MPLS Overview

In a connectionless network layer protocol, such as IP, data packets are routed
at each router independently. Upon receipt of a packet, the router examines the
header of that packet and runs a network layer algorithm. The next hop for
each packet is chosen independently by each router as a result of the analysis
of the packet’s header and using the routing algorithm. Therefore the process
of choosing the next hop can be viewed as the composition of two functions:
The first function partitions packets into sets of Forwarding Equivalence Classes
(FECs), and the second one maps each FEC to a next hop at each node. So, all

packets belonging to the same FEC follows the same path.

In conventional IP forwarding, the packets are partitioned into FECs typ-

ically based on some address prefix in the router’s routing table. Each router

12



determines the longest prefix match between the entries in its table and the desti-
nation address of the data packet, and forwards the packet to the corresponding
output port. Each router, similarly, reexamines the packet header and assigns it

to the FEC, as the packet travels in the network.

In MPLS, the packet is assigned to a particular FEC just once when it enters
network. This FEC is encoded as a short, fixed length value known as a label and
the packet is forwarded to the next hop with its label appended. At subsequent
nodes, the network layer header is not further analyzed, instead the label is used
as an index into a table which specifies the next hop and a new label. Old label

is replaced with the new one before the packet is forwarded to its next hop.

The basic difference in the MPLS forwarding paradigm is the fact that, once
a packet is assigned to a particular FEC, its network layer header is not further
analyzed by subsequent routers, and all the forwarding decisions are given based
on the labels. This approach has several advantages compared to the conventional

network layer forwarding.

The packets can be labeled based on the router from which the packet enters
the network called the ingress router. Hence, forwarding can be easily extended to
include decisions related to the ingress router of the packet. Since the information
about the ingress router is not included in the packet header, this is not possible

with conventional forwarding.

Since each packet is assigned to a FEC in the entry to the network, the ingress
router may use any information about the packet in deciding the FEC for that
packet. For instance, the packets can be assigned to FECs based on the number
of the port they are received. The process of mapping packets into FECs can
be complicated as much as desired without any impact on the routers that only
forward packets. In contrary, conventional forwarding is not capable of using any

information that is not contained in the packet header.

13



As a matter of policy or to support traffic engineering it is sometimes desirable
to explicitly specify the path that a packet should follow. In conventional routing
this is accomplished by adding an encoding of the explicit route to the packet,
called source routing which complicates the operation of routers. But in MPLS,
the identity of the explicit route need not be carried with the packet, since a

path can be represented by a sequence of labels.

2.1.2 MPLS Architecture

MPLS forwarding framework provides efficient designation, routing, forwarding

and switching of traffic flows through the network.

Main functions MPLS performs include:

e specification of mechanisms to manage the traffic flows of various gran-
ularities (e.g., flows between different hardware, machines, or even flows

between different applications)
e independence from the layer-2 and layer-3 protocols

e providing a means to map IP addresses to simple, fixed-length labels used

by different packet-forwarding and packet switching technologies

e interfacing to existing routing protocols, such as OSPF.

In MPLS, data is transmitted over virtual paths called Label Switched Paths
(LSPs). LSP is simply a series of nodes and corresponding labels from the source
to the destination node. LSPs can be established before data transmission by
appropriate signaling (control-driven) or upon detection of a certain data flow

(data-driven).

Label Switching Router (LSR) is a high-speed router that participates in the

establishment of LSPs using the appropriate signaling protocols and it is capable
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of high-speed switching of the traffic based on the established LSPs. LSRs that
operate at the boundary of the access network and MPLS network are called the
edge LSRs. Edge LSR supports multiple ports connected to different networks
(e.g., frame relay, ATM or Ethernet) and forwards traffic to the MPLS network
after establishing LSPs using signaling protocols. Since traffic enters and exits
from edge LSRs, they play an important role in the assignment and removal of
labels. The LSR at which an LSP exits an MPLS domain is called the egress
router for that LSP.

LSPs can be set up in two different ways: In hop-by-hop routing, each LSR
independently determines the next hop for a given FEC which is similar to current
IP networks. In explicit routing, the ingress LSR specifies the nodes which the
LSP will traverse. The resources along the path may be reserved to ensure QoS.
Using Explicitly Routed LSPs (ER-LSPs) traffic engineering can be easily done,
and differentiated services based on policies or network management methods

can be provided.

All the packets in the same FEC are treated in the same way by the LSRs
on their paths. As described above, the assignment of the FEC to a particular
packet is just done at the ingress router as opposed to conventional IP forwarding.
FECs can be assigned based on service requirements or simply using the address
prefix of the packet. Each LSR keeps a table that specifies how a packet from
any FEC is to be treated.

A data packet may carry more than one label organized in a last-in first-
out manner which is called a label stack. This stack mechanism allows for the
hierarchical operation in MPLS domain which in turn supports a tunneling mode
of operation (LSP Tunnel). The labels can be pushed or popped to create the
label stack. The processing of the packet is solely determined by top label,

without regard to other labels below it.
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When layer-2 is ATM or Frame Relay, MPLS label is carried in the layer-2
header. For link types which cannot accommodate labels in the link layer header
(i.e., for all link types except ATM and Frame Relay), MPLS uses a shim header
consisting of a stack of 32-bits. This shim label header is inserted between the
link layer and the network layer headers. The format of the shim header is

illustrated in Figure 2.1.

Link Layer "Shim" Label Network Layer Network Layer
Header Header Header Data
Label (20 bits) Exp (3 bits) | Stack (Lbit) | TTL (8 bits)

Figure 2.1: Generic Label Format.

The Time-to-Live (TTL) field is used for the same purposes as in IP. For
consistency, at the entry to the MPLS domain, the TTL value in the IP header
is copied to the TTL field of the MPLS header. TTL value is decremented at
each LSR, and copied back to the IP header at the exit of the MPLS domain.
So, TTL value is decremented by the number of hops the packet travels in the
MPLS network. Alternatively, TTL value can be decremented only at the egress
router when the MPLS header is removed. Thus, the MPLS network is seen as
a single hop. The advantage of this approach is that the details of the network

topology is hidden from an outside observer.

The stack bit is used to indicate whether another label exists below the top
label for hierarchical operation. It is set to 1 if the bottom of the label stack is
reached. At the time of standardization, there is no definite usage of the three
bits, hence they are named experimental (Exp). Since then several ways of using

these bits to support quality of service have been defined.
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The set of procedures by which one LSR informs another of the label/FEC
bindings it has made, is called the Label Distribution Protocol (LDP). There is
no single label distribution protocol mandated by MPLS architecture. Existing
routing protocols can be extended to be used for label distribution. For example
BGP have been enhanced to piggyback the label information, and also RSVP
has also been extended to support label distribution. Furthermore, a specific
protocol, called Label Distribution Protocol (LDP), is developed by IETF for ex-
plicit signaling and management of label space. LDP is also extended to support
explicit routing based on QoS and Class of Service (CoS) requirements, and it
is called Constraint-Based Routing LDP (CRLDP). For different needs, different
protocols are used. For mapping unicast IP destinations into labels LDP can be
used. RSVP and CR-LDP may be used for traffic engineering and resource reser-
vation purposes. For Virtual Private Networks, BGP can be used to exchange

external labels.

2.1.3 MPLS Operation

The MPLS operation consists of two main steps. First, an LSP is created and
then the flow is forwarded through this LSP. These steps are illustrated on a
sample network shown in Figure 2.2. In this figure, LSR1 is the ingress and

LSRG is the egress router for the MPLS network shown.
Label Switched Path Creation

For the creation of LSP through which the packets will be forwarded, the
routers bind a label to a specific FEC and build their tables prior to forwarding
any traffic. For LDP it is the responsibility of downstream routers to initialize
the distribution of labels and the label/FEC bindings. In addition, traffic re-
quirements and network capabilities are negotiated using LDP. For reliable and

ordered transport, LDP uses Transport Control Protocol (TCP). In Figure 2.2,
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Figure 2.2: Sample MPLS Network.

when the packet is first received by the ingress router (LSR1), it initializes a la-
bel request toward the egress router (LSR6). The next router can be determined
by hop-by-hop routing. If traffic engineering is needed to ensure QoS/CoS or
administrative requirements, CR-LDP can be used in determining the explicit
route. This request propagates to LSR6 through LSR3 and LSR5. When the
request reaches the egress router, it assigns a label to this flow and sends its
label mapping to the upstream router. Each intermediate router assigns a label
to this flow so the mapping propagates back to LSR1 following the path that the
request follows in the reverse direction, i.e., LSR6-LSR5-LSR3-LSR1.

Meanwhile, upon reception of label bindings each LSR creates the corre-
sponding entry in its Label Information Base (LIB) table. This table keeps the
mapping of labels to FECs. It specifies the output port and output label for an
input port and input label pair. A simple example of the LIB table for LSR3 is
given in Table 2.1. The LSP established between the ingress and egress routers
in the MPLS domain is plotted as the dashed line in Figure 2.2.

Input Port | Incoming Label | Output Port | Outgoing Label
1 A 3 B

Table 2.1: Forwarding Table for LSR3.
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Label Swapping/Packet Forwarding

LSR1 uses its LIB table to find the next hop and label for the incoming
packet of a specific FEC. After inserting the appropriate label to the packet,
LSR1 forwards the packet to the next hop specified in its table. Subsequent
routers examine the label of the incoming packet and determine the next hop
and the outgoing label. Then they simply swap the label and forward the packet
to the next hop, using the appropriate entries in their LIB. When the packet
reaches LSRG, the label is removed and the packet is send out of the MPLS

domain as the original packet taken by the ingress router.

After we discuss MPLS networks, the restoration problem in high-speed multi-

layer networks is presented in the next section.

2.2 Restoration

Connectivity is the major concern of the network routing protocols deployed to-
day and typically one class of service, the best effort class, is supported. An
important component of QoS is the ability of the network to transport data re-
liably and efficiently. With the incredible increase of real-time and high priority
traffic presented to the IP network, network survivability has become crucial
for future IP networks. Even though current routing algorithms are robust and
survivable, the amount of time they need to recover from a failure can be signif-
icant, e.g., in the order of several seconds to minutes, which can cause serious
service disruptions. This is not suitable for many of the services that require

high reliability and recovery times in the order of tens of milliseconds.

There are inherent limitations to improving the recovery times of current

routing algorithms. For this aim, path-oriented technologies such as MPLS can
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be used to enhance the reliability of IP networks. The fact that MPLS net-
works establish LSPs, potentially allow pre-establishment of protection LSPs for
working LSPs and achieve better protection switching times than those in con-
ventional IP networks. Furthermore, a protection priority can be used as a means

of differentiation for premium services that require higher reliability.

There are several advantages of MPLS based protection. First, MPLS is able
to give faster response to faults compared to traditional IP routing. Moreover,
it eliminates the need for intervening SONET layer by enabling IP traffic to
be put directly on Wavelength Division Multiplexing (WDM) optical channels.
This feature enables construction of IP-over-WDM networks. Furthermore, in
SONET-based protection or optical layer restoration the granularity of the pro-

tected traffic may be coarse compared with MPLS-based mechanisms.

MPLS provides several options for the protection of traffic. First, the recovery
can be established using layer-3 rerouting or using MPLS protection switching or
rerouting actions. MPLS based recovery allows more flexibility in choosing the
recovery mechanism and granularity at which traffic is protected. So, a variety
of protection mechanisms can be offered by network operators. Specific types
of traffic can be chosen to be protected in order to give network operators more
control over the reliability /cost trade-off. Using MPLS different classes of services
can be given different levels of protection. For example, real-time applications
like VoIP may be protected by MPLS, while the best effort traffic may simply

rely on IP rerouting or application layer recovery mechanisms.

General considerations for label switched path restoration are studied by
IETF and published in several Internet Drafts. The framework for MPLS-based
recovery is explained in [6]. The aspects of bandwidth reservation in protection
are presented in [7] and a path protection/restoration mechanism is introduced
in [8]. [9] deals with the shared backup LSP path restoration and [10] describes

the necessary extensions to RSVP protocol for MPLS path protection.
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2.2.1 Recovery Models

Recovery methods are classified according to the principles used for Initiation of
Path Setup, Initiation of Resource Allocation and Scope of Recovery. There are
two options for the initiation of the recovery path setup. In Pre-Established case,
recovery path(s) is established prior to any failure on the working path. On the
other hand, in Established-on-Demand case, a recovery path is established after

a failure on the working path is detected and notified.

A recovery path may or may not need to support the same QoS as the work-
ing path. If the recovery path is capable of replacing the working path without
degrading the service, it is called an equivalent recovery path, else it is called
a limited recovery path. Based on this differentiation there are two options for
the Initiation of Resource Allocation. In Pre-Reserved case, the resources re-
quired on the recovery path are reserved during the establishment of the working
path. Thus, the service quality on the recovery path can be guaranteed. In
the Reserved-on-Demand case, resources required to recover the working path
are reserved after a failure on the working path is detected and notified. Hence
there is always the possibility of degrading the service quality since the required

resources may not be available when needed.

Recovery methods can also be classified based on the scope of the recovery
action. Local Repair aims to protect against single link or neighbor node fail-
ures. In local recovery, the node immediately upstream of the fault initiates
the recovery action using either rerouting or protection switching. Local repair
can be in the form of link recovery/restoration and node recovery/restoration.
In link recovery, the recovery path can be configured to route around a certain
link deemed to be unreliable (in the case of protection switching), or a failed
node (in the case of rerouting). Similarly, in the node recovery, an alternate
path is selected to route around a neighbor node which is failed or deemed to

be unreliable. In both cases the recovery path shares overlapping portions with
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the working path. Global Repair which is also known as the Path Recovery or
Path Restoration aims to protect against any link or node failure on the working
path, except failures in the ingress or egress nodes. In path recovery, the ingress
node which may be distant from the failed link or node initiates the recovery
process. In many cases the restoration path may be selected to be link and/or
node disjoint from the working path to protect against all link and/or node fail-
ures on the working path. Global repair is potentially more optimal in resource
usage than the local repair. However, it can be slower in some cases, since the
fault notification message takes longer time to get to the ingress node to trigger
the recovery action. Link restoration and path restoration are demonstrated in

Figure 2.3.

Path Restoration

Link Restoration

-7 T~
P ~
, N

) Failure 14 ..\
IngressLSR Upstream Downstream EgressLSR
LSR LSR

Figure 2.3: Link Restoration and Path Restoration.

Recovery models can be separated into two basic classes: re-routing and

protection switching.

1 Rerouting

In rerouting, new restoration paths or path segments are established on-
demand after the occurrence of a failure. In this type of recovery, signaling is
needed to establish paths or path segments to bypass the failure. The fault
information, network topology and routing policies may be taken into account

in this process. Naturally, rerouting is slower than the protection switching
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mechanism. On the other hand, this method is simpler and conserves the capacity
since no resources are committed until the occurrence of the fault, and fault can
be located by signaling. Rerouting employs paths established on-demand with

resources also reserved-on demand.
2 Protection Switching

In protection switching, a recovery path or path segment is pre-established
according to network routing policies, the restoration requirements of the traffic
and administrative constraints. The recovery path does not have to be link-
or node-disjoint from the recovery path, but the overall reliability of protection
degrades as the source sharing increases. Upon detection of the failure, the traffic
is switched to the recovery path(s). Protection switching employs pre-established
recovery paths. The resources may or may not be pre-reserved depending on the

application.

There are two subtypes of protection switching: In 141 protection the recov-
ery path carries a copy of the working path traffic. In 1:1 protection the recovery
path may carry low priority traffic which is preempted when a protection switch-

ing occurs.

In 141 protection scheme, the resources (bandwidth, buffers, processing ca-
pacity, etc.) on the recovery path are fully reserved and the same traffic as in
the working path is carried on the recovery path. The Path Merge LSR (PML)
selects between the traffic on the working and recovery paths depending on signal

quality.

In 1:1 protection, the resources, if any allocated, on the recovery path can
be fully used to carry preemptible low priority traffic. When a failure occurs on
the working path, the low priority traffic is dropped and the resources are used
to carry the protection traffic. Thus, the protected traffic only travels on the

working path unless a fault occurs, and the traffic is switched to the recovery
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path once the failure is detected. Since, the low priority traffic is preempted only

when a failure occurs on the protected path, resources are used more efficiently.

These models may also be used together. For example, in order to restore
quickly, the protection switching may be used, and later rerouting may be em-
ployed to find a more optimal network configuration by re-arranging the paths.
Restoration in MPLS networks is analyzed in several papers. An overview of the

reliable services in MPLS is given in [11].

2.3 Traffic Engineering

The rapid growth of the Internet has made the IP protocol suite the most pre-
dominant networking technology. Moreover, the convergence of voice and data
communications over a single network infrastructure is expected to happen over
IP-based networks [12]. But conventional IP offers little predictability of ser-
vice which is unacceptable for many applications, such as Internet telephony and
other real-time applications. Current Interior Gateway Protocols (IGPs) always
use the shortest-paths to forward traffic. This approach conserves network re-
sources but may cause two performance problems. First, the shortest paths from
different source-destination pairs may overlap at some links, causing congestion
on those links. This problem is illustrated in Figure 2.4. The second problem
occurs when the traffic from a source to a destination exceeds the capacity of
the shortest path, while a longer path remains underutilized. So, there is a need
to provide dependability and service differentiation in the networks. In order
to enable such capabilities, the basic traffic forwarding paradigm of IP must be
enhanced to support Traffic Engineering. Traffic engineering can be defined as
the process of controlling how traffic flows through the network in order to op-

timize resource utilization and network performance. The required capabilities
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include the provisioning of a guaranteed QoS, improving the utilization of net-
work resources by spreading traffic evenly in the network (load balancing), and

providing features for quick recovery when a node or link fails.
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Figure 2.4: Addressing congestion problems with MPLS: a) congestion caused
by intersecting shortest paths; b) traffic redistribution using LSP tunnels.

Recent developments in MPLS provide possibilities to overcome the limita-
tions of IP in the area of traffic engineering. MPLS combines scalability and
flexibility of routing with performance, QoS and traffic management of layer-2
switching, hence many capabilities which were only existed at layer-2, become
available at the IP layer. The most important capability of MPLS from a traffic
engineering point of view is the ability of specifying explicit LSPs at the origina-
tion node. This path may be independent of the destination based IP shortest
path routing model. Although explicit paths can also be specified by IP us-

ing source routing, explicit LSP creation is easier and more efficient in MPLS.
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Moreover, the deployment of MPLS in IP over SONET, or IP over DWDM con-
figurations promises less operational cost, queuing delays and number of network
elements while increasing the reliability. MPLS aggregates the traditional layer-2
and layer-3 functionality in one network element, the LSR. Since MPLS maps the
traffic trunks, i.e., the aggregation of traffic belonging to the same class, on ex-
plicit LSPs, it presents capabilities for optimizing the performance and capacity
usage of the network. For example, LSP tunnels can be explicitly routed to avoid
congestion problem. Traffic between two nodes can be divided among multiple
LSP tunnels according to some local policy to prevent congestion and to spread
the traffic over the network. Moreover, LSP tunnels permit the introduction of
flexible and cost-effective survivability options. Statistics, which is an important
part of traffic engineering, can be collected from LSP tunnels and be used to
construct a traffic matrix. The advantages of MPLS from a traffic engineering

point of view are discussed in [13].

MPLS traffic engineering model has four basic functional components: path
management, traffic management, network state information dissemination and

network management.

Path Management component deals with all aspects of explicit route selection
and maintenance of LSP tunnels. Path management includes three primary func-
tions: path selection, path placement and path maintenance. The path selection
function determines the explicit route for an LSP tunnel at the origination node
of the tunnel. Explicit routes can be defined administratively or computed auto-
matically by a constraint-based routing algorithm. The path placement function
instantiates the LSP tunnels using a signaling protocol, which also serves as a
label distribution protocol. And the path maintenance component sustains and

terminates already established LSPs.

Traffic Assignment component deals with the allocation of traffic to the es-

tablished LSP tunnels. It consists of two primary functions. The partitioning
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function partitions the ingress traffic according to some principle of division, and
the apportionment function allots the partitioned traffic to established LSP tun-
nels according to some principle of allocation. Thus there is a great flexibility in
traffic engineering in MPLS. LSP tunnels may be viewed as shortcuts through
the IGP domain. Additional attributes may be introduced and filtration rules
may be applied, e.g., for differentiated services. Load distribution across multiple
LSP tunnels between two nodes is an important issue in traffic assignment, and it
can be easily implemented by assigning weights to each tunnel and apportioning

the traffic in proportion with weights.

Network State Information Dissemination deals with the distribution of topol-
ogy state information throughout the MPLS domain. To achieve this, conven-
tional IGPs are extended to propagate additional network state information in
link state advertisements (LSAs). The additional information may include, max-
imum link bandwidth, maximum allocation multiplier, default traffic engineering
metric, reserved bandwidth per priority class and resource class attributes. This
information is used by constraint-based routing to select feasible routes for LSP

tunnels.

Network Management deals with functions related to the observation and
control of the network. These functions include the configuration management,
performance and accounting management and fault management. Point-to-point
traffic flows, path loss and path delay characteristics can be estimated. In turn,

these statistics can be used for analysis and capacity planning purposes.

Because optimizing the performance of large-scale networks is an intractable
problem, off-line traffic engineering support tools may be required to augment
the online capabilities of MPLS. Such offline tools may be interfaced with the
MPLS network management system to provide external feedback control [1]. The
principles and advantages of traffic engineering in MPLS networks are studied

in [13,14]. The signaling protocols for traffic engineering are considered in [12].
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In [1] the architectural aspects of the traffic engineering approach in MPLS is
considered. In [15] a new algorithm for dynamic routing of restorable bandwidth

guaranteed paths is presented.

2.4 Generalized Multiprotocol Label Switching
(GMPLS)

Today’s data network architecture typically consists of four layers: IP for car-
rying applications and services, ATM for traffic engineering, SONET/SDH for
transport and WDM for capacity increase. Since any one layer can limit the
scalability of the entire network as well as add to the cost of the network, such
a complex multi-layered approach does not scale well for very large volumes of

traffic and is fairly cost-inefficient.

Effective transport of data can be achieved as a result of optimizing the data
multiplexing and data switching for a wide range of traffic volumes. WDM is
a cost-effective multiplexing technique, since it increases the carrying capacity
of a single fiber while leveraging the existing fiber infrastructure. On the other
hand, Optical Cross Connects (OXCs) are likely to be the preferred option for
switching, since they can handle multigigabit data streams by avoiding electronic
per packet switching. Detailed information on optical networking can be found

in [16,17].

It is widely expected that IP-based traffic will continue to be the predominant
traffic carried in the network. And as the capabilities of both routers and OXCs
grow rapidly, it is becoming possible to bypass ATM and even SONET layers.
This approach results in a simpler and more cost-effective network architecture
which is capable of carrying a wide range of data-streams and very large volumes

of traffic. The expected technology layer evolution of core IP networks from IP
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over ATM over SONET over fiber to IP with MPLS over SONET over WDM, and
finally to IP with MPLS over an adaptation layer interfacing with an transport
network (OTN) is illustrated in Figure 2.5.

IP
ATM IPand MPLS IPand MPLS
SONET SONET Adaptation Layer
Fiber DWDM OTN
Time =

Figure 2.5: Technology Layer Evolution.

The idea of extending MPLS as a control plane that can be used not only with
routers, but also with legacy equipment (e.g., SONET, ADMs) and newer devices
such as OXCs is called the Generalized Multiprotocol Label Switching(GMPLS)
or Multiprotocol Lambda Switching (MPAS). GMPLS stems from the fact that
this approach generalizes the concept of label in traditional MPLS, and MPAS
is also used since wavelengths are used instead of labels as in traditional MPLS.
The idea of a common control plane is essential in the evolution of open and
interoperable optical networks, and has many advantages. First, a common
control plane simplifies operations and management, thus reduces the cost of
operation. Next, it provides a wide range of deployment scenarios ranging from
overlay model to peer model. Besides, building the common control plane from
a proven signaling and routing protocol minimizes the risk and reduces the time

to market.

Naturally, to adopt to the non-ideal behavior of photonic switches, some
modifications and additions to the MPLS routing and signaling protocols have
to be made and these are being standardized by IETF under the concept of
GMPLS. The basic principles for GMPLS are considered in [18,19]. And [20]
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examines the issues and challenges involved in developing a standardized optical

network control plane.

The major additions and modifications needed can be listed as follows:

e A new link management protocol (LMP), which resolves the issues related

to link management in optical networks using photonic switches,

e Enhancements to Open Shortest Path First (OSPF)/Intermediate System
to Intermediate System (IS-IS) routing protocols to disseminate the state
of optical resources in the network, e.g., bandwidth of wavelengths, link

protection type and fiber identifiers,

e Scalability enhancements including hierarchical LSP formation, link

bundling and unnumbered links.

An overview of signaling, routing and management enhancements for GMPLS
are given in [19,21-23]. [24,25] deal with the architectural aspects for IP over

Optical Networks approach.

The working principles of GMPLS are very similar to the MPLS protocol.
The optical channels in the optical network are used in a similar fashion with the
usage of labels in the MPLS. Hence OXCs in GMPLS resemble LSRs in the MPLS
domain. The information about the network topology and resource availability
is disseminated through the signaling network between the neighboring OXCs.
Then a constraint-based routing algorithm computes the routes for the flows
using this information. Once the path is determined, the LSP is established by
using similar protocols used in MPLS, i.e., RSVP and/or CR-LDP.

Traffic Engineering in GMPLS is studied in [26], and restoration in GMPLS

is considered in [14].
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2.5 Optical Network Constraints

Although GMPLS has many advantages, there are several issues that must be
considered while applying MPLS to the optical layer. These are considered in [27]
from a restoration performance point of view, and the physical layer limitations

are presented in [28].

First, the major differences between routing in optical and IP datagram net-
works must be taken into account. In conventional IP networks, packets are for-
warded on a hop-by-hop basis while in optical networks, an end-to-end connection
or lightpath is established based on network topology and available resources. In
optical networks, routing protocols are used to update network topology and
resource status information, but are not involved in data forwarding. Besides
more detailed information must be included in LSA updates. Another difference
is the separation of the control plane from the data plane. In IP networks control
channels are embedded in the same data-bearing channels, i.e., in-band control
signaling. On the other hand, optical networks have greater separation between
the data and control domains. Control information is carried in an out-of-band
fashion, e.g., via either a time division multiplexing (TDM) circuit or an optical

supervisor channel (OSC).

There are also physical layer constraints imposed by various analog trans-
mission concerns that affect the routing in optical networks. These impairments
can be classified in two categories: linear and nonlinear. Linear effects are in-
dependent of the signal power and affect wavelengths individually. Amplifier
Spontaneous Emission (ASE), Polarization Mode Dispersion (PMD) and chro-
matic dispersion are examples for the linear impairments. Nonlinear effects are
more complicated since they not only generate dispersion on each channel but
also crosstalk between channels. PMD constraint requires that the time-average

differential time between two orthogonal state of polarizations be less than a
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fraction of the bit duration, hence it limits the total length of the transparent
segments in the optical network. ASE is a linear effect which degrades the signal
to noise ratio. Since a minimum amount of SNR level must be satisfied at the
receiver, ASE limits the size of the domain of transparency in the optical network
by dictating a maximum number and length for spans. Nonlinear impairments
are hard to be modeled and thus they are not likely to be used in routing algo-
rithms. Several assumptions can be made to ease the modeling. For instance,
nonlinear effects can be assumed to be bounded and a margin for these affects

can be added to the required SNR value.

All of these effects must be considered while choosing a physical path for a
flow. Hence a number of physical layer parameters should be included in the
routing protocol advertisements and, they should be taken into account by the

routing algorithms in the process of route computation.

Wavelength continuity is another constraint specific to optical networks. If
wavelength conversion is not available at each node, wavelength continuity has
to be preserved along the path or path-segment. This complicates the Routing
and Wavelength Assignment (RWA) computation and increases the size of the
state information since wavelength resource information must also be considered

in the routing process.

In optical networks, since a higher degree of multiplexing is done and much
more traffic is carried over a single link, failures can affect much more users.
Thus, survivability is a crucial issue in optical networking. Diversity routing is a
common technique and an important requirement used to provide fast protection
or restoration capability. Diversity refers to the situation where two lightpaths
have no single point of failure. For diversity routing, fiber, conduit and right-of-
way diversity requirements can be considered. For this aim, a new link attribute
called Shared Risk Link Group (SRLG) is introduced to support diversity routing.

SRLG information is used to denote all links subject to similar type of failure
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at a lower layer. For example, it is evident that a fiber cut affects all the fibers
in the same conduit, thus there is no point in using a recovery path on a fiber
which is in the same conduit with the fiber that is carrying the working traffic.
In other words, single points of failure should be included in the same SRLG so
that by selecting SRLG disjoint working and restoration paths, the possibility
of one failure affecting both paths is eliminated. Typical single points of failure

include:

e Conduit or right of way where fiber cables pass through,
e Places where fiber cables cross,

e Locations where fibers are interchanged between fiber cables.

The fiber cable is defined as the uniform group of fibers contained in a sheath,
and conduit is the buried honeycomb structure through which fiber cables may
be pulled or buried in a right of way (ROW). Figure 2.6 shows an example for the
first case, where separate fiber cables are routed through the same ROW, which
may be a tunnel or a bridge. Although these two links seem to be independent of
each other in the fiber cable topology, since XY segment is shared by both fibers
in the physical topology, they should be considered in the same SRLG. Thus, in
the computation of diverse lightpaths, SRLG information should be taken into
account to ensure that two lightpaths are completely disjoint with respect to

their SRLG values.

In IP networks, LSPs may be established such that no bandwidth is consumed
as long as no packets are switched into links along the path. The switching of
packets onto these predefined paths at their endpoints is simple and rapid. On the
other hand, an Optical Transport System (OTS) multiplexes a number of optical
signals onto a common fiber which introduces the concept of a channel. An

optical connection is provisioned by cross-connecting channels within individual
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Figure 2.6: Fiber Cable vs. ROW Topologies: a)Fiber Cable Topology, b)Right-
of-Way/Conduit Topology.

OTSs along its path. Hence, this fact implies that zero-bandwidth paths can not

be established for later use.

Although an OXC resembles an LSR in many ways from a control point of
view, there are some important distinctions stemming from the structure of the
optical domain. One difference is that, since wavelengths are used instead of
labels, there are no analogs of label merging in the optical domain. This fact
means that an OXC can not merge several wavelengths into one wavelength.
Because of the same reason, an OXC can not perform the equivalent of label

push and pop operations in the optical domain.

There are many recent papers which emphasize the advantages of MPLS for
traffic engineering and restoration in networks. But most of these work con-
centrate on the functional or signaling features and the optimization of network
resources problem considering restoration is not dealt with in a practical fashion.
An algorithm for routing bandwidth guaranteed tunnels with restoration while
sharing the restoration capacity as much as possible is presented in [31], but this
work does not give the optimal solution since it employs an online approach.
However, an offline method for the initial design of working and restoration

paths for aggregate demands based on traffic projections is an important step
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for obtaining solutions close to optimum. Moreover, efficient capacity usage does
not necessarily imply minimum capacity usage: A balanced distribution of the
residual capacity is also an important parameter. Traffic engineering for resilient
connections in an MPLS network is studied in Chapter 3. The resulting of-
fline routing algorithms are formulated and their relative efficiencies in coping
with traffic uncertainties are compared via numerical results obtained through

simulations.

Extending MPLS to optical networks in order to have simpler and manageable
networks, is another popular topic on which many studies have been done. The
physical layer constraints are stated in several studies, but the effects of these
impairments on routing algorithms are not dealt with. For instance, a solution for
the regenerator placement problem has not been proposed. Besides, the problem
of routing working and restoration paths under the constraint of regeneration
also has not been worked on. The regenerator placement problem is studied in
Chapter 4, and the traffic engineering approach we developed for MPLS networks
is extended to GMPLS case taking into account the constraints imposed by the

physical layer.
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Chapter 3

TRAFFIC ENGINEERING
WITH RESTORATION IN
MPLS NETWORKS

One of the main purposes of traffic engineering is to use the available network
capacity in an efficient manner in order to carry as many demands as possible.
This requires appropriate routing of all working paths and their corresponding
restoration paths. In this section four different methods for calculating working
and restoration path pairs are presented. These methods are formulated as Inte-
ger Linear Programming (ILP) models. The numerical results obtained by using
the optimization software CPLEX and comparison of methods based on these

results are given.

These traffic engineering methods are not intended to be used as an online
calculation or for micro flows. Instead, these methods are used for routing ag-
gregate demands in the core of the network which uses MPLS as a means of fast

forwarding. These computations are done in an offline fashion using projected
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demand and traffic information. The uncertainty of the traffic projections is

addressed in Section 3.6.

In this work, only single link failures are considered, and the generalization
to multiple link and/or node failures is shown to be simple extensions of the
model. The protection is based on 1:1 protection switching, discussed in Section
2.2. For each working path the corresponding restoration path is pre-established.
The resources needed for recovery on this path are pre-reserved. The capacity
needed for restoration on each link is calculated taking into account the possible
capacity sharing between the restoration paths of different link disjoint working
paths, since only single link failures are considered. An end-to-end restoration
(global repair) is used in which the restoration path is completely link disjoint
from the working path. The effects of physical layer constraints on routing are

not considered in this chapter.

Network Topology
Traffic Demands

l

Path Set Creation

Candidate path set for
¥ each demand

Traffic Engineering
Methods

Designed working and
Y restoration paths

Traffic Uncertainty Model

l

Average number of additional
demands carried by each TE method

Figure 3.1: Flow Chart for Traffic Engineering with Restoration in MPLS Net-
works
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The methodology followed in this section is given in Figure 3.1. Given the
network topology and traffic demands, for each demand a maximal set of link
disjoint paths is determined. Using these sets, traffic engineering methods select
a working and restoration path pair for each demand. The efficiency of each
method is determined using the traffic uncertainty model, which gives the number

of additional demands carried by each design method.

3.1 Path Set Creation

In a typical network, which has at least tens of nodes and tens of links, there
are a large number of different paths between any source and destination pair.
The number of possible paths increases exponentially with the number of nodes
and links. Hence, consideration of all possible paths limits the scalability of any
optimization approach which aims to determine the best working and restoration

path pair for each demand.

To overcome this difficulty, for each source and destination pair a maximal
set of candidate paths is determined in this work. This set consists of maximum
possible number of link disjoint paths. The paths are selected so that the sum of
the lengths of these paths is minimum. This problem is formulated as a max-flow

min-cost optimization problem as described below.

Suppose the network topology is represented by a graph G = (V, E) where V/
is the set of nodes and E is the set of links. The ILP formulation for the path

creation problem is given below for node pair (s, d).
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Objective:

Mazximize D—« Z (@ij + )

(iJ)EE
Subject to:
D, i1=s
Z.Tij—Z.Tji: —D’ 1=d VieV
J J
0, 1# s,d

Tijy Lji € {07 1}: V(l,]) €FE

DeZzt

where z;; is the decision variable defined as

1, if link (4, j) is included in the path set
e 0, otherwise.

In the above ILP formulation, the binary variable z;; denotes the directed
flow from node 7 to node j. Hence, a link can be used at most once in the path
set for source destination pair (s,d). The main objective of the above formula-
tion is to maximize the number of link disjoint paths between s and d, which
is denoted as D. The second term in the objective function ensures that the
optimization not only maximizes D, but also minimizes the total number of hops
in the path set. This term is needed since otherwise the optimal solution may
include unnecessarily long paths as long as the number of disjoint paths is maxi-
mized. The scalar « is a small positive number to ensure that the maximization
of D takes higher priority. The link disjoint paths are constructed using the
binary decision variables z;; by forming paths along the links with z;; = 1. In
this manner for each demand a set of possible paths is determined. The set of

all paths is denoted by P = {P};} where P, is the i* path for demand k.

In this formulation, simple link disjoint paths constraint is imposed in cal-

culating the candidate paths, since only single link failures are considered. This
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approach can easily be generalized to deal with node or multiple link failures, by
appropriately defining Shared Risk Link Groups (SRLGs) which was discussed
in Section 2.5. For this purpose, the above ILP formulation can be modified by
adding an additional constraint that will limit the total flow on links belonging
to the same SRLG to 1. This constraint can be written as
Z (zij +xji) <1, Vm
(4,7)€ESm

where S, is the set of links belonging to SRLG m.

After the determination of path sets, methods for choosing the best path

pairs for each demand are presented in the following four sections.

3.2 Separate Design of Working and Restora-

tion Paths

For the design of working and restoration paths, the simplest and straightforward
approach is to first determine the working paths in such a way that these paths
use the minimum amount of network capacity. Then, in the residual network,
i.e., the network where each link capacity is decreased by the amount that is
used by working paths on that particular link, restoration paths are determined.
Once again the aim is to minimize the network capacity utilization. In other
words, in this approach, the problems of working and restoration paths designs
are treated separately. The goal in designing the working and restoration paths
is to minimize the total used capacity in the network while all of the demands

are satisfied.

First, working paths are chosen to minimize the total capacity used, or equiv-

alently to maximize the total residual capacity. The total capacity used is defined
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as the sum of all capacities used on all links in the network, where total resid-
ual capacity is the sum of spare capacities on each link in the network. ILP

formulation for this problem is given below.

Objective:
Mazimize Z 2
1
Subject to:

Ex,m-: 1, Vk

szkirkélln +4<C, Vi
ko

Tk € {0, 1}, 2] Z O

where xy; is the decision variable denoting the selected working path for demand

k defined as

1, if Py; is chosen as working path for demand &

Tgi =
0, otherwise.

The other decision variable z; denotes the amount of residual capacity on link
[. The input parameter 7 is the bandwidth requested by demand &, C} is the

capacity of link /, and 4}, is the path-link incidence function defined as

1, if Py; passes through link [

0, otherwise.

The objective in the above ILP formulation is to maximize the total residual
capacity in the network. The first constraint implies that all demands are satis-
fied. The second constraint is the link capacity constraint which ensures that the
total capacity used on link [ does not exceed C;. The solution of this problem
gives the selected path for each demand and the residual capacity on each link

after all the demands are routed.
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Similarly, restoration paths are chosen such that the total unused capacity
in the network is maximized. The set of all possible restoration paths for each
demand is obtained by excluding the selected working path from the set of paths
found in Section 3.1. In other words, path set P* is obtained from the path set
P by deleting the paths chosen as working paths in the first part of this design.
The difference in the design of the restoration paths is that the capacity reserved
for restoration on a link can be shared by working paths that are link disjoint.
This is possible since only single link failures are considered which implies that
two link disjoint working paths cannot fail simultaneously and hence at most one
of them will use the reserved restoration capacity. The ILP formulation is given

by
Objective:
Mazxzimize Z Z
!
Subject to:

Zym’ =1, Vk

7
SN yirkeya + 2 < Cp, VLV
k 7

yki €{0,1}, 2 >0

where the decision variable y;; denotes the restoration path chosen for demand

k defined as

1, if P} is chosen as restoration path for demand &
Yki =
0, otherwise.

Auxiliary variable z; denotes the residual capacity on link /, and g, is an

indicator function defined as

1, if k™ demand uses link [ on its active path and ** backup path

3

. i
Ekil! = uses link !

0, otherwise.
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In this formulation the capacity of link I/, C}, is obtained after reducing C;
by the total capacity used by working paths on link /. The objective is again to
maximize the total residual capacity which is the sum of residual capacities on
all links. The first constraint ensures that a restoration path for each demand
is selected. The second constraint is the link capacity constraint which inher-
ently takes into account possible sharing of capacity between different restoration
paths. This constraint states that in case of failure of link / bandwidth used on

all other links do not exceed their available capacities.

The separate design of working and restoration paths aims minimum capacity
usage for working and restoration paths. One possible drawback of this approach
is that the network capacity may be used in an unbalanced manner, that is some
links may be congested while other links are underutilized. As a result, the
residual network with an unbalanced load distribution may face problems with
routing additional demands and/or increased amount of traffic which may result
from uncertainties or demand growth. Furthermore, heterogeneous residual ca-
pacity distribution left after the design of working paths may lead to inefficient

restoration capacity usage, since capacity sharing probability decreases.

3.3 Separate Design of Working and Restora-

tion Paths With Load Balancing

One solution for balancing uneven distribution of the network residual capacity
is considered in this section. The idea is to distribute the load for working paths
in a fashion that will guarantee at least some amount of residual capacity on
each link and then to design the restoration paths again in a similar manner on
the residual network. More formally, the minimum residual capacity (minimum

taken over all links) is maximized separately for both working and restoration
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path design problems. Thus a two step optimization is employed for working and

restoration path design problems similar to the previous method.

In the first stage working paths are designed such that the minimum residual

capacity is maximized. The ILP formulation for the first step is as follows.

Objective:
Maximize 24+ z 2
!

Subject to:

me‘ =1, Vk
SN apndy+a <G, Vi

k
z <z, WVl

.TkiE{O,l}, ZZO, ZlZO

where xy; is the decision variable denoting the selected working path for demand

k defined as

1, if Py; is chosen as working path for demand &

Tgi =
0, otherwise.

Auxiliary variables z; and z denote the residual capacity on link /, and the min-
imum residual capacity, respectively, and d., is the path-link incidence indicator

function defined as

5 1, if Py; passes through link /
ki =
0, otherwise.

The objective is to maximize the minimum residual capacity while simulta-
neously maximizing the total residual capacity in the network. The parameter
« is chosen small such that the maximization of z has higher priority. The first
constraint ensures that for all demands exactly one working path is chosen. The
second constraint states that the capacity used on each link does not exceed the

capacity of that link. And the last constraint is used to set z to the minimum
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of the residual link capacities. The solution for this problem gives the selected

working paths for each demand.

Restoration paths are selected in a similar way. The path set P is updated
so that the working paths chosen above for each demand are discarded and a
reduced path set, P*, is obtained. And the capacity of each link is reduced by
the total capacity used by all working paths on that link, so the set of modified
link capacities, {C}}, is obtained. The ILP formulation for the restoration path

design problem is given as

Objective:
Mazxzimize z4+a Z 2
1

Subject to:

Youw=1 Vk

I3

SN ywirkepy + 2 <Cp, VLV
k i

z2 <z, VI

yei € {0,1}, 2>0, 2 >0

where the decision variable 7;; denotes the selected restoration path for demand

k defined as

1, if P} is chosen as restoration path for demand &
Yki =
0, otherwise.

Auxiliary variables z; and z denote the residual capacity on link /, and the min-
imum residual capacity, respectively, and the indicator function €,/ is defined

as

1, if the working path for k™ demand uses link [ and P}; uses link !
Elkit! =
Z 0, otherwise.

The objective is to maximize the minimum residual capacity while simulta-

neously maximizing the total residual capacity in network. The first constraint
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states that for each demand only one path is chosen as the restoration path.
The second constraint is the capacity constraint which ensures that in case of
failure of link I, the restoration capacity used on each link I does not exceed the
capacity C’l"i. This approach is used in order to take into account the possible
capacity sharing between restoration paths. And the last constraint sets z to
the minimum of the residual capacities. As a result, restoration paths for all
demands are selected in a way that aims to balance residual capacities on all

links.

3.4 Joint Design of Working and Restoration
Paths With Load Balancing

Both design methods described in Sections 3.2 and 3.3 solve the working and
restoration paths design problems separately. But it is clear that the two prob-
lems interact with each other. Thus, separate solution of these problems may
lead to inefficiencies in the overall design. As a simple example, the design
of restoration paths can be more efficient if the working paths are designed so
that maximum sharing between the restoration paths is obtained. Previously
discussed design methods try to minimize the used capacity for working and
restoration paths independently. This does not guarantee that the total used ca-
pacity is minimized. The reason is that by designing working paths in a suitable
manner, possibly using more capacity, the capacity needed for restoration paths
can be reduced. Thus the total used capacity for working and restoration paths
can be less than the separate design models. In this section a design method
which jointly optimizes the working and restoration path design problems with

load balancing, is introduced. The ILP formulation for this method is given as
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Objective:
Mazximize z+« Z 2
1

Subject to:

szkijzla Vk
i g

Vkij = 0, if 1= j, VZ,VJ,\V%

SN vl 4 3030 vhigradly bk + 2 < Cp, VLWL
k g i k 1 J
z<z, Vi (3.1)

vkij € {0,1}, 2>0, >0

where vy;; is the decision variable denoting the working and restoration paths

chosen for demand k defined as

1, if Py; and Py; are chosen as working and restoration paths,
Vkij = respectively, for demand &

0, otherwise.

Auxiliary variables z; and z denote the residual capacity on link /, and the min-
imum residual capacity, respectively, and d.; is the indicator function defined

as
1, if P; uses link [

0, otherwise.

The objective is to maximize the minimum residual capacity while simulta-
neously maximizing the total residual capacity in the network in order to evenly
distribute the residual capacity as discussed in Section 3.3. In the objective func-
tion, the parameter « is chosen small so that the maximization of z takes higher
priority. The first constraint ensures that one working and one restoration path
is chosen for each demand. The second constraint states that the same path
cannot be chosen as both working and restoration path for any demand. The

third constraint is the capacity constraint on link ' stating that in the case of
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failure of link /, the capacity used for working (first term) and restoration paths
(second term) on link [' cannot exceed its capacity Cy. The last constraint is

used to set z to the minimum of the residual link capacities.

3.5 Joint Design of Working and Restoration
Paths With Weighted Load Balancing

In a typical network, the traffic injected to the network from some nodes may
be much more than the others. Besides, demands between particular source and
destination pairs may be higher than the other node pairs. As a result, some
links in the network may face more traffic depending on the network topology

and traffic distribution.

In the case where all link weights are equal, as in the previous method, the goal
of the optimization is to distribute the residual capacity as uniform as possible
over the network, neglecting the relative importance of each link. This approach
may cause some links to become bottlenecks since the capacity usage on links
vary depending on the factors stated above. It may be a better design approach
to have more residual capacities on links that are candidates of being overloaded,
e.g. links with high estimated utilization levels. This is accomplished by assigning
each link a weight which is inversely proportional with the estimated utilization
level on that link. The links with high probability of usage are given less weight,
so that maximizing the minimum of the weighted residual capacities ensures
that these links will have more residual capacities. Hence, the residual capacity
on each link will be proportional with the importance of that link, which may
increase the traffic that can be carried over the network. The link weight can
also be used to increase the reliability of the network by assigning higher weights

to links with better reliability.
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This design approach is similar to the joint optimization formulation given
in Section 3.4. The difference is that, in order to take into account the relative

importance of each link, the constraint stated in (3.1) is replaced by
z < wzy

where w; denotes the relative weight of link /. Thus, this method is a generaliza-
tion of the method in Section 3.4, since giving all links unity weights results in

that method.

In this work, link weights are determined based on the expected utilization
levels on each link. For each source and destination pair a demand with 1 unit
capacity requirement is created and the corresponding path set is determined.
The capacity used on each link by these demand sets are taken as the expected
utilization level, since it is assumed that the demands between any node pair is
equi-probable. Then each link is given a weight which is inversely proportional

with the expected utilization level.

3.6 Traffic Uncertainty Modeling

The demands on a network are not deterministic quantities. They are typically
obtained from some traffic measurements and forecasts, and link capacities are
designed based on traffic projections. These capacities are expanded typically
every few years in order to cope up with increasing traffic demand and to relieve
bottlenecks in some part of the network occurring as a result of deviations from
traffic projections. Hence, there is always an uncertainty in the demand struc-
ture. An important performance measure of any working and restoration paths
design methodology is its robustness against traffic uncertainty. The designed
network should be able to delay the trivial and expensive solution of capacity

expansion as much as possible by efficiently using the available capacity.
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To compare the relative efficiencies of four methods developed in this work,
traffic uncertainty is modeled as additional demands on top of the given de-
mands. We then compare the design approaches by calculating the number of
additional demands that can be carried for each design. In all methods designed
working paths are not allowed to be reconfigured in order to minimize the ef-
fect of reconfiguration on carried traffic. But the existing restoration paths can
be re-optimized in order to maximize the number of carried new connection re-
quests. The performance measure is taken as the number of additional demands

the network can carry under each design.

The ILP formulation for traffic uncertainty modeling is given below. The
subscript k£ is used for already routed demands and k. is used to denote the
additional demands. The path set P is updated so that the working paths for
existing demands are discarded, and the reduced path set P* is obtained. P°¢ is
the path set for additional demands. The capacity of each link is reduced by the
total capacity used by all working paths on that link, so the set of modified link

capacities, {C;'}, is obtained.

Objective:

Mazximize E E E Vkeij
ke i g

Subject to:

Zyki =1, Vk

Vkeij = 0, if 1= j, VZ,V], Vke
szkezj <1, Vk
T g
> ,Uke'ijrkeé}c’ei ) Ukeijrke(s}c’ej(s}cei +
ke i ke i

SN eniynre < Cp, VLV
k 7

vk.ij € {0,1}, yki € {0,1}
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where vy, ;; is the decision variable denoting the working and restoration paths

chosen for demand k. defined as

1, if P¢; and Pg ; are chosen as working and restoration paths,
Vkeij = respectively, for demand £k,

0, otherwise

and yi; is the decision variable denoting the restoration path chosen for demand

k defined as

1, if P} is chosen as restoration path for demand &
Yki =
0, otherwise.

The indicator function 4, is the path-link incidence function defined by

. 1, if P¢; uses link {
Op.i = ‘

0, otherwise

and g, is the indicator function defined as

1, if the existing working path for £ demand uses link [ and P};
Elil = uses link /'

0, otherwise.

The objective is to maximize the number of additional demands that are
carried. The first constraint ensures that a restoration path is selected for each
existing demand. The second constraint states that the restoration paths cannot
be the same with the working paths for additional demands. The third constraint
ensures that at most one working and restoration path pair is chosen for each
additional demand k.. The last constraint is the capacity constraint for link I
stating that in case of failure of any link [ the capacity constraint on link [’ is
not violated. The first term on the left-hand side is the necessary capacity for
working paths on link ! corresponding to additional demands, and the second
and the third terms are the restoration capacities required for additional and

existing demands respectively, in case of failure of link /.
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3.7 Numerical Results

To compare the relative efficiency of each design method based on traffic un-
certainty modeling, simulations using the CPLEX optimization toolbox are per-
formed. The capacity usage characteristics and robustness to the traffic and
demand variability are determined for each method. The number of constraints
and variables for the seperate and joint design problems are given in Table 3.1, for
a typical simulation. For separate design methods there are two parts. Number
of variables are 241 and 211 for active path and backup path design problems,
respectively. Number of constraints are 130 and 2630 for these two parts. Joint
design methods formulate the active and backup path design problems as a single

problem, and there are 271 variables and 2630 constraints in these formulations.

Design Method paths # variables | # constraints
Separate Design active paths 241 130
(methodl, method2) || backup paths 211 2630
Joint Design
(method3, method4) || both paths 271 2630

Table 3.1: Number of variables and constraints for the seperate and joint design
approaches

For simulation purposes, the mesh network shown in Figure 3.2 is used. The
network has a planar topology with 32 nodes and 50 links. Links are thought to be
bidirectional. Demand from any source to any destination node is assumed to be
equi-probable. The capacity of each link is determined based on this assumption.
Paths for all source and destination pairs are found, and the number of usage
of each link is determined. Proportional to this number each link is assigned a
capacity. In addition to this capacity assignment a fixed amount of capacity is

added to each link for robustness.

Afterwards, a demand set is created to be imposed on the mentioned net-

work topology. This demand set consists of 80 demands with randomly chosen
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Figure 3.2: Network topology used in simulation.

source and destination pairs, to be consistent with the assumption made in ca-
pacity planning. Each demand has a capacity requirement selected randomly
from the set {1,2,3} unit capacities. Based on this demand set, the working
and restoration paths are designed using four aforementioned design methods,
namely Separate Design of Working and Restoration Paths (method 1), Separate
Design of Working and Restoration Paths with Load Balancing (method 2), Joint
Design of Working and Restoration Paths with Load Balancing (method 3), and
Joint Design of Working and Restoration Paths with Weighted Load Balancing
(method 4).

Typical capacity usage characteristics for these methods are demonstrated in
Figure 3.3, for a particular demand set. Bottom and the middle rectangles denote
the network capacity used for working and restoration paths, respectively. Top
rectangles show the resulting residual network capacity. The first method, as ex-
pected, uses the minimum capacity for working paths. With the load balancing
approach of the second method the capacity usage for working paths increases,

but the capacity needed for restoration paths decreases much more. Hence, more
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Method

Figure 3.3: Comparison of capacity usage for design methods.

residual capacity is left with the second method, which demonstrates the advan-
tage obtained with load balancing from a capacity usage perspective. Similarly,
the third and the last method use still more capacity for working paths, which
again decreases the restoration capacity requirement and hence increases the to-
tal network residual capacity. These enhancements caused by joint design show
the strong relationship between working and restoration path designs. There-
fore, one can conclude that, from a total capacity usage point of view, there is

significant enhancements going from method 1 to method 4.

Efficient capacity usage does not necessarily imply minimum capacity usage.
The distribution of the residual capacity over the network is also an important
issue, since uneven distribution may lead some links to become bottlenecks. Such
a situation will naturally degrade the robustness to the traffic uncertainties. In
order the compare the design approaches from this point of view, histograms of
capacity usage on links are plotted in Figure 3.4 for a typical case. The first
row of figures show the amount of residual capacity left versus the number of
links which have this amount of capacity after each design approach. For the

first method, the residual capacity distribution is unbalanced since several links
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have no residual capacity, while some others have much capacity left. Second
method results in a better capacity distribution by eliminating the zero residual
capacity links. Third method performs the best in terms of residual capacity
distribution, since the minimum residual link capacity is much more than the
ones attained by the first two methods. The result of the last method seems to
be close to the third method. Another approach to evaluate the ability of evenly
distributing the residual capacity may be to look at the residual capacity ratio
distribution. The idea behind this approach is the fact that, since the links with
higher capacities may subject to higher traffic demand, having residual capacities
that are proportional with the link capacities may increase the robustness to the
demand uncertainties. To evaluate the performance of each method from this
perspective, the second row of Figure 3.4 plots the residual capacity ratio (i.e.,
residual capacity of a link divided by its capacity) distributions obtained by each
method. Last two methods again have better residual capacity distributions,
since the variance of the residual capacity ratio decreases going from the first to

last method.
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Figure 3.4: Distribution of residual capacity for each method.

)



Next, these methods are compared in terms of their abilities to cope up with
carrying additional demands occurring as a result of traffic uncertainty. For each
set, of existing demands 20 demand sets are created where each set contains 20
or 25 additional demands. These demands have also randomly chosen source
and destination nodes, and capacity requirements of 1, 2 or 3 unit capacities.
This simulation is repeated with 10 different original demand sets. The average
number of additional demands carried by each method for each demand set is

tabulated in Table 3.2.

Demand Set | # demands | Method 1 | Method 2 | Method 3 | Method 4
1 25 19.45 20.15 21.55 21.80
2 25 19.80 20.70 21.75 22.20
3 20 18.75 19.10 19.55 19.55
4 20 18.10 18.50 19.00 18.75
5 20 18.05 18.00 18.60 18.65
6 20 17.25 17.95 17.95 18.10
7 20 16.50 18.10 18.00 18.40
8 20 18.85 19.60 19.65 19.65
9 20 17.20 17.35 19.05 19.35
10 20 17.55 18.60 18.60 18.75

Table 3.2: Number of additional demands carried by each method.

These results clearly show the relative performance of each design method.
The robustness against traffic uncertainty increases going from method 1 to
method 4. These results are in parallel with capacity usage results. But the
improvement in the additional demand carrying capability is much more pro-
nounced than the increase in the residual network capacity. This fact verifies
that the distribution of residual capacity over the network is at least as impor-
tant as the size of total residual capacity. A more clear understanding of relative
performance can be extracted by plotting the average percentage of additional

demands rejected by each method, which is shown in Figure 3.5.
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Figure 3.5: Percentage of rejection for each method.

In this figure it is apparent that the worst performance belongs to the first
method, and there is a 3% decrease with the second method. Another 3% de-
crease in rejection is obtained with the third method and the last method still
decreases the rejected additional demands by nearly 1%. To sum up, moving
from the first method to the last method there are significant improvements in

the network capacity usage and robustness to traffic uncertainty.

In this chapter, traffic engineering and performance comparison methods are
developed for MPLS networks. Since GMPLS, as described in Section 2.4, has a
similar architecture with MPLS, these methods are also valid on optical networks
using GMPLS as a forwarding technology. In the next chapter, traffic engineering
algorithms are extended to the case of GMPLS, with some modifications that

are needed to take into account the optical layer constraints.
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Chapter 4

REGENERATOR
PLACEMENT AND TRAFFIC
ENGINEERING WITH
RESTORATION IN GMPLS
NETWORKS

The methods and results obtained in Chapter 3 can be extended to the opti-
cal networks with some modifications. Traffic Engineering for optical networks
also aims efficient capacity usage to enhance the traffic carrying capacity of the
network. The methodology used in this section follows the one used in the last
section. Same routing methods are studied and corresponding ILP models are
used. Based on the numerical results which are obtained using CPLEX opti-

mization software package, method comparisons are discussed.
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As in the previous chapter, the methods are intended to be usable for ag-
gregate demands on a core network with offline calculation. The demand uncer-
tainty is modeled, and performances of design methods are compared based on

this model.

The restoration mechanisms are the same as described in Chapter 3. Namely,
single link failures and generalization to node or multiple link failures are con-
sidered. The protection scheme is 1:1 protection switching which uses pre-
established and pre-reserved restoration paths to establish global repair of the

failed path.

The nature of the optical physical layer imposes some modifications for the
methods used in MPLS networks. First, with current technology at hand, the
physical layer constraints limit the maximum transmission range for optical sig-
nals without regeneration. Beyond this length, the optical signals are degraded,
and the SNR becomes too low to be usable. Hence optical or electrical signal
regeneration is needed in some nodes in the network. In an optical network, the
determination of efficient points for placing regenerators is an important prob-
lem. It is economically advantageous to place regenerators at selected nodes
instead of using regeneration at all nodes. Once regenerators are located, path

sets should be determined subject to the optical transmission constraints.

SRLG, explained in Section 2.5, is an important concept in survivable optical
networking. In this section, path selection subject to optical layer constraints is
developed, and possible extension of using SRLG information is presented. The
placement of regenerators problem is addressed, and two different algorithms
are developed and compared with each other. Finally, four traffic engineering
approaches are studied for optical networks, and their relative efficiencies are

compared again using the traffic uncertainty modeling.
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4.1 Path Set Creation in the Optical Network

For a particular demand, finding the maximum number of link disjoint paths is a
more complex operation in an optical network with physical constraints compared
to the case without such constraints which was formulated in Section 3.1. The
main reason is the existence of signal regenerators in the network that affect
the path set creation process. The maximum range constraint which limits the
length of any path segment between the regeneration points must also be taken

into account in this process.

For this approach the exact number of link disjoint paths must be known
before the selection of paths. In order to determine the maximum number of
link disjoint paths between any source and destination pair subject to the optical
transmission limitations, the formulation in Section 3.1 is used to generate a
starting value. Then, this number is decremented at each step until the following

ILP has a feasible solution.

Objective:

Minimize Z Z Z Yijk + Z Z Z YijkTi
i j k o j k

Subject to:

1, 1=s

Zyijk - Zyjz’k =1 -1, i=d Vi,Vk  (4.1)
’ ’ 0, i#s,d
Z(yijk +uyik) <1, Vi, Vj (4.2)
wl}l; — Wy, + Yigk(dij + M) < M, Vi, Vj,Vk (4.3)
wi, = wy (1 =r), Vi, Vk (4.4)
wy, < Rimas, Vi, Vk (4.5)
wh =w, =0, Vk (4.6)
vijk € {0,1}
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where v, is the decision variable defined as

1, if k™ path uses link (4, 7)
Yijk =
0, otherwise

and the indicator function r; denotes whether the i** node is a regeneration point

or not, i.e.,

1, if regeneration exists at 7' node
Ty =
0, otherwise.

The length or alternatively the attenuation of link (3, j), is given by d;;, and D
is the number of link disjoint paths between the source and destination nodes. wy;;,
and w}, denote the path lengths for k™ flow into and out of node %, respectively.

R4z is the maximum allowable length (attenuation) of a path segment.

In this formulation, the objective is to minimize the total number of hops
in the path set. The secondary objective is to minimize the total number of
regenerators that any path passes through. This is established by using a small

number, « as a coefficient for the second summation in the objective function.

Constraint (4.1) is used to ensure path continuity for each path. Constraint
(4.2) states that any link can be used at most once in the path set. The second
term in the summation is needed since the links are bidirectional. Constraint
(4.3) is used to determine the length of the path segment from the last regenera-
tion or source node to any node on the path. M is a big number used to include
the effects of only selected links, while others are ignored. Constraint (4.4) sets
the length of the path segment to zero if regeneration occurs. Constraint (4.5)
limits the length of any path segment to be smaller than the maximum range,

and constraint (4.6) is used to initialize the w values at the source node.

If this problem turns out to be infeasible, the number of link disjoint paths, D

is decremented, and the same problem is solved with this new value. The solution
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of this problem gives the set of links each path uses, and with appropriate ordering

of the links desired path set is obtained.

The ILP formulation for the path set generation problem can be extended
such that other additive optical transmission impairments can be incorporated
into the formulation by adding extra constraints similar to (4.3)-(4.6). SRLG
information can be included in the path set creation formulation by adding a
constraint that will limit the total flow on links belonging to the same SRLG to

1. This constraint can be written as

Z Z (Yije + yjie) < 1, Vm

k (i,5)€Sm

where S, is the set of links belonging to SRLG m.

In this section, we have assumed that regenerator locations are known. In

the next section, regenerator placement problem is studied.

4.2 Regenerator Placement

Due to the optical physical layer impairments, the length of path segments are
limited. Hence regeneration of optical signals by either optical or electrical means
is inevitable. It is economically beneficial to have regeneration at some selected
nodes instead of regeneration at all nodes. In this section we study the problem
of determining where regenerators should be placed. The requirement is to have
at least two feasible link disjoint paths (one for working path and the other for
the restoration path) between each source and destination pair in the network

such that both paths satisfy optical transmission constraints.

In this problem there is a trade-off between the number of regenerators and
the average path length used by working and restoration paths. Having less

number of regenerators causes the paths to be longer since some traffic have to
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pass through regenerators which are not on their shortest path. On the other
hand, in order to be able to use shortest paths, a large number of regenerators
have to be placed in various nodes. In this work, the cost of regeneration is

assumed to be the dominant factor in determining the total network cost.

For the exact solution of this optimization problem the formulation given in
Section 4.1, can be extended to determine the r; coefficients such that for each
source and destination pair with number of paths D is set equal to 2, there is a

feasible solution. The ILP formulation corresponding to this problem is given by

Objective:

Minimize g T
i

Subject to:

1, 1=s
Sy -y =4 -1, i=d  ViVkV(s,d)
: ’ 0, 72#s,d
S sk F k) <1, ViV Y(s,d)

k
witt — it + yid (dy + M) < M, Vi,Vj,Vk, (s, d)

witt = wit~ (1 —r;), Vi, Vk,V(s,d)
Wi < Rypas, Vi, Yk, VY(s,d)
Wit = w¥ =0, Vk,V(s,d)

y:]dk € {07 1}3 T € {07 1}

sd

where y7; is the decision variable defined as

o 1, if k™ path between (s, d) nodes uses link (i, 5)
Yijk =
0, otherwise

and r; denotes the decision variable defined as

1, if regeneration exists at 5** node
r, =
0, otherwise.
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The length or alternatively the attenuation of link (i, §), is given by d;;. wi

and wf,;” denote the path lengths for k** flow between s and d nodes into and
out of node i, respectively. R, is the maximum allowable length (attenuation)

of a path segment. M is a big number used to neglect the effects of links which

are not selected.

In this formulation, the objective is to minimize the number of regenerators
needed to obtain at least two feasible paths between any source and destination
pair. The constraints are the same with the ones in the formulation given for
path set creation in Section 4.1, except the fact that here the constraints are

duplicated for each source and destination pair.

But this problem has a very large size, hence this approach is not applicable
except for very small networks. Therefore, heuristic approaches are needed for
the solution of regenerator placement problem. In this section we present two

heuristic algorithms and compare their performances.

4.2.1 Heuristic Algorithm 1

This method is similar to the maximum-descent algorithm. At each iteration, a
regenerator is placed at the node which eliminates maximum number of infeasi-
ble paths between all source and destination pairs. The method aims to place
minimum number of regenerators needed to guarantee at least two link disjoint
paths between each source and destination pair. The algorithm for this method

is described below where N corresponds to the number of nodes in the network.

1. Initialization: r; = 0 for 1 <4 < N, ngg = 0, done = 0, g;; = 0 for i # j

and 1 <1,7 < N.
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2. Solve the path set creation formulation given in Section 4.1 for each source
and destination pair with number of paths D = 2. Set g, = 1 for the

source and destination pairs for which a feasible solution exists.
3. If gij = 1 for all i # j, set done = 1.
4. While not done and n,.q, < N,

4.1 Set f;=0for 1 <7< N.
4.2 For all nodes 7 with ; = 0 do

4.2.1 Set r; = 1.

4.2.2 Solve the path set creation formulation for all source and desti-
nation pairs (s, d) for which gsq = 0.

4.2.3 Set f; = number of feasible solutions.

4.2.4 Set r; = 0.
4.3 Set r; = 1 for ¢ which maximizes f;; increment n,.4; set gsq = 1, for
which feasible solutions for source-destination pairs (s, d) are obtained
by setting r; = 1.
4.4 If g;; = 1 for all 4 # j, set done = 1.
5. If not done, there is no feasible solution for this problem.

Else the solution is the set of nodes for which r; = 1.

Since the paths are symmetric, i.e., the path from node s to node d is the

reverse of the path from node d to node s, half of the paths can be calculated to

decrease the amount of computation.

This algorithm requires the solution of the optimization formulation for each

source and destination pair for each candidate node of regeneration. Hence it

has a computational complexity of O(N3) for determining the location of each

regenerator. In the next section, a more efficient algorithm is developed to solve

the regeneration placement problem.
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4.2.2 Heuristic Algorithm 2

The second method uses a different approach: Instead of trying all nodes for

each regenerator placement, which is computationally inefficient, the paths are

determined so that the number of required regeneration is minimized. Then the

regenerator is placed at the most demanding node. Hence the computational

complexity of this approach is O(N?) for determining the location of each regen-

erator. The algorithm for this method is given below.

1. Initialization: r; =0 for 1 <4 < N, n,., = 0, done = 0.

2. While not done and n,., < N,

2.1 For each source-destination pair (s,d), calculate two link disjoint

paths, using the following ILP formulation:

Objective:
Minimize

Subject to:

DD muta 3D vk

i€ERsq k 1€Rsg\{d} J Kk
1, 1=s
S vk — Y viw=13 —1, i=d Vi,Vk(4.7)
J J
0, +#s,d
Z(yijk +yik) <1, Vi, Vj (4.8)
%

wif, — wi, + yik(dij + M) < M, Vi, Vj,Vk(4.9)
wiy = wi(1—r), Vi,Vk (4.10)
ﬁ Wig —mip <1, Vi€ Rsq,Vk (4.11)
wh =w,, =0, Vk (4.12)

Yijk € {0,1}, miy >0, my € Z

In this formulation y,jx, i, dij, wg, Wi, Rumaz, and M are same as

defined in Section 4.2.1, and Ry is the set of nodes defined as
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2.2

2.3

24

Ryg={i:i=d or r;=1}.

The auxiliary variable m;; denotes the minimum number of regener-
ators required to make the section of the k** path between s and d
up to node ¢ € R,y feasible. For instance, if a path length into some
node ¢ is smaller than R,,,;, m;; is 0, which indicates that there is
no need to place a regenerator on this path segment. On the other
hand if w;,~ = 2.5 X R4z, then m;, = 2, which implies that at least
two regenerators have to be placed on this path segment to make it

feasible.

The objective of this formulation is to minimize the sum of mini-
mum number of regenerators needed to make each path feasible. As
a secondary objective, the total number of hops in the path set is
minimized. This is accomplished by weighting the first term in the
objective function by a small number, «.

Constraint (4.7) is used to ensure path continuity for each path. Con-
straint (4.8) states that any link can be used at most once in the path
set. The second term in the summation is needed since the links are
thought to be bidirectional. Constraint (4.9) is used to determine the
length of the path segment from the last regeneration or source node
to any node on the path. Constraint (4.10) sets the length of the path
segment to zero if regeneration occurs. Constraint (4.11) is used to
set m;, to the minimum number of regenerators required to make the
path feasible, and constraint (4.12) is used to initialize the w values

at the source node.

Determine {t;}, where ¢; is the number of regeneration points assigned

to node i by calling ComputeRegenerationPoints(i).
Set tmaz = maxz{tz}
If thhae = 0, set done =1,

Else, set 7; = 1, for node for which ¢; = t,,,45, increment 7,.4.
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3. If not done, there is no feasible solution for this problem.

Else, the solution is the set of nodes i for which r; = 1.

Upon calculation of the path set using the above formulation, the best node
for regeneration is determined. For this aim, at step 2.2 each node 7 is assigned
a t; value which is initially 0. For each path, at the i node where the length
of the path just exceeds the maximum allowable length R,,.., the value of ¢; is
incremented. As a result, the node with the maximum value of ¢; is chosen as the
best node for regeneration. Regenerator placement is continued until all source

and destination pairs have at least two feasible link disjoints paths.

The algorithm used by ComputeRegenerationPoint(i) for computing ¢; in

Step 2.2 is given by

2.2 For each path do

2.2.1 Set length d =0
2.2.2 For each link [ = (i, j) on the path

2.2.2.1 Set dyuss = d, and d = d + w; where w; is the length of link /.

2222 Ifd > Rpae > digst, ti = t; + 1 and then set d = 0.

4.3 Numerical Results on Regenerator Place-

ment

Using the heuristic methods developed for regeneration placement, numerical
results are obtained for the network shown in Figure 3.2. In these simulations
three different values for R,,,, are used, namely R,,,, = 1500, 2000 and 2500.
The results are tabulated in Table 4.1, where the nodes selected for regeneration

are written in the order they are selected by the algorithms.
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R ox Algorithm 1 Algorithm 2
2500 11, 15 7,15

2000 11, 8, 21, 9 8, 10, 16, 12, 15
1500 | 21, 11,9, 5, 19, 7 | 11, 5, 9, 21, 7, 14, 19

Table 4.1: Regeneration nodes obtained by heuristic algorithms.

For a maximum range of 2500, both algorithms find two regeneration points.
For other R,,,, values the second method results in one more regeneration node
than the first method. Both algorithms find similar nodes for all R,,,, values.
Efficiencies of the two algorithms from a traffic engineering point of view are

evaluated in the next section.

4.4 Design of Working and Restoration Paths

with Regenerators

Although the path set creation in optical networks significantly differs from its
counterpart in the last chapter, same traffic engineering approaches can be ap-
plied without any modification after the path sets for each demand are deter-
mined. Using the traffic engineering methods developed in Chapter 3, the perfor-
mance of each method subject to the optical layer impairments and regeneration
constraints is determined. Traffic uncertainty modeling of Section 3.6 is used to

compare the robustness of each method to uncertainties in the demand structure.

The network topology given in Section 3.7 is used in order to compare the de-
sign methods over an optical network under optical layer constraints. 10 different
demand sets, each consisting of 80 demands with randomly chosen source and
destination points, are created. Each demand has a random capacity requirement,
of 1,2 or 3 unit capacities. Corresponding to each demand set, 20 additional de-

mand sets, each having 20 random demands, are created. The average number
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of additional demands that can be carried is used as the performance measure.
Optimization problems are solved using the CPLEX optimization software pack-
age for three different maximum range constraints and using the regeneration
points obtained in Section 4.3. Same demand sets are used with each regenera-

tor placement algorithm for comparison purposes.

Method 1 Method 2 Method 3 Method 4
Set | # demands | algl | alg2 | algl | alg2 | algl | alg2 | algl | alg2
1 20 17.90 | 19.05 | 18.05 | 19.20 | 18.10 | 19.55 | 18.20 | 19.70
2 20 16.90 | 19.35 | 16.95 | 19.60 | 17.70 | 19.65 | 18.00 | 19.75
3 20 14.85 | 19.65 | 16.95 | 19.65 | 17.95 | 19.65 | 18.70 | 19.80
4 20 14.55 | 17.15 | 14.60 | 17.85 | 16.10 | 18.05 | 16.55 | 18.30
5 20 18.80 | 19.35 | 19.05 | 19.35 | 19.20 | 19.35 | 19.45 | 19.60
6 20 16.55 | 18.85 | 17.35 | 18.85 | 18.20 | 19.85 | 18.70 | 19.95
7 20 16.15 | 18.00 | 16.15 | 18.00 | 16.80 | 18.45 | 17.10 | 18.80
8 20 16.00 | 19.55 | 17.50 | 19.55 | 18.80 | 19.80 | 19.05 | 19.85
9 20 18.75 | 19.65 | 18.75 | 19.80 | 19.40 | 19.85 | 19.70 | 19.95
10 20 18.00 | 18.85 | 18.50 | 19.35 | 18.70 | 19.45 | 19.00 | 19.70

Table 4.2: Number of additional demands carried by each method for R,,,, =
1500.

Method 1 Method 2 Method 3 Method 4
Set | # demands | algl | alg2 | algl | alg2 | algl | alg2 | algl | alg2
1 20 18.20 | 18.70 | 18.30 | 18.80 | 18.55 | 18.85 | 18.65 | 19.00
2 20 17.60 | 17.45 | 17.80 | 18.30 | 17.95 | 18.45 | 18.15 | 18.70
3 20 17.05 | 18.90 | 17.05 | 19.30 | 18.05 | 19.70 | 18.25 | 19.85
4 20 16.75 | 18.00 | 16.95 | 18.05 | 17.20 | 18.20 | 17.50 | 18.55
5 20 17.30 | 17.35 | 17.30 | 17.50 | 17.50 | 17.50 | 17.60 | 17.70
6 20 17.65 | 17.45 | 19.00 | 19.35 | 19.35 | 19.45 | 19.50 | 19.55
7 20 19.30 | 19.40 | 19.50 | 19.40 | 19.50 | 19.70 | 19.60 | 19.90
8 20 16.45 | 19.10 | 17.45 | 19.35 | 18.70 | 19.70 | 19.05 | 19.95
9 20 14.65 | 18.30 | 15.60 | 19.85 | 18.45 | 19.90 | 19.00 | 19.80
10 20 14.25 | 18.30 | 16.35 | 18.30 | 17.60 | 19.30 | 17.85 | 19.55

Table 4.3: Number of additional demands carried by each method for R,,,, =
2000.

The results obtained for R,,,, = 1500 is shown in Table 4.2. For each design

method, number of additional demands that can be carried is tabulated for both
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regenerator placement algorithms. In a similar manner, Tables 4.3 and 4.4 shows

the results obtained for R,,., = 2000 and R,,., = 2500, respectively.

Method 1 Method 2 Method 3 Method 4
Set | # demands | algl | alg2 | algl | alg2 | algl | alg2 | algl | alg2
1 20 18.95 | 19.25 | 18.95 | 19.25 | 19.10 | 19.40 | 19.20 | 19.55
2 20 14.95 | 17.70 | 15.75 | 18.65 | 17.15 | 18.80 | 17.40 | 19.10
3 20 19.05 | 19.15 | 19.05 | 19.40 | 19.05 | 19.50 | 19.45 | 19.60
4 20 17.20 | 17.25 | 18.50 | 17.25 | 19.10 | 18.55 | 19.25 | 18.70
5 20 15.65 | 18.70 | 15.75 | 18.90 | 15.75 | 19.05 | 16.25 | 19.30
6 20 17.30 | 19.65 | 18.90 | 19.70 | 18.90 | 19.70 | 19.40 | 19.85
7 20 16.05 | 18.90 | 16.20 | 18.95 | 17.45 | 19.45 | 17.75 | 19.70
8 20 18.90 | 19.35 | 18.90 | 19.50 | 18.90 | 19.50 | 19.05 | 19.65
9 20 17.65 | 19.95 | 17.75 | 19.95 | 17.80 | 20.00 | 18.00 | 20.00
10 20 19.25 | 18.70 | 19.25 | 18.70 | 19.25 | 19.90 | 19.30 | 20.00

Table 4.4: Number of additional demands carried by each method for R,,,, =
2500.

In order to have a clear conclusion, the results are averaged for each method,
and the rejection percentage is plotted in Figures 4.1, 4.2 and 4.3 for three

different R,,,, values.

Relative performances of four methods for all R, values are similar to
the result demonstrated in Section 3.7. For R,,., = 1500, the rejection ratio
decreases from 15.775% to 7.775% going from method 1 to method 4 for the
first regenerator placement algorithm, and from 5.275% to 2.3% for the second
regenerator placement algorithm. For R,,,, values of 2000 and 2500, similar
behavior can be observed from Figures 4.2 and 4.3. Hence, it is concluded that
there is a significant enhancement in routing efficiency as we move from the first

to the last design method, as in MPLS networks.

Using these results, efficiency of regenerator placement algorithms can be
evaluated from a traffic engineering point of view. For R,,,, = 1500, the second
algorithm results in one more regenerator than the first algorithm. But the

results obtained in this section, show that the second algorithm is much better
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Figure 4.1: Percentage of rejection for R,,q, = 1500.

in terms of its robustness against traffic uncertainties. For each design method
second regenerator placement algorithm have rejection percentages which are
nearly one third of the percentages obtained for the first algorithm. Similarly,
for R4 = 2000, the second algorithm uses one more regenerator than the first,
but the rejection percentages are nearly halved for each path design method
with the second heuristic approach. And finally for R,,,, = 2500, although
both algorithms require two regeneration points, the second algorithm is more
efficient from a traffic engineering point of view, since it decreases the rejection
percentages nearly to one third of the percentages obtained by the first algorithm
for each path design approach. In summary, the results show that the second
regenerator placement algorithm is much more efficient from a traffic engineering

perspective.

72



Average Percentage of Rejected Demands

—e— Algorithm 1
—a— Algorthm 2

Figure 4.2: Percentage of rejection for R,,,, = 2000.
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Figure 4.3: Percentage of rejection for R, = 2500.
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Chapter 5

CONCLUSION

The explosive growth in the number of users and the volume of traffic carried in
the Internet put an ever increasing load on the backbones of networks. Besides,
QoS and reliability become very critical issues, as Internet is used for carrying
real-time and high-priority data. On the other hand, the success of IP protocol
makes it the preferred solution at the network layer. But it is not capable of re-
sponding to the needs of QoS and reliability in a satisfactory manner. Practically,
it supports only the best-effort traffic which is not suitable for most of the real-
time applications. The slow response of the restoration mechanism is another
problem for IP. As a result, a solution based on IP solving the performance, QoS
and reliability problems is needed. At this point, label switching technologies
that have been standardized by IETF under the name of MPLS emerged. MPLS
has numerous advantages for QoS and reliable routing of data. The ability to
support traffic engineering, which is an important issue in network management,
and planning, makes it a useful solution for core networks. On the other hand,
the generalization of this approach to the optical networking provides a simpler

and more manageable architecture. Using GMPLS it can be possible to have a
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network architecture which simply consists of an IP with MPLS layer interfac-
ing with the Optical Transport Network (OTN) via an adaptation layer. Hence,

MPLS approach is also valuable from the optical networking point of view.

Given the capabilities of MPLS, it is an important issue to develop traffic
engineering methods and compare their efficiencies. In this thesis, approaches
for traffic engineering with restoration for MPLS and GMPLS networks are de-
veloped. Besides, the regenerator placement problem in optical networks is ana-

lyzed, and two heuristic approaches are proposed.

For traffic engineering in MPLS networks, a method for creating candidate
path sets for each demand is formulated as an ILP problem. Then, four different
approaches are developed for selecting the best path pairs within this set. The
first method uses a simple approach: First, the working paths are selected for
each demand to minimize the total capacity usage, then the restoration paths
are selected on the residual network to satisfy the same objective. The second
method aims to evenly distribute the residual capacity over the network, as well
as using the minimum capacity. The working and restoration paths are designed
separately with this same objective. Last two methods employ a joint optimiza-
tion approach. In the third method working and restoration paths are designed
concurrently, with the objective of using minimum capacity while distributing
the residual capacity over the network. The last method is similar to the third
one, but it additionally takes into account the relative importance of each link
in the network. All of these methods are formulated as ILP problems and nu-
merical results are obtained on a sample network with different sets of demands.
Results show that capacity usage efficiency increases going from the first to the
last method. The typical capacity savings relative to the preceding method are
1%, 1.5% and 0.5% for the second, third and the last methods, respectively.
The robustness of each network design method to uncertainties in the demand

structure is studied using a traffic uncertainty modeling. The average number
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of additional demands that can be carried with each design method is taken as
the performance measure. The numerical results show that the percentage of
rejected demands decreases nearly 3% with the load balancing approach of the
second method compared to the first one. Another 3% decrease is obtained with
the joint optimization of the third method. The weighted load balancing of the
last method further decreases the rejection percentage by nearly 1%. Hence it is
concluded that, load balancing, joint optimization and weighted load balancing

are important factors in traffic engineering.

Traffic engineering in GMPLS networks is a more involved process due to the
physical layer impairments in the optical layer. Due to the maximum range con-
straint of optical signals, regeneration may be required in order to have feasible
paths between some source-destination pairs. The placement of these regenera-
tors is an important problem which has not been studied in the literature. The
requirement is to have at least two feasible paths between each source and des-
tination pair, one for working and the other for restoration purposes. To satisfy
this criteria, regenerators are placed at some nodes in the network. First, an ILP
formulation for the exact solution of this problem is developed. But the huge size
of this problem necessitates the development of heuristic approaches. For this
aim two algorithms are developed and numerical results are obtained for different
maximum range constraints. It is observed that these algorithms select nearly
the same nodes, although one is computationally much more efficient. The path
set, selection formulation is modified in order to take into account the maximum
range of optical signals and location of regenerators. Traffic engineering methods
are used to determine the suitable path pairs for each demand, and performances
of these methods are compared using the traffic uncertainty model. The results
are in parallel with the ones obtained for MPLS networks. The decrease in the
rejected demand ratio is nearly the same with the 3%, 3%, 1% pattern of the
previous analysis on MPLS. By using the same initial and additional demand

sets with each value of R,,,, for both regenerator placement algorithms, relative
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efficiencies of these algorithms are compared in terms of traffic engineering. The
second approach is computationally more efficient, and it has a significant per-
formance advantage over the first algorithm from a traffic engineering point of
view, as well. Simulation results show that the second approach has rejection
percentages which are 50-65% lower than the rejection percentages obtained by

the first algorithm.
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