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Abstract— In recent years the technological development has
encouraged several applications based on node to node commu-
nications without any fixed infrastructure. This paper presents
preliminary evaluation of popular estimating techniques to
populate active nodes in the neighborhood using De Bruijn
sequences. They have much higher cardinality compared to
any other family of binary sequences at a parity of length.
This characteristic of De Bruijn sequences can be exploited to
identify the presence of an active node in a dense surrounding,
to assist the primary node in making intelligent decisions in
a blind or foggy environment. The simulation model in this
paper evaluates the use of eigenvalue estimation to estimate the
spreading sequence among noisy signals, based on eigenvalues
analysis techniques. The received signal is divided into windows,
from which a covariance matrix is computed; the sequence can
be reconstructed from the two first eigenvectors of this matrix,
and that useful information, such as the desynchronization time,
can be extracted from the eigenvalues.
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1. INTRODUCTION
The Direct Sequence Spread Spectrum (DS-SS) has been
widely used for military and commercial communication sys-
tems for several decades owing to its information assurance
and low interception properties. DS-SS communication has
many characteristics, such as wide spectrum, low power
spectral density, confidentiality, anti-interference and ease of
used in multiple access communication. Pseudonoise (PN)
sequences are very important parameters in DS-SS commu-
nication systems, in which multiple users can share the same
frequency band at the same time. It is of great significance
to investigate the blind estimation of DS-SS signals, that is
the condition that holds in non-cooperative scenarios [20]. In
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conventional cooperative applications, the transmitted infor-
mation can be recovered with prior knowledge of the spread-
ing waveform at the receiver. However, in non-cooperative
applications such as node to node (N2N) communications, in
an ad hoc environment the spreading waveform is unknown
to the receiver and recovery of information has to be done
in a blind fashion. Therefore, detecting and estimating a
spreading waveform from intercepted DS-SS signals plays an
important role in non-cooperative scenarios. The same tech-
nique used to estimate a spreading waveform in DS-SS may
be applied in N2N communications for estimating the number
of active nodes in the vicinity of a target (reference) node. In
this context, the focus is not on recovering the specific PN
waveform, but on understanding how many waveforms (i.e.
active nodes) are in the surroundings of the receiver (target
node).

At the same time, node safety is also increased by the
ability to exchange information among nodes, where each
node transmits a locally unique sequence. The issue of
N2N communication is always married with concerns of
privacy and license free spectrum to broadcast. Employing
Spread Spectrum Pseudo Noise methods in Direct Sequence
configuration on a ISM band overcomes this limitation. The
specific PN sequence acts as the node signature. Due to
their low probability of interception, these signals increase
the difficulty of spectrum surveillance. The initial symbol
of the PN sequence can be calculated by using the average
cross correlation property after disaggregating the received
signal into segments. As shown in [1] and [2] eigen a desired
level of accuracy in a DS-SS signal. The received signal is
divided into windows which can then be used to compute a
covariance matrix. The PN sequence can be reconstructed
using the two significant eigen vectors of the matrix, even
when the dispreading sequence is unkown to the receiver [2].

DS-SS is a transmission technique in which a pseudo-random
sequence, independent of information symbol, is employed
as a modulation waveform to spread the signal energy over
a bandwidth much greater than information signal bandwidth
[2][3][4]. Due to increased bandwidth of the spread spectrum
signal, the power spectral density is generally below the noise
level [5]. In a synchronized system, at the receiver the signal
is de-spread using a synchronized replica of the same PN
sequence used at the transmitter. However, such a possibility
does not exist in a blind environment, when the PN sequence
used by the transmitter is unknown. Moreover, the longer
the period of the pseudo random sequence, the closer the
transmitted signal will be to a truly random wave and harder
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to detect [6][7]. In the technique proposed by Bouder et.al.
[6] the received signal is sampled and divided into temporal
windows, the size of which is the PN sequence period, which
is assumed to have been estimated. This technique is much
more computationally simple and easier to implement then
the maximum likelihood (mL) estimation technique [Glisic].

A common limitation to face in DS-SS applications is the rel-
atively small set of PN signatures available, of a given length,
and able to satisfy precise requirements of auto- and cross-
correlation properties. Classical maximal length sequences
(the m-sequences) and Gold sequences, besides chaotic sig-
nals featuring very favorable auto-and cross-correlation prop-
erties have been considered. This paper explores the appli-
cability of De Bruijn sequences over DS-SS channel, as an
alternative to classical solutions. De Bruijn sequences have
been studied for many years, and valued for their huge car-
dinality; some of the properties concerning their correlation
features are discussed in [8], [9]. In a crowded N2N scenario
we assume to adopt De Bruijn sequences in order to assign a
different sequence to each node.

Tsatsanis et.al [10] have proposed a reliable method to re-
cover the convolution of the spreading sequence and the
channel response in multipath environments. Moulines et.al
[11] use a multichannel identification technique based on
the orthogonality property between the signal and noise sub-
spaces. The paper is organized as follows: Section 2 briefly
outlines the concept of populating the surrounding over a DS-
SS channel using De-Bruijn sequences. Section 3 reviews
the known correlation properties of De-Bruijn sequences for
N2N communications. Section 4 provides a preliminary
evaluation of the estimation techniques used to recognize
the node signature, and Section 5 is devoted to performance
analysis, accompanied with simulations about the eigen value
estimation technique applied.

2. SPREAD SPECTRUM SYSTEM MODEL
In Spread Spectrum (SS) communication systems, the perfor-
mance of synchronization and transmission highly depend on
the selection of the pseudonoise (PN) sequences, especially
under lower SNR conditions, and it is very difficult to de-
modulate and recover information without knowledge of the
original PN sequence [12]. In the DS-SS transmission herein
considered, the PN code generated at the modulator is a De
Bruijn spreading sequence or a Gold code. In a practical
system, the bandwidth expansion factor, which is the ratio
between the chip rate Fc and the symbol rate FS, is usually an
integer [12]. At the modulator block, Quadrature Phase Shift
Keying (QPSK) modulation is introduced to shift the phase
of the PSK signal at the chip rate FC, a rate that is an integer
multiple of the symbol rate FS [12].

Considering a vehicular scenario, we want to estimate the
DS-SS signals received by each vehicle, in order to evaluate
how many surrounding vehicles are present. While sequence
estimation algorithms are usually applied to identify the spe-
cific sequences, that are necessary to properly de-spread and
demodulate the received DS-SS information bearing signals,
in this case the focus is more on counting how many different
sequences each receiver is able to recognize, that correspond
to as many surrounding vehicles. Fig. 1 shows a sample road
scenario: each vehicle may intercept DS-SS signals coming
from surrounding vehicles. By counting how many different
spreading codes may be identified, the target vehicle may
estimate how crowded is the environment around itself, and

Figure 1. System Model

Figure 2. Angle of arrival of the signals at the transmitter

take proper countermeasures to reduce the risk of collisions,
or improve the traffic dynamics.

The general DS-SS system model is shown in Fig. 2, whereas
Fig. 3 shows the same model for the case of K users. The
k-th users data signal bk(t) is a sequence of unit ampli-
tude, positive and negative, rectangular pulses of duration
T. This signal represents the k-th users binary information
sequence. The k-th user is assigned a code waveform ak(t)
(the spreading code) which consists of a periodic sequence
of unit amplitude, positive and negative, rectangular pulses
of duration Tc. The k-th users code sequence has period
N = T/Tc so that there is one code period per data symbol.
The data signal is then modulated onto the carrier, where
θk represents the phase of the k-th carrier, ωc represents
the common center frequency, and P represents the common
signal power. The delay Tk takes into account the fact that the
transmitters are not synchronized. Finally, n(t) represents the
channel noise, modeled as AWGN. The received signal r(t)
is the input to a correlation receiver matched filter (optimum
receiver).

Introducing the Gaussian approximation, the error probability
at the receiver can be written as 1 − (SNRi). The signal-
to-noise ratio, SNRi, at the output of the i-th correlation
receiver is one of the most important performance measures

Figure 3. Detection Microstrip Antenna array (dimensions
in mm)
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and can be obtained with a reasonable amount of computation
by evaluating the variance of the second term of the decision
variable.
The received symbol r(t) is assumed to be a mixture of the
original transmitted signal and the ambient AWGN element,
and is represented by:

r(t) = s(t) + nawgn(t) (1)

r(t) =

k∑
k=1

bkh(t− kT ) + nawgn(t) (2)

where nawgn(t) is the noise coefficient at the receiver and the
symbol period T corresponds to the spreading code period N-
TC. The channel response can be expressed as proposed in
[13]:

h(t) =

k∑
k=1

akp(t− kTc) (3)

where p(t) denotes the convolution of all the filter impulse
responses at the transmitter.

Multipath Channel

with more than a single path linking the transmitter to the
receiver are known as multipath channels. In a mobile ad
hoc network, the multipath channel assumption is a realistic
one, as not only transmitter and receiver may be moving with
respect to each other, but also the surrounding environment
may be changing, thus giving place to multipath propagation
effects. The different paths might consist of several discrete
paths, each one with different attenuation and time delay
relative to the others, or they might consist of a continuum of
paths. In the case under consideration, for simplicity reasons,
we assume to have just two paths, the direct one and a single
multipath. Assuming the time delay the signal incurs in
propagating over the direct path is smaller than that incurred
in propagating over the single multipath, the received signal
may be written as:

r(t) = As(t)h(t)cosω0t+ αAs(t− τ)h(t− τ)

cos(ω0t+ θ) + nawgn(t) (4)

where τ is the differential time delay associated with the two
paths, and is assumed to be in the interval 0 ≤ τ ≤ T ; θ
is a random phase uniformly distributed in [0,2], and is
the relative attenuation of the multipath with respect to the
direct path. The output of the detection filter depends on
the correlation function of the spreading sequence h(t). It
is quite clear that given the scenario of interest (dealing
with mobile nodes), the signal acquisition process, in terms
of time, complexity, and size, should be as much rapid as
possible, due to the node mobility, that may be also very
quick. Also the signal tracking component is very important
in keeping the offset time small. As a matter of fact, even a
small value of τ may have a strong impact on the probability
of error of the received data.

Figure 4. The S11 parameter of the detection antenna array

3. SPREADING CODES
In order to evaluate the performance obtainable by using in-
novative sets of sequences like the De Bruijn ones, traditional
codes are also applied as a reference. Among all the possible
families of spreading codes that may be used, we refer to
binary Gold codes, that are better described in the following.

A. Gold Codes

Binary Gold sequences are a well-known set of PN se-
quences, also used in wireless mobile communications
(WCDMA) as scrambling codes, either in uplink (for sepa-
rating the mobile stations) or in downlink (for separating the
cells). Gold sequences are obtained by combining two m-
sequences of length N = 2n − 1, where n is the number of
stages in the generating linear feedback shift register, from
a set of so-called preferred m-sequences. Gold sequences
exhibit a three-valued cross-correlation function, with values
{−1,−t(n), t(n)− 2}, where t(n) is equal to:

t(n) =


2n+1

2
for odd n (5)

2n+2

2
for even n (6)

The auto-correlation function of Gold sequences is also a
three valued function, with values {N,−t(n), t(n)− 2}.

The characteristic three-valued cross-correlation function of
a pair of Gold sequences of length 31 (n = 5) is shown in
Fig. 4. The number of Gold sequences, for a given N, is
N + 2. Gold codes show good auto- and cross-correlation
properties, particularly for large values of n. Further details
on Gold codes may be found in [18].

De Bruijn Sequences

Binary De Bruijn sequences are a special class of nonlinear
shift register sequences with maximal period N = 2n: n is
called the span of the sequence, i.e. the sequence may be gen-
erated by an n-stage shift register. In the binary case, the total
number of distinct sequences of span n is 2(2((n−1))−n); in
the more general case of span n sequences over an alphabet of

cardinality, the number of distinct sequences is ∝!
n(n−1)

∝n , In
this paper we refer to binary De Bruijn sequences. The states
S0, S1, . . . , SN−1 of a span n De Bruijn sequence are exactly
2n different binary n-tuples; when viewed cyclically, a De
Bruijn sequence of length 2n contains each binary n-tuple
exactly once over a period. Being maximal period binary
sequences, the length of a De Bruijn sequence is always an
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Table 1. Length and total number of m-sequences, Gold,
and de Bruijn sequences, for the same span value n

(3 ≤ n ≤ 10).
m-sequences Gold de Bruijn

n length # seq. length # seq. length # seq.
3 7 2 7 9 8 2
4 15 2 15 17 16 16
5 31 6 31 33 32 2048
6 63 6 63 65 64 226

7 127 18 127 129 128 257

8 255 16 255 257 256 2120

9 511 48 511 513 512 2247

10 1023 60 1023 1025 1024 2502

even number. When comparing the total number of De Bruijn
sequences of length N to the total number of available m-
sequences, or Gold sequences, similar but not identical length
values shall be considered, as reported in Table I. The Table
confirms the exponential growth in the number of De Bruijn
sequences, at a parity of the span n, with respect to the other
sequences.

In the vehicular context, it translates into the possibility of
sharing the same signature generator across a very huge
number of users, i.e. vehicles, and it may represent an attrac-
tive feature, when thinking about practical implementations.
About the auto-correlation values θa(i) assumed by a De
Bruijn sequence a of span n, for a given shift i, the known
results are as follows:

θa(i)− 2n, i = 0 (7)
θa(i) = 0, 1 ≤ |i| ≤ n− 1 (8)

θa(i) 6= 0, |i| = n (9)

It is also known that θa(i) ≡ 0 mod 4 for all i, for any binary
sequence a of period N = 2n, with n ≥ 2. As any binary
De Bruijn sequence comprises the same number of 1s and 0s,
when converted into a bipolar form the following holds:

N−1∑
i=0

θa(i) =
N−1∑
i=0

N−1∑
j=0

ajaj+1 =
N−1∑
j=0

aj

N−1∑
i=0

aj+i = 0

(10)

A simple bound may be defined for the positive values of
the correlation functions sidelobes, for any binary De Bruijn
sequence a [7]:

0 ≤ maxθa(k) ≤ 2n−4

[
2n

2n

]+
, for 1 ≤ k ≤ N−1 (11)

where [x]+ denotes the smallest integer greater than or equal
to x. In the case of binary De Bruijn sequences of span n = 5,
the bound gives 0 ≤ maxθa(k) ≤ 16. It is easy to prove that
for an arbitrary pair of De Bruijn sequences a and b, including
a = b, with span n and period N, the cross-correlation function
θab(k) =

∑N−1
i=0 aibi+k, for0 ≤ k ≤ N − 1, exhibits the

following properties:

θab(k) = θab(N − k), for 0 ≤ k ≤ N − 1

N−1∑
k=0

θab(k) = 0 (12)

θab(k) = 0 mod 4, for n ≥ 2,∀k
For the cross-correlation function of a pair of De Bruijn
sequences a and b (a 6= b) with span n, the following bound
holds: −2n ≤ θab(k) ≤ 2n − 4, for 0 ≤ k ≤ N − 1

De Bruijn sequences may be piecewise orthogonal, i.e. it is
possible to find two sequences having null cross-correlation
for several values of the shift parameter k. On the other
hand, it is also possible that two De Bruijn sequences have
an absolute value of the cross correlation equal to 2n for
some shift k (e.g. complementary sequences for k = 0), as
stated by the bound equation above. This variability in the
behavior of the cross correlation may affect the performance
of a multi user system, if the spreading sequences associated
to each user are chosen randomly from the whole set of span n
sequences. This also motivates the need for a proper selection
criterion to be applied on the whole set of sequences, in order
to extract the most suitable spreading codes to use.

4. SEQUENCE ESTIMATION AND COUNTING
In the proposed scheme each node tries to detect the presence
of the DS-SS transmission, while estimating it to a certain
degree of accuracy in the received signal. Each node ignores
the actual identity of the surrounding nodes while populating
its surrounding in a blind environment. The receiver exploits
the fact that the transmitter signal statistical properties [12].
The population density of surrounding nodes can be estiated
as proposed by the Bouder and Burel in [13][14].

In a conventional scenario where the signal and noise fre-
quencies vary, general filters can be used to separate the
message from the ambient noise. However in a DS-SS
environment the signal is specially built to be identical to
the ambient noise: this makes it more complex to detect and
separate the original transmission from the received signal. In
the eigenvalue analysis technique the detection relies on the
fluctuations of autocorrelation estimators, instead of autocor-
relation itself. Even though the autocorrelation of a DS-SS
signal is identical to that of the noise, the fluctuations vary by
a significant degree [9]. To compute the autocorrelation fluc-
tuations in the received signal y(t), the same is divided into U
non-overlapping temporal windows. Each window comprises
of few symbols in a window duration of TW . When the
autocorrelation estimator is applied to these windows we get:

R̂n
yy(τ) =

1

Tw

∫ tp+tw

tp

y(t)y∗(t− τ)dt (13)

Aggregating all the windows in the received signal, the
second order moment of the estimator is given by:

ρ(τ) =
1

U

U∑
p=1

|R̂n
yy(τ)|2 (14)

As shown in Fig. 3 the antenna array is 2x1 elements and
it is mounted over a Rogers RT/duroid 6002 with relative
permittivity of 2.94 and thickness of 1.524 mm and at its
bottom a ground plane is used. The design was simulated
using high frequency structural simulator (HFSS) [?] and the
results are shown in Figs. [4] and [5]. At the receiver, the
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Figure 5. Vector composition of PN sequence

incoming signal can be represented as

y(t) = s(t) + nawgn(t) (15)

where nawgn(t) is the ambient noise (AWGN) and s(t) is
the original transmitted DS-SS signal. In case of a blind
environment, the received signal is to be detected in a non-
cooperative fashion where no prior information is available.
As proposed by Burel in [9] to compute the fluctuations,
the received signal is divided into temporal windows. The
correlation for a single n-th window can be computed as,

R̂n
yy =

1

Tw
∫ Tw

0
y(t)y∗(t− τ)dt

(16)

If the correlation relationship is to be applied to the overall
length of the received signal, i.e. to U windows, we get

ρ(τ) = Ê{̂|Rn
yy(τ)|2} =

1

U

U−1∑
n=0

|R̂n
yy(τ)|2 (17)

where ρ(τ) is the degree of fluctuations in the autocorrelation
of ̂(Ryy)(τ). Due to the fact that the DS-SS signal and
noise exhibit completely different correlation properties, that
overall signal can be represented as:

R̂yy(τ) ≈ R̂ss(τ) + R̂nn(τ) (18)

R̂ss(τ) is the correlation of the transmitted DS-SS signal and
R̂nn(τ) is the channel noise correlation. As discussed in
Section 5, the simulation results show the detection of the PN
sequence with a sufficient accuracy to estimate the number of
nodes in the surrounding. Lets go a step further and try to
roughly estimate the detected sequence so as to estimate the
chance of erroneously double counting the same sequence.
The covariance matrix can be represented as:

R = E{x · x2} (19)

As mentioned before the symbol duration is assumed to be
identical to the window duration (Tw) and the symbol is said
to be transmitted completely during a single window, with
each symbol having a standard variance of ρ2S . If x is the
content of a window, we have:

x = Cmh0 + Cm+1h−1 + nawgn (20)

where nawgn is the white noise, h0 is the vector comprised
of the end portion of the PN sequence followed by zeros, h−1
is the vector comprised of zeros followed by beginning of a
new PN sequence, as shown in Fig.5.

Substituting the expression of each window content, the
covariance matrix can be roughly estimated as:

R̂ =
1

U

U∑
n=1

xm · xHm (21)

5. PERFORMANCE ANALYSIS
In low SNR conditions (typical of Spread Spectrum commu-
nications), the inconsistency between estimated and original
PN sequence causes the estimation error, which directly
affects the transmission performance of the DS-SS system.
The estimation of the PN sequence is more accurate, and the
performance is improved, as the number of received chips
increases. As a matter of fact, increasing the spreading rate
through the use of more chips per data symbol, also in-
creases the SNR per symbol, in additive white Gaussian noise
(AWGN). However, in a time-varying multipath channel, the
actual gain depends upon the stability of the propagation
environment. If the channel changes appreciably during one
symbol period, the gain of the receiver will be reduced, ulti-
mately resulting in a net loss when the length of the spreading
code is increased over a certain value. The spreading code
must be longer than the multipath delay in order to avoid
inter-symbol interference after de-spreading. However, to
achieve the spreading gain, the channel must be stationary
over the code length. In a non-stationary environment, a
longer code leads to larger phase and multipath variation over
a code period, thus reducing the achievable spreading gain.

Evaluation of computational complexity

Assuming the transmitted data length F is known, the length
of the DS-SS signal after spreading with the N-length PN
sequence is F · N . The multiplying and adding times
(Nmu and Nad, respectively) required to estimate the PN
sequence, referred to the existing Eigen Value Decomposition
(EVD) algorithms [8][9][16][17] may be derive as:

Nmu(2N) = 2N × 2N × FN

2N
= 2FN2 (22)

Nad(2N) = 2N2N

(
FN

2N
− 1

)
= 2FN2 − 4N2 (23)

Based on the above analysis, the computational complexity
of EVD algorithms is O(FN2). By comparing the number
of operations requested by EVD algorithms, according to
Eq. (22), in the hypothesis Gold, m-sequences, De Bruijn
sequences of span n are used, it turns out that the choice of the
specific PN sequence to use as spreading code does not affect
the complexity of the EVD algorithm applied, in a significant
way.

Detection of DS-SS signals

A SS signal is generated to be as much similar to noise
as possible. As a consequence, the autocorrelation of a
spread spectrum signal is close to a Dirac function, as well
as the auto-correlation of a white noise (this is due to the
pseudo-random sequence). It is possible to show, however,
that the fluctuations of auto-correlation estimators allow to
distinguish the useful signals from noise.

The received signal r(t) is divided into M non overlapping
temporal windows, each of duration T large enough to contain
a few symbols. An auto-correlation estimator is applied to
each window:

R̂n
yy(τ) =

1

T

∫ tm+T

tm

r(t)r∗(t− τ)dt, m = 1 . . .M (24)
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Figure 6. Sample binary De Bruijn sequence of length 32

Figure 7. Percent estimation error in the case of Gold codes

and its second order moment computed:

ρ(τ) =
1

M

M∑
m=1

|R̂n
yy(τ)|2 (25)

By comparing the different fluctuations of the estimator when
applied to a ”noise only” case, and to a ”noise plus signal”
case, it is possible to detect the presence of a DS-SS signal.
The same process allows also to estimate the PN sequence
period, by locating the auto-correlation peaks.

Here, in DS-SS coding the modulation is done by modulating
a sinusoidal wave in using a continuous form of pulse strings
of pseudonoise coding (1’s and 0’s). On the other hand, due to
the properties of cross-correlation properties, with the values
of (2n) properties, and if n is large, this will indeed affect the
performance of the system.

Fig.5 shows a sample binary De bruijn sequence of length 32
(span n = 5). For any value of n, De Bruijn sequences will
contain 50% of either 1s or ’0’s’.

Once the DS-SS has been detected, the estimation process
may take place. By resorting to the technique discussed
in Section 4, the percent amount of correct estimations in
presence of low SNR values, is obtained. Fig. 7 provides
the results obtained when binary Gold codes of length 31 are
used as spreading codes, whereas Fig. 8 refers to spreading
by De Bruijn sequences.

It is possible to check how the estimation method applied may
provide satisfactory results either in the synchronized and
not-synchronized conditions. Fig.9 shows that in both cases,
the percent amount of estimation errors is lower than 5%.

Figure 8. Percent estimation error in the case of De Bruijn
codes

Figure 9. Percent amount of estimation errors for different
SNR values, in synchronized and not synchronized condi-
tions.

The low complexity estimation technique allows to identify
the received spread signals and evaluate how many nodes are
located in the vicinity of the target node.

The eigenvalues needed to reveal the spreading codes used,
can be obtained by finding the correlation matrix of the output
signal and using the following equation:

Rsqm = λqm (26)

Once all the eigenvalues are obtained, the peaks for the eigen-
values can be plotted by applying the fast Fourier Transform
(FFT). Since the values will be in complex values, the next
step is to find the magnitude of those values. The plotted
magnitude values are the energy values (peaks) for those
eigenvalues determined, as shown in Fig. 10.

Figure 10. Estimated eigenvalues versus the energy of the
symbol
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6. CONCLUSION
This paper provides a simplified approach towards populat-
ing ones vicinity without the need of the high tech radar
or GPS locators. The eigenvalue estimation technique is
a reliable method that can be used to estimate a string of
spreading codes in the DS-SS environment. Other techniques
like RADAR can be used to detect nodes in the immedi-
ate surroundings, but they can only detect nodes that are
unobstructed by other objects, and require much stronger
computational capability. The counting technique enables
the source to detect neighboring nodes even when they are
obstructed by other nodes, while preserving the identity of
the node. The counting method is not meant for location
detection but is targeted towards estimating network density,
as in case of mobile Ad Hoc networks.
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