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ABSTRACT

FEDERATED LEARNING AND DISTRIBUTED
INFERENCE OVER WIRELESS CHANNELS

Büşra Tegin

Ph.D. in Electrical and Electronics Engineering

Advisor: Tolga Mete Duman

November 2023

In an era marked by massive connectivity and a growing number of connected

devices, we have gained unprecedented access to a wealth of information, en-

hancing the reliability and precision of intelligent systems and enabling the de-

velopment of learning algorithms that are more capable than ever. However, this

proliferation of data also introduces new challenges for centralized learning algo-

rithms for the training and inference processes of these intelligent systems due to

increased traffic loads and the necessity of substantial computational resources.

Consequently, the introduction of federated learning (FL) and distributed infer-

ence systems has become essential. Both FL and distributed inference necessi-

tate communication within the network, specifically, the transmission of model

updates and intermediate features. This has led to a significant emphasis on

their utilization over wireless channels, underscoring the pivotal role of wireless

communications in this context.

In pursuit of a practical implementation of federated learning over wireless fad-

ing channels, we direct our focus towards cost-effective solutions, accounting for

hardware-induced distortions. We consider a blind transmitter scenario, wherein

distributed workers operate without access to channel state information (CSI).

Meanwhile, the parameter server (PS) employs multiple antennas to align re-

ceived signals. To mitigate the increased power consumption and hardware cost,

we leverage complex-valued, low-resolution digital-to-analog converters (DACs)

at the transmitter and analog-to-digital converters (ADCs) at the PS. Through

a combination of theoretical analysis and numerical demonstrations, we estab-

lish that federated learning systems can effectively operate over fading channels,

even in the presence of low-resolution ADCs and DACs. As another aspect of

practical implementation, we investigate federated learning with over-the-air ag-

gregation over time-varying wireless channels. In this scenario, workers transmit

their local gradients over channels that undergo time variations, stemming from
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factors such as worker or PS mobility and other transmission medium fluctua-

tions. These channel variations introduce inter-carrier interference (ICI), which

can notably degrade the system performance, particularly in cases of rapidly

varying channels. We examine the effects of the channel time variations on FL

with over-the-air aggregation, and show that the resulting undesired interference

terms have only limited destructive effects, which do not prevent the convergence

of the distributed learning algorithm.

Focusing on the distributed inference concept, we also consider a multi-sensor

wireless inference system. In this configuration, several sensors with constrained

computational capacities observe common phenomena and engage in collabora-

tive inference efforts alongside a central device. Given the inherent limitations

on the computational capabilities of the sensors, the features extracted from

the front part of the network are transmitted to an edge device, which necessi-

tates sensor fusion for the intermediate features. We propose Lp-norm inspired

and LogSumExp approximations for the maximum operation as a sensor fusion

method, resulting in the acquisition of transformation-invariant features that also

enable bandwidth-efficient feature transmission. As a further enhancement of the

proposed method, we introduce a learnable sensor fusion technique inspired by

the Lp-norm. This technique incorporates a trainable parameter, providing the

flexibility to customize the sensor fusion according to the unique network and

sensor distribution characteristics. We show that by encompassing a spectrum of

behaviors, this approach enhances the adaptability of the system and contributes

to its overall performance improvement.

Keywords: Wireless communication, federated learning, over-the-air transmis-

sion, convergence, quantization, fading channels, time-varying channels, wireless

inference, multi-sensor networks, sensor fusion.



ÖZET

KABLOSUZ KANALLAR ÜZERİNDE FEDERE
ÖĞRENME VE DAĞITIK ÇIKARIM

Büşra Tegin

Elektrik ve Elektronik Mühendisliği, Doktora

Tez Danışmanı: Tolga Mete Duman

Kasım 2023

Geniş bağlantı ve artan bağlı cihaz sayısıyla işaretlenen bir dönemde, bilgi

zenginliğine benzeri görülmemiş bir erişim elde ettik. Bu sayede, akıllı sistem-

lerin güvenilirliğini ve hassasiyeti arttı ve daha önce hiç olmadığı kadar yetenekli

öğrenme algoritmaları geliştirildi. Ancak, bu veri miktarındaki artış aynı za-

manda artan trafik yükleri ve önemli hesaplama kaynaklarının gerekliliği ne-

deniyle bu akıllı sistemlerin eğitim ve sonuç çıkarma süreçlerini geliştirmede yeni

zorlukları da beraberinde getirmektedir. Sonuç olarak, federe öğrenme (FL) ve

dağıtık çıkarım sistemlerinin tanıtımı kaçınılmaz hale gelmiştir. Hem FL hem de

dağıtık çıkarım, ağ içinde iletişimi gerektirir, özellikle model güncellemelerinin

ve ara özelliklerin iletimini gerektirmektedir. Dolayısıyla, bunların kablosuz

ağlarda kullanımına önemli bir odak noktası oluşturmuş ve bu bağlamda kablosuz

iletişimin kilit rolünü vurgulamıştır.

Kablosuz solma kanallarda federe öğrenmenin pratik uygulanmasına yönelik

olarak, donanım kaynaklı bozulmaları hesaba katan maliyet-etkin çözümlere

odaklanıyoruz. Dağıtılmış çalışanların kanal durumu bilgisine (CSI) erişim

olmadan çalıştığı bir kör verici senaryosunu dikkate alıyoruz. Aynı za-

manda, parametre sunucusu (PS), alınan sinyalleri hizalamak için birden fa-

zla anten kullanmaktadır. Güç tüketimini azaltmak ve donanım masraflarını

düşürmek için, verici tarafında karmaşık değerli, düşük çözünürlüklü dijital-

analog dönüştürücüler (DAC) ve PS tarafında analog-dijital dönüştürücüler

(ADC) kullanıyoruz. Teorik analiz ve sayısal gösterimlerin bir kombinasyonuyla,

federe öğrenme sistemlerinin az çözünürlüklü ADC ve DAC varlığında bile aza-

lan kanallarda etkili bir şekilde çalışabileceğini belirliyoruz. Pratik uygulamanın

başka bir yönü olarak, zaman içinde değişen kablosuz kanallar üzerinde havadan

birleştirme ile federe öğrenmeyi araştırıyoruz. Bu senaryoda, işçiler yerel gradyan-

larını, işçi veya PS hareketliliği gibi faktörlerden kaynaklanan zaman değişimleri

yaşayan kanallar üzerinden iletiyorlar. Bu kanal değişimleri, özellikle hızlı değişen
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kanalların varlığında sistem performansını kayda değer bir şekilde düşürebilen

ara taşıyıcı interferans (ICI) girişi oluşturur. Kanal zaman değişimlerinin FL ile

havadan birleştirme yaklaşımı üzerindeki etkilerini inceliyoruz ve ortaya çıkan is-

tenmeyen interferans terimlerinin, dağıtık öğrenme algoritmasının yakınsamasını

engellemeyen sınırlı yıkıcı etkilere sahip olduğunu gösteriyoruz.

Dağıtık çıkarım konseptine odaklandığımızda, çoklu sensör kablosuz çıkarım

sistemini ele alıyoruz. Bu yapıda, sınırlı hesaplama kapasitesine sahip

birkaç sensör, örtüşen bölgeleri gözlemliyor ve merkezi bir cihaz ile birlikte

işbirlikçi çıkarım çabalarına katılıyor. Sensörlerin hesaplama yeteneklerinin doğal

sınırlamaları göz önüne alındığında, ağın ön bölümünden çıkarılan özellikler, ara

özellikler için sensör birleştirmeyi gerektiren bir kenar cihazına iletilir. Maxi-

mum işlemi için Lp-norm ilham alınan ve LogSumExp yaklaşımları ile sensör

birleştirme yöntemi olarak öneriyoruz, bu da dönüşümle değişmez özelliklerin

elde edilmesine ve aynı zamanda bant genişliğini verimli bir şekilde kullanılmasına

olanak tanır. Önerdiğimiz yöntemin bir gelişimi olarak, Lp-norm ilham alınan bir

öğrenilebilir sensör birleştirme tekniği sunuyoruz. Bu teknik, sensör birleştirme

işlevine öğrenilebilir bir parametre ekler ve sensör birleştirmeyi ağın benzersiz

özellikleri ve sensör dağılımı karakteristiklerine göre özelleştirmenin esnekliğini

sunar. Davranışların bir yelpazesini kapsayarak, bu yaklaşım sistemin uyum

sağlama yeteneğini artırır ve genel performans iyileştirmesine katkıda bulunur.

Anahtar sözcükler : Kablosuz iletişim, federe öğrenme, havadan iletim,

yakınsama, kuantizasyon, sönme kanalları, zamanla değişen kanallar, kablosuz

çıkarım, çoklu sensör ağları, sensör birleştirme.
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Chapter 1

Introduction

Artificial intelligence (AI) and machine learning (ML) systems have been a signif-

icant focus of research in both academia and industry for many decades. Despite

the introduction of the first trainable network, The Perceptron [4], in the 1950s,

the development of neural networks was gradual and hindered by constraints such

as insufficient data and computational power. Nevertheless, these early develop-

ments in neural networks laid the foundation for deep learning, a representation-

learning method designed to learn complex functions [5], with the aid of the

introduction of larger datasets and increased computational power. With these

advancements, the modern industry has started to direct its attention towards

deep learning which is used in various areas such as maintenance, manufacturing,

or automatic systems for practical applications. Due to this interest, the demand

for accurate models has increased, and deep neural networks have become an es-

sential part of many applications due to their unprecedented success in capturing

the nonlinear input-output mapping and learning data patterns [6].

Training precise algorithms for deep learning requires a substantial amount of

training data and computing power. However, the surge in data traffic, resulting

from increased dataset sizes and the excessive computational load of the training

phase, has made centralized training unfeasible. To address these challenges and

enable effective network training, an alternative to centralized processing called

1



federated learning (FL) has gained significant attention in recent years, which

decentralizes the training of the network by distributing the computations. In

FL, each connected device computes the necessary local updates based on its lo-

cal dataset and subsequently transmits these local updates to a central processor

without any raw data transmission. The central processor then aggregates the

updates by averaging and adjusts the global parameters. With the introduction

of this concept, recent literature has delved into various issues associated with

federated learning, e.g., the impact of energy constraints, resource allocation, pri-

vacy concerns, compression techniques for local computations, and performance

across diverse channel models. Furthermore, learning-related challenges are also

explored, such as non-independent and identically distributed (non-i.i.d) data

distributions, network optimization, and the convergence analysis of learning al-

gorithms.

With the increasing interest in FL, its efficient implementation has also at-

tracted attention. Despite the absence of explicit raw data transmission, there is

still a communication overhead in FL due to local update transmission. There-

fore, as an efficient solution to address this concern, over-the-air transmission

has been introduced. With this approach, all participating users transmit their

local updates simultaneously over a multiple access channel (MAC). The cen-

tral processor directly receives the superposition of these transmitted signals by

exploiting the waveform superposition property of the MAC. It is important to

emphasize that this process does not require raw data sharing, and therefore, it

inherently provides higher privacy compared to centralized training.

As previously mentioned, federated learning primarily focuses on the dis-

tributed training phase to benefit from local datasets without the need for data

transmission from participating users. While the training phase is typically seen

as the most demanding computational bottleneck for an intelligent system, equal

attention must also be given to the real-time inference phase, where DNNs are

utilized due to their superior performance. However, a typical network model for

a DNN can comprise tens of millions of parameters, resulting in terabyte-scale

floating-point operations per second [7]. Therefore, it may be challenging to per-

form the computational tasks required for the inference phase of an intelligent
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system on resource-constrained devices commonly used today.

To address the excessive resource requirements of DNNs, several solutions have

been proposed in the literature. Traditionally, one can transmit the sensed raw

data to the cloud or another computationally powerful device, which then per-

forms the DNN inference. However, as a drawback, this solution increases the

amount of data traffic and significantly raises the latency, which is undesirable

for real-time applications. As a low-latency and energy-efficient DNN inference

solution, one can partition the network into two components: the front-end at

the sensor side and the back-end at the cloud or helper device. Initially, sensor

data is collected and processed at the front-end to generate an intermediate fea-

ture, which is then transmitted to a helper processing device for completing the

inference task. Note that intermediate feature transmission is mostly performed

over wireless channels, which introduces impairments on the transmitted signal

for a distributed inference system. This setup is referred to as wireless inference.

With the development of multiple types of sensors and the increasing avail-

ability of cheap devices, the amount of available data has significantly increased,

leading to the growing importance of wireless inference. This data amplification

generated by multi-sensor networks creates a need for data fusion from different

sources to extract and utilize the most relevant and useful information. Draw-

ing inspiration from these advancements, one can enhance the wireless inference

performance by deploying multiple sensors to gather data about a common phe-

nomenon, exploiting data augmentation to produce reliable inference results. In

the context of multi-sensor wireless inference setups, similar to the single-sensor

wireless inference, each sensor performs the front-end network operations inde-

pendently, and the resulting intermediate features are transmitted to the central

device. Inherently, this process requires sensor fusion to produce combined in-

termediate features from multiple sensors, which are then further processed to

obtain an inference result at the receiver side. It is important to note that this

sensor fusion step significantly influences not only the accuracy of the inference

process but also the associated transmission and computational costs, paving the

way for new research areas.
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The success of intelligent systems, the growing interest in their deployment

across various applications, and the surge in their usage have led to the emer-

gence of numerous research areas at the intersection of wireless communications

and machine learning. Specifically, federated learning over wireless channels and

inference represent active areas of research. This thesis systematically addresses

their practical implementation in real-world scenarios, exploring the detailed im-

pact of hardware impairments, complexities of wireless channels, and the pursuit

of transmission-efficient solutions.

1.1 Contributions

We explore a cost-effective implementation of federated learning using low-

resolution digital-to-analog converters (DACs) at the user side and analog-to-

digital converters (ADCs) at the parameter server. This approach significantly

reduces the implementation cost and overall energy consumption of the system

while also employing over-the-air local update transmission for communication

efficiency. We demonstrate that the learning performance is only slightly de-

graded despite the use of low-resolution DACs and ADCs. Next, we extend our

study to over-the-air federated learning over time-varying channels to model the

channel variations encountered in realistic environments. These time variations

result in distortion in the model updates, which can have a detrimental effect on

learning performance. However, through convergence rate analysis and numeri-

cal examples, we illustrate that federated learning over time-varying channels can

effectively provide sufficient accuracy.

With an emphasis on the inference phase of learning approaches, we investigate

multi-sensor wireless networks for data sensing and front-end feature processing.

In this configuration, data fusion is inherently performed in an over-the-air man-

ner, reducing data traffic and yielding transformation-invariant features by em-

ploying approximations for sensor fusion using LogSumExp and Lp-norm inspired

functions for maximum operation. To expand our research, we further introduce
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an Lp-norm inspired flexible sensor fusion method, incorporating a trainable pa-

rameter to create an adaptable network while the transmission cost is significantly

reduced with the help of over-the-air transmission.

The key contributions can be summarized as follows:

Blind Federated Learning at the Wireless Edge with Low-Resolution

ADC and DAC:We explore application of FL in realistic wireless environments,

addressing practical implementation challenges and wireless channel effects. We

model the communication link as a frequency-selective fading channel and utilize

orthogonal frequency division multiplexing (OFDM) for transmitting local gra-

dients. In our setup, we assume that there is no transmitter-side channel state

information (CSI), hence multiple antennas are employed at the receiver side

to align the received signals. Additionally, to reduce hardware complexity and

power consumption, we implement low-resolution DACs at the transmitter side

and ADCs at the parameter server (PS) to study the effects of practical low-cost

DACs and ADCs on the learning performance. Our theoretical analysis shows

that the impairments caused by low-resolution DACs and ADCs, including those

of one-bit DACs and ADCs, do not prevent the convergence of the federated

learning algorithms, and the multipath channel effects vanish when a sufficient

number of antennas are used at the PS.

Our research on this topic has been published in [8, 9].

Federated Learning with Over-the-Air Aggregation over Time-

Varying Channels: We consider over-the-air aggregation empowered federated

learning over time-varying wireless channels. Workers independently compute

their local gradients based on their respective datasets and transmit them to a

PS via a time-varying multipath fading multiple access channel utilizing OFDM.

These wireless channel variations introduce inter-carrier interference (ICI), par-

ticularly in rapidly changing channels, posing a challenge to OFDM systems. We

explore the impact of channel variations on FL convergence with over-the-air

aggregation and demonstrate that these interference effects do not hinder the
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convergence of the learning algorithm, especially under slow to moderate varia-

tions. Furthermore, we validate our results through extensive simulations, which

align with the theoretical expectations.

Our results for this line of investigations have been published in [10, 11].

Transformation-Invariant Over-the-Air Combining for Multi-Sensor

Wireless Inference: In this line of work, we propose a multi-sensor wireless

inference system where an edge device combines features sensed by different sen-

sors. Due to the limited computational capabilities of sensors, the features ob-

tained through the front part of the network are transmitted to the edge device,

which uses Lp-norm inspired and LogSumExp (LSE) approximations for the max-

imum operation to obtain transformation-invariant features. These features can

be transmitted in an over-the-air manner, ensuring bandwidth-efficient transmis-

sion. We also consider multi-modal network branches for sensors based on their

computational capabilities, improving the overall performance by using data ob-

tained from both computationally limited and powerful devices enhancing the

usefulness of the overall sensed data.

Our results on over-the-air combining for multi-sensor wireless inference have

been accepted for presentation in [12].

Learnable Sensor Fusion for Multi-Sensor Wireless Inference Net-

works: In the final part of the thesis, we explore the concept of learnable sensor

fusion in the context of a multi-sensor wireless inference system. Given the limited

computational capacity of individual sensors, in our setup, the sensors exclusively

employ front-end networks to extract intermediate features. These features are

subsequently transmitted to a central processing device through a multiple access

channel to facilitate the inference process. The use of multiple sensors inherently

entails the collection of more data, and introduces the necessity for sensor fusion.

Specifically, we introduce an over-the-air learnable sensor fusion method inspired

by the Lp-norm through a trainable parameter in the sensor fusion function.

The proposed approach allows for the customization of sensor fusion to match

the specific characteristics of the network and sensor distribution by capturing a
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range of behaviors, and it enhances the adaptability of the system and its overall

performance.

1.2 Thesis Outline

The remainder of this thesis is organized as follows. In Chapter 2, we provide the

fundamentals of federated learning and wireless inference, along with an overview

of the existing literature on these topics. Chapter 3 focuses on blind federated

learning at the wireless edge with low-resolution ADC and DAC. Our study on

FL with over-the-air aggregation over time-varying channels is presented in Chap-

ter 4. In Chapter 5, we discuss transformation-invariant over-the-air combining

for multi-sensor wireless inference, addressing transmission-efficient sensor fu-

sion. Chapter 6 is dedicated to learnable sensor fusion for multi-sensor wireless

inference networks, which provides flexibility in the sensor fusion function. Our

conclusions and future research directions are presented in Chapter 7.
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Chapter 2

Preliminaries and Literature

Review

2.1 Neural Networks and Deep Learning

Neural networks (NNs) are tools that are capable of emulating the cognitive

understanding of the human brain. The origins of NN studies trace back to 1943

when McCulloch and Pitts analytically modeled the biological workings of brain

neurons to imitate logical functions [13]. Inspired by this initial work, Rosenblatt

introduced the Perceptron featuring a single layer of neurons capable of classifying

images with just a few hundred pixels [4]. The Perceptron is often considered as

the ancestor of neural networks.

In recent years, neural networks have become widely used to simulate the

adaptable nature of the human brain to respond effectively to changing inputs

and give optimal results. These neural networks typically consist of three layers:

the input layer, the hidden layer, and the output layer, with each layer composed

of multiple nodes known as neurons, as illustrated in Fig. 2.1. The input layer

receives and forwards the input data to the next layer. The hidden layer, which

is between the input and output layers, carries out operations to uncover hidden
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Input layer Hidden layers Output layer

Figure 2.1: A simple neural network representation.

features and patterns of the input. Once the input has been processed through

the hidden layers, the final result is obtained from the output layer.

Each neuron in these layers (represented by nodes in Fig. 2.1) receives inputs

from connected layers, which are then multiplied by corresponding weights. The

resulting weighted inputs are combined with a bias term, and this summation is

passed through a nonlinear activation function to generate the neuron output.

These operations are depicted in Fig. 2.2 and commonly referred as forward pass

of a network. It is important to note that during the training process, the weight

and bias terms are adjusted and optimized to learn the input-output relationship.

After the forward pass, the predictions are compared to the ground truth

labels in the dataset using a loss function. For machine learning approaches, the

empirical loss function, denoted by F (w) during iteration t, can be written as

F (wt) =
1

B

∑
d∈B

f(wt, d), (2.1)

where wt is the model parameters to be optimized, B is the dataset with size

B and f(·) is the loss function. Most commonly used loss functions for neural
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Figure 2.2: A simple neural network representation.

networks include cross-entropy and mean squared error.

To minimize the loss function, the gradient descent can be used and the net-

work parameters can be optimized through the update rule, which is given by

wt+1 = wt − η∇F (wt) = wt − η
1

B

∑
d∈B

∇f(wt, d), (2.2)

during iteration t where η is the learning rate. The gradient calculation and

update process provide insight into how much each network parameter should be

adjusted to reduce the current loss.

Iteratively, forward pass and backpropagation are performed until a prede-

termined number of iterations or the desired level of accuracy is achieved. This

process results in the final network weights, which are utilized in machine learning

applications for prediction including shallow and deep neural networks.

Neural networks are effective tools in capturing the nonlinear structure of

input data through hidden layers, making them a fundamental component of

intelligent systems. However, the issue of vanishing gradients during backpropa-

gation prevents the effective training of lower layers, often leading to convergence
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at local minima or saddle points, as discussed in [14, 15]. Despite various pro-

posed solutions to mitigate these challenges, DNNs have gained attention due to

their remarkable performance in numerous applications compared to NNs. Their

multiple hidden layers enable the extraction of more information related to input-

output relationships, significantly enhancing performance [16]. Moreover, their

ability to generalize data reduces the occurrence of overfitting problems when

employing them [17].

Regardless of the remarkable success of DNNs, which makes them an integral

part of a wide range of applications, their multilayered structure introduces chal-

lenges related to their complexity. For instance, to perform a forward pass of

the ResNet-152 model [18], consisting of 152 layers, 11 × 109 floating-point op-

erations (FLOPs) are required for a 224× 224 input image in a single iteration.

This may not be feasible on simple devices, as discussed in [19], and the use of

distributed learning approaches has gained significant attention over the years.

As shown with the update rule given in (2.2), in gradient descent, all the samples

in the training set are used during each iteration to update the model parameters,

which can be computationally demanding for deeper networks. Alternatively, it

is possible to use a random subset of training samples as a training set during

a particular iteration for the update, which is called stochastic gradient descent.

This approach allows for the parallelization of the learning process by distributing

the dataset and computation across several participants.

With the distributed SGD, the model update rule during iteration t can be

written as

wt+1 = wt − η
1

M

M∑
m=1

gm(wt), (2.3)

where M is the number of participants, and

gm(wt) =
1

Bm

∑
d∈Bm

∇f(wt, d), (2.4)

is the stochastic gradient for the m-th participant for its local dataset Bm with

size Bm. This approach enables efficient training for DNNs by accelerating the
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training phase and distributing the computational loads among multiple partic-

ipants. Hence, more complex and accurate machine learning algorithms can be

trained in a collaborative way.

2.2 Over-the-Air Computation

The rapid advancements in communication, data collection methods, and device

technologies have given rise to the emergence of a new phenomenon: big data.

While big data brings with it the potential for robust optimization and learning

techniques, it also presents challenges in the form of substantial computational

loads, high bandwidth demands, and data traffic congestion. To address these

challenges, the concept of over-the-air (OTA) computation can be considered as

an efficient approach to data fusion. Over-the-air computing allows us to obtain

the average of transmitted signals directly without allocating different resources

for the transmitters. This approach can be applied in various domains, including

deep learning training using SGD, as discussed in the previous section with the

update rule provided in (2.3) and (2.4), which utilizes the average of the local

gradients from the participants during the model update.

Consider a system with multiple signal sources aiming to transmit their signals

to a common receiver. The goal of the receiver is to calculate a superposition sig-

nal from all the transmitters. Traditionally, the simplest solution is the transmit-

then-compute method, in which signal sources transmit their signals during a

resource slot reserved only for them. The receiver then combines these signals to

obtain the superposition signal after recovering each transmitted ones.

In contrast, an alternative approach, where error-free transmission of data

from M sources over a multiple access channel simultaneously is achieved with

the superposition property, can be explored. Let the communication model be

given as

y =
M∑

m=1

ψm(um), (2.5)
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Figure 2.3: Traditional method vs over-the-air computing [1].

where um is the transmitted signal by the m-th data source, ψm pre-processing

function of them-the data source and y is the received signal. As discussed in [20,

21], every real-valued multivariate function is representable in its nomographic

form as a function of a finite sum of univariate functions, there always exists a

set of pre-processing functions ψm and a post-processing function φ such that

r = ϕ(u1, · · · , uM) = φ

(
M∑

m=1

ψm(um)

)
. (2.6)

As indicated in (2.6), each data source m simultaneously transmits their pre-

processed data over the multiple access channel, which is then received and

processed by the receiver using the function φ(·) to extract the desired signal.

This approach streamlines the communication process, allowing various opera-

tions such as summation and averaging to be performed within a single time slot,

as illustrated in Fig. 2.3.

Over-the-air computation finds application in various scenarios. It is partic-

ularly valuable in cases where consensus is required. For instance, in a network

featuring multiple robots, each robot can transmit their sensed data to a central

node concurrently, and the central node can take action based on the average

of the data from all robots. More recently, over-the-air computation has gained

13



prominence in the domains of distributed machine learning and federated learn-

ing, where the communication of local gradients is efficiently executed through

over-the-air methods.

Sufficient Statistics and Over-the-Air Computation

Statistics are functions of data X denoted by T (X). For any statistics with a

parameter θ describing the underlying data distribution, we observe the following

relationship, expressed as a Markov chain,

θ → X → T (X). (2.7)

According to the data processing inequality, (2.7) implies that

I(θ, T (X)) ≤ I(θ,X), (2.8)

where I(·, ·) represents the mutual information function. Consider statistics sat-

isfying the following Markov chain, in addition to (2.7):

θ → T (X) → X, (2.9)

which means that knowing T (X) removes the randomness in X related to the

parameter θ. These are referred to as sufficient statistics, resulting in

I(θ, T (X)) = I(θ,X). (2.10)

If T (X) is a sufficient statistic, it inherently contains all the information in X

necessary to estimate the unknown parameter θ. Sufficient statistics can be iden-

tified using various methods, such as the Fisher-Neyman Factorization Theorem

[22].

Connecting (2.6) and (2.5) with sufficient statistics, one can infer that

over-the-air computation can be viewed as parameter estimation for samples

{u1, u2, · · · , uM} using ψm(·) and φ(·) functions (or equivalently function ϕ(·))
as a sufficient statistic T (u1, u2, . . . , uM) for the samples. For instance, consider a
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random sample u1, u2, . . . , uM from a normal distribution with an unknown mean

µ and known variance σ2. Using the Factorization theorem, one can demonstrate

that u1+u2+···+uM

M
serves as a sufficient statistic for estimating the mean µ. Conse-

quently, one may infer that if the underlying statistical model for the transmitted

signals from M different transmitters is known, with an unknown parameter to

estimate, the situation bears a resemblance to the over-the-air approach.

2.3 Federated Learning

With the emergence of new technologies, both the quality and quantity of data

collection devices have increased, enabling the collection of an unprecedented

amount of data for intelligent machine learning algorithms. The increase in the

amount of data results in higher classification accuracy of the ML algorithms;

however, training with a single machine requires an excessive amount of computa-

tions, memory requirements, and greatly increased training time and energy con-

sumption [23]. In addition, it also raises privacy concerns [24]. To address these

challenges, a novel decentralized learning approach known as federated learning

is proposed in [25]. This method facilitates distributed learning, ensuring that

the local data remains on the respective data owner’s device while the aggregated

model is obtained by incorporating the local updates from all participating de-

vices. Unlike traditional distributed learning methods, participating users do not

share their local data directly with each other. Instead, the local model updates

are shared with a central device, typically a central server or aggregator. With

this approach, the need for sharing raw data with other devices (other partici-

pants and the central server) is removed, significantly reducing the risk of privacy

infringements [26].

2.3.1 System Model for Federated Learning

We consider an FL system with M users, each possessing its own local dataset

Bm with size Bm, where m ∈ [M ]. The total amount of data in the overall system
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Figure 2.4: System model for general federated learning.

is denoted as B, such that B ≜
∑M

m=1Bm. For the learning process of FL, SGD

is employed. The local gradients calculated by each user are sent to a central

server, commonly referred to as the PS, as illustrated in Fig. 2.4.

The overall loss function of the considered learning model is defined as

F (θ) =
M∑

m=1

Bm

B
Fm (θ) , (2.11)

where Fm (θ) is the empirical loss function of the m-th user for m ∈ [M ].

At the beginning of each global iteration t, the parameter server transmits the

global parameter θ(t) to all the users. Upon receiving the global parameter, the

m-th user performs ϵ local iterations, following the update rule

θp+1
m (t) = θp

m(t)− ηpm(t)∇Fm (θp
m(t), ξ

p
m(t)) , (2.12)

where p ∈ [ϵ], ηpm(t) is the learning rate for the m-th user during the p-th local

iteration of the t-th global iteration. ∇Fm (θp
m(t), ξ

p
m(t)) is the stochastic gradient

estimate in which ξpm(t) is the local mini-batch sample. The local iterations are
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initialized as θ1
m(t) = θ(t).

At the end of each iteration t, after performing ϵ local updates, each user m

transmits its update to the PS, i.e.,

∆θm(t) = θϵ+1
m (t)− θ(t), (2.13)

wherem ∈ [M ]. In an ideal scenario without any noise or interference, the update

at the parameter server is given by

θ(t+ 1) = θ(t) + ∆θ(t), (2.14)

where ∆θ(t) is the average of all the local updates which is

∆θ(t) =
1

M

M∑
m=1

∆θm(t). (2.15)

Then, this updated global parameter is shared with all the users, and the next

iteration starts. Training continues iteratively until a predetermined number of

iterations is reached or until a desired level of accuracy or loss is achieved.

2.3.2 FL with Over-the-Air Aggregation

Federated learning is a collaborative learning approach in which several users can

participate without sharing their local data with other participants or the param-

eter server. While this approach allows for the distribution of the computational

load to the participants, it also enhances privacy and security, since there is no

explicit raw data sharing.

In FL, as given in (2.15), the global parameter update is performed by av-

eraging the local updates with the help of SGD, and individual local updates

are not directly used. Hence, the process of locally averaging gradients can be

significantly enhanced through the utilization of over-the-air computation, a con-

cept introduced in the previous section. With this approach, the workers are not
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required to be allocated to different resource slots; instead, they can utilize the

same slot for their simultaneous transmissions, resulting in a significant reduc-

tion in transmission costs. Consequently, the gradient averaging method can be

carried out over-the-air, promoting transmission efficiency in federated learning.

2.3.3 Advances in Federated Learning

The rapid growth of data sensing and collection capabilities of computation de-

vices facilitates the use of massive datasets enabling performing the ML task in

a distributed manner with the help of federated learning, has recently drawn sig-

nificant attention [23, 27]. In federated learning, each device connected to the

central processor performs the required gradient computation based on its local

dataset, and sends it to the central processor. The global parameter update is

performed at the central processor using the local computations of the connected

devices.

While federated learning can be considered as a combination of two broadly

studied areas: statistical learning and communications, it also opens up new re-

search avenues. With this motivation, different problems related to federated

learning are studied in the recent literature. These include studies on the effects

of energy constraints, resource allocation, privacy, compression of local compu-

tations, convergence analysis of the learning algorithms, and performance over

different channel models. In particular, in [28], digital and analog distributed

stochastic gradient descent (D-DSGD and A-DSGD) algorithms over a Gaussian

MAC are proposed. The authors use the superposition property of the MAC

to recover the mean of the local gradients computed at remote workers. In D-

DSGD, workers digitally compress their locally computed gradients into a finite

number of bits, while in A-DSGD, workers use an analog compression similar to

what is done in compressed sensing (CS) to obey the bandwidth limitations. In

[29] and [30], the channel between the PS and the workers is modeled as a fad-

ing MAC. Ref. [29] performs power allocation among the gradients to schedule

workers according to their CSI. The authors show that the latency reduction of
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the proposed method scales linearly with the device population. Ref. [30] pro-

poses a gradient sparsification method which is followed by a CS algorithm to

reduce the dimensions of a large parameter vector. By reducing the dimensional-

ity of the gradients and designing a power allocation scheme, the authors obtain

significant performance improvements compared to the existing benchmarks. In

[31], the authors concentrate on achieving communication efficiency in FL over

a multiple-input multiple-output (MIMO) MMAC. In the uplink transmission

phase, where local updates are sent from workers to the PS server, the workers

employ a technique known as block sparsification to map a high-dimensional lo-

cal gradient to multiple lower-dimensional gradient vectors. On the PS side, the

process of obtaining the average of local updates involves performing joint MIMO

detection and sparse local-gradient recovery iteratively, drawing inspiration from

the principles of turbo decoding.

In addition to the studies that decrease the communication load, [32] consid-

ers transmission energy, and formulates an optimization problem for the joint

learning and communication process. The goal is to minimize the total energy

consumption for local computations and wireless transmission under latency con-

straints. In [33], the authors focus on the minimization of the convergence time

of a federated learning system by jointly considering user selection and resource

allocation. The aim of the PS is to include as many workers as possible in

the learning process for convergence to the global model with limited resources.

There are also several studies on data exchange rate reduction via quantization

[34, 35, 36, 37]. Specifically, in [37], the authors introduce a lossy federated learn-

ing (LFL) system, which directly quantizes both the global and the local model

parameters to reduce the communication loss. They show that the convergence

of the learning algorithm is guaranteed despite the quantization process. When

the training data is randomly split among the workers, LFL with a small number

of quantization levels performs as well as a system with unquantized parameters.

In another line of research, [38] considers a federated learning system for which

there is no CSI at the workers; hence the PS employs multiple antennas to align

the received signals. In [39], this study is extended further, and a convergence

analysis for the blind federated learning with both perfect and imperfect CSI is
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performed.

Ref. [40] proposes a robust distributed computing scheme where the destruc-

tive effects of slower workers are mitigated, while [41] studies Byzantine resilient

distributed learning systems where failures may occur due to outside attacks,

software bugs and synchronization problems. In [42], a Byzantine-resilient fed-

erated learning framework is explored specifically for datasets with heavy-tailed

distributions. To ensure robustness against both Byzantine worker nodes and

the challenges posed by heavy-tailed data, the authors employ a combination of

convex and non-convex optimization techniques. Additionally, they implement

gradient compression methods to alleviate the communication overhead associ-

ated with this resilient federated learning setup. In [43], a Byzantine-robust

secure aggregation scheme for federated learning is introduced. This scheme is

designed to withstand various challenges, including user dropouts, collusion, and

Byzantine adversarial attacks. It accomplishes this robustness through the strate-

gic utilization of ramp secret sharing and coded computing techniques. In [44],

the authors leverage the additive structure of the Weiszfeld algorithm to craft a

Byzantine-robust over-the-air federated learning model. This approach enhances

the communication efficiency of the federated learning system. Byzantine-robust

FL systems are further explored in [45, 46, 47, 48, 49].

Despite the absence of direct local data uploads in FL, the privacy of partici-

pants can still be at risk due to reverse attacks, wherein user data can be analyzed

through the examination of their uploaded updates. In [50], the authors devise an

efficient privacy-preserving data aggregation method based secret sharing. Uti-

lizing homomorphisms of secret sharing, the PS can efficiently obtain the sum

of local updates from the participating users without the need to access or learn

each user’s individual data. This method serves the dual purpose of averting local

model leakages and resisting reverse attacks, improving the privacy of participants

in FL. In [51], the authors introduce a privacy-preserving defense strategy that

relies on two-trapdoor homomorphic encryption. This strategy is designed to pre-

vent model poisoning attacks in FL. Notably, many existing defense mechanisms

against data poisoning fall short when attackers employ encrypted poisonous
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gradients that cannot be easily identified. However, the proposed approach in-

corporates a secure cosine similarity method, which allows for the measurement

of the distance between two encrypted gradients. This technique aids in the iden-

tification of encrypted malicious gradients, enhancing the security and resilience

of FL systems against model poisoning attacks. In [52], the authors employ

an approach that combines adaptive gradient descent with differential privacy.

Adaptive gradient descent is utilized to dynamically adjust the learning rate dur-

ing training, helping to prevent issues like overfitting and fluctuations, thereby

enhancing both efficiency and performance. Concurrently, differential privacy is

applied to imrpve the resistance against background knowledge attacks, further

enhancing the privacy and security of the FL process. Privacy and security in FL

are further investigated in [53, 54, 55, 56].

With the focus on downlink transmission from the central server to the work-

ers, [57] considers both digital and analog approaches. In the digital approach,

the PS quantizes the global parameter and utilizes a capacity achieving channel

code, while the analog one transmits the global parameter without any cod-

ing. In [58], the authors focus on the federated learning in conjunction with

quantization and user scheduling. Initially, an upper bound on the loss func-

tion is established, which subsequently undergoes minimization while adhering

to latency constraints. This optimization considers several factors, including pa-

rameter quantization, user scheduling, channel bandwidth, and transmit power,

to achieve efficient federated learning. In [59], a novel quantization approach for

FL known as doubly-adaptive quantization is introduced. This approach involves

the dynamic adjustment of quantization levels, which can vary not only over

time but also among individual clients, enhancing the adaptability and efficiency

of the FL system. From a different standpoint, in [60], the authors employ an

adaptive approach to adjust quantization levels based on local gradient updates.

More precisely, gradients with a larger updates are quantized and transmitted

using a greater number of bits, whereas gradients with lower updates are quan-

tized with fewer bits. This approach effectively leverages the heterogeneity in

local data distributions and concurrently reduces the overall transmission cost.

In [61], quantization is integrated into both the training process of FL and the
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uplink transmission phase. To achieve this, the authors employ fixed-precision

format quantized neural networks (QNNs) within the FL framework. The pri-

mary objective of this approach is to minimize energy consumption and reduce

the number of communication rounds. This optimization is achieved by for-

mulating a multi-objective problem that considers various factors, including the

number of iterations, device selection, and quantization levels, all contributing

to the overall efficiency of the FL system. In [62], the authors propose a novel

approach to gradient compression for training DNNs within the FL framework.

This approach draws inspiration from rate-distortion principles and focuses on

scalar-quantizer design. Specifically, two rate-distortion principles are considered:

the M-magnitude weighted L2 distortion measure, which yields higher fidelity for

larger gradients, and the 2 degrees of freedom distribution fitting, which involves

fitting the gradient distribution using a distribution characterized by two degrees

of freedom. Subsequently, a scalar quantizer is designed to minimize the expected

distortion in gradient reconstruction, enhancing the efficiency of the FL system.

FL with quantization is further investigated in [63, 64, 65, 66].

In [67], FL with energy harvesting is considered where the energy arrivals are

heterogeneous. The authors propose weighted averaging with respect to the latest

energy arrivals and data cardinalities to prevent bias and show that the perfor-

mance of the proposed approach is similar to that of full participation. Ref. [68]

studies hierarchical over-the-air federated learning (HOTAFL) to investigate the

limitation introduced by mobile users, and its convergence analysis is performed.

In [69], a hierarchical edge-based FL system exploiting the similarity between the

local and global model parameters to avoid uploading unnecessary local updates

is proposed. The effect of the distance of the cell-edge users to the base station

[70], hierarchical clustering for non-i.i.d data [71], and an evolutionary game the-

ory approach for worker cluster selection decisions [72] in hierarchical FL are also

studied. In another line of research, the authors in [73] propose a flexible commu-

nication and compression scheme that balances the energy consumption of local

computations and wireless communication costs. In [74], the authors focus on

an FL system with heterogeneous user data and optimize the resource allocation
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by considering the trade-off between the convergence time and energy consump-

tion. In [75], client scheduling for FL is studied where the links between the

users and the PS are resource-constrained and unreliable. The authors derive the

convergence rate for the proposed system by taking into account both scheduling

and inter-cell interference. Resource allocation for users where both the channel

conditions and significance of the local model updates are important factors is

considered in [76]. Different aspects of user/client selection [77, 78, 79, 80], user

scheduling [81] and resource allocation [82, 83, 84] are also studied.

2.4 Wireless Inference

DNNs are one of the most promising and widely used machine learning methods

which allow intelligent mobile applications to perform a very complicated task

with highly accurate and reliable results. With the advancement in this area,

DNNs are successfully applied in many domains, e.g., computer vision, smart

driving, and natural language processing. However, due to their high computa-

tional complexities, DNN-based applications cannot be fully employed in simple

edge devices like the Internet of Things (IoT) devices due to their limited compu-

tational capabilities, latency, and energy consumption requirements of the given

application.

2.4.1 Solutions and Strategies for Wireless Inference

As a straightforward solution to address the challenges introduced by the com-

plexity of the DNNs, the IoT device may prefer to upload the sensed data to

another helping server which can easily deploy a DNN with any complexity to

perform the inference. However, this raw data upload will excessively increase

transmission offload, which is an undesired outcome. Note that this raw data

may include many irrelevant data with the task, resulting in an unnecessary

communication load. Additionally, uploading raw data raises potential privacy
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concerns, as sensitive information could be unintentionally disclosed. The alter-

native solution is to employ the whole network at the sensor side; however, it

may not be possible to perform all the required calculations for the inference

of a complex network with necessary reliability. Therefore, for practical appli-

cations, [85] removes unimportant weights of the network, which is achieved by

using second-derivative information for the trade-off between the training error

and complexity. This method, widely referred to as pruning, results in better

generalization and faster learning/inference processes. Ref. [86] consider a simi-

lar approach for general error measures to achieve a reduced computational and

storage implementation. A more detailed and timely literature search on pruning

to accelerate the inference phase can be found in [87].

The previously mentioned methods, i.e., uploading the raw data without any

processing and fully employing the network on the sensor side, are two opposite

perspectives, each with its advantages and disadvantages. Hence, as a straightfor-

ward solution, the studies in the literature focus on splitting the network between

the IoT device and another helper edge server. With this proposed approach, the

IoT device pre-processes the raw data (i.e., performs the forward propagation up

to a cut layer) by only using its limited computational capabilities and energy

limitations. The resulting feature vector is transmitted to the edge server, which

completes the forward propagation and obtains an inference result for its given

task. Note that the edge server can be a very high-capacity device that can easily

perform complicated computation tasks. Here the main focus is to minimize the

number of computations at the IoT device while maintaining reasonable infer-

ence accuracy under the latency limitations of the given task which is commonly

referred as wireless inference or device-edge co-inference. A simple system model

for wireless inference with a single sensor setup is illustrated in Fig. 2.5.

It is essential to highlight that wireless inference primarily focuses on the on-

line inference phase, whereas federated learning is primarily concerned with the

distributed training phase. Therefore, in wireless inference, the training can be

carried out in an online manner for the given setup beforehand, without taking

into account the cost of training. The main objective is to optimize and enhance
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Figure 2.5: System model for general wireless inference.

the real-time inference process without explicit consideration of the training over-

head.

2.4.2 Advances in Wireless Inference

With the rise in the quality and quantity of edge devices, the concept of wireless

inference has drawn significant attention recently. In [88], a network splitting

approach is proposed where the authors introduce an end-to-end architecture

called Bottlenet++ in which the encoder and decoder act as a machine learning-

based joint source-channel coder, considering channel impairments as a parameter

of the overall network. In [19], the authors study a similar scenario with feature

compression and reliable communication via deep joint source-channel coding

(DeepJSCC) over additive white Gaussian noise (AWGN) channels and network

pruning is employed to handle bandwidth limitations. In [89], wireless image

retrieval problem is considered where an edge device/sensor captures an image of

an object as raw data, and transmits the corresponding low-dimensional signature

with the aim of retrieving similar images belonging to the original object from

another dataset.

Most existing works in device-edge co-inference (or wireless inference) focus

on DNN-based applications. However, Graph Neural Networks (GNNs) are pow-

erful tools, especially for cloud processing. On the other hand, due to the very

severe data amplification effect of GNNs, the existing methods for device-edge

co-inference cannot be directly extended to GNN-based inference. In [90], the au-

thors propose a low-latency co-inference framework, called Branchy-GNN, where
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the computations at the edge device are both controlled by network splitting

and early exit mechanism. This early-exit mechanism helps to reduce edge de-

vice computations while a learning-based JSCC algorithm is implemented to cope

with the wireless channel and reduce the latency. The proposed approach over-

performs the standard network splitting, only-edge computation, and only-device

computation under several wireless channel scenarios. In [91, 92], the authors

study decentralized inference with GNNs over imperfect wireless channels, with

a focus on enhancing privacy in [92].

In references [93] and [94], the authors use the information bottleneck (IB)

principle [95, 96] to formulate the trade-off between feature informativeness and

inference performance for device-edge co-inference in task-oriented applications.

As identified in previous studies on different aspects of wireless inference, it can be

an effective solution to improve edge device inference capabilities while balancing

communication overhead by utilizing computational resources at both the edge

devices and the edge server [97, 98, 99, 100].

In [101], a similar computing hierarchy consisting of cloud, edge and end de-

vices where the DNN layers are mapped into hierarchical parts and the whole

network is optimized to maximize the usefulness of the features, but the effect of

wireless channels and efficiency of transmission is ignored. In [102], deep over-the-

air computation is introduced for transmission efficient distributed inference over

wireless channels using multiple sensor devices. The study employs averaging

operation as the feature fusion method.

As in FL, privacy can also be a significant concern in device-edge co-inference.

In [103], the authors introduce a framework called “Roulette,” which is designed

to preserve privacy in the context of collaborative inference with a focus on task-

oriented semantic privacy. This framework treats sensitive information, such

as the ground truth of the data (e.g., class labels), as private. The proposed

approach leverages split learning, where the back-end network remains frozen, and

the front-end serves as both a feature extractor and an encryptor. Additionally,

the authors provide a guarantee of differential privacy and conduct an analysis

of the security regarding ground truth inference attacks.
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2.5 Chapter Summary

In this chapter, we first provide a summary of the fundamental concepts in neural

networks and deep learning, offering essential background information and laying

the groundwork for the subsequent discussions. Next, we explain over-the-air

computation, where the superposition signal is achieved through the simultane-

ous transmission of transmitters in a resource-efficient manner and can be used

in the efficient implementation of distributed SGD. We also introduce the basics

of federated learning, a distributed learning method, drawing from existing lit-

erature on the subject. Consequently, the training phase of federated learning

can be carried out in an over-the-air manner, promoting transmission efficiency.

Finally, we explore wireless inference, which focuses on the inference phase of a

pretrained network, making this approach a counterpart of federated learning,

and review recent advances in this domain.

27



Chapter 3

Blind Federated Learning at the

Wireless Edge with

Low-Resolution ADC and DAC

In this chapter, our main objective is to study federated learning over wireless

channels in realistic settings by considering practical implementation issues as

well as the wireless channel effects. We model the communication link as a fre-

quency selective fading channel, and transmit the local gradients using OFDM.

We consider the blind transmitter scenario, i.e., there is no CSI at the trans-

mitters, hence multiple (even a massive number of) antennas are employed at

the receiver side. Furthermore, to reduce the hardware complexity and power

consumption, we employ low-resolution DACs at the transmitter side (at each

worker), and ADCs at the receiver side. In fact, this is nothing but the over-the-

air machine learning, except that here we are taking into account the effects of

the wireless medium as well as the use of low-resolution DACs and ADCs.

The main contributions of this chapter can be summarized as follows:

� Different from previous works regarding federated learning reviewed above

([38, 28, 30, 37, 29, 34, 35, 36, 39]), we consider a realistic wireless channel
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model where the channel between the workers and PS is modeled as a

multipath fading MAC.

� To cope with the realistic channel impairments, we transmit the local gra-

dients using OFDM with a cyclic prefix (CP) to mitigate the ISI caused by

the multipath. Thus, different from [37], we consider the transmission and

reception of actual OFDM signals as would be necessitated in a practical

implementation.

� Since one of our main concerns is a practical implementation of federated

learning, we also employ low-resolution DACs and ADCs separately at the

workers and the PS side, respectively. Also, we extend our studies to the

case of a system which utilizes both low-resolution DACs and ADCs.

� Via both theoretical analysis and extensive simulations, we find that the

effects of imperfections due to finite resolution DACs and/or ADCs can be

alleviated using a sufficient number of receive antennas at the PS, and the

convergence of the distributed learning algorithm is guaranteed even if we

employ low-cost (even one-bit) DACs and/or ADCs.

The chapter is organized as follows. Section 3.1 introduces the system model

and preliminaries. DSGD with low-resolution DACs is analyzed in Section 3.2,

and the effect of low-resolution ADCs at the receiver side is studied in Section 3.3,

respectively. Joint utilization of low-resolution DACs and ADCs are considered

in Section 3.4. Performance of blind federated learning with realistic channel

effects and hardware limitations is studied via simulations in Section 3.5, and the

chapter is concluded in Section 3.6.

Note that our initial work on this topic is given in [104].

Notation: Throughout this chapter, the real and imaginary parts of x ∈ C are

represented by xR and xI , respectively. We use the notation [a b] to indicate the

integer set {a, . . . , b} where a ≤ b, a and b are positive integers, and [b] = [1 b].

We denote l2 norm of a vector x by ||x||2. The entry in the i-th row and j-th

column of a matrix A is denoted by A[i, j]. N -point Discrete Fourier Transform

29



(DFT) of vector x ∈ CN is defined as

X[u] =
N∑

n=1

x[n]e−j2πnu/N . (3.1)

while the N -point inverse discrete Fourier Transform (IDFT) of vector X ∈ CN

is given by

x[n] =
1

N

N∑
u=1

X[u]ej2πnu/N . (3.2)

3.1 System Model

We consider a distributed ML system where each worker calculates its gradient

estimate and sends it to a central PS through a multipath fading MAC using

OFDM as illustrated in Fig. 4.1. At the receiver side, OFDM demodulation,

signal combining and global model parameter update are performed. The global

parameter is broadcast to the workers over an error-free link. We assume that

there is no transmit side CSI, and that the PS employs multiple antennas to

recover the average of the workers’ gradients. With the use of a higher number

of workers and many antennas, a significant amount of power at the transmitter

and receiver is consumed by the DACs and ADCs [105]. The power consump-

tion of DACs and ADCs increases linearly, and their hardware cost increases

exponentially with the number of quantization bits [106]. In order to keep the

implementation cost and power consumption low, we consider a distributed learn-

ing system where the transmitters and receivers are equipped with low-resolution,

even one-bit, DACs and ADCs, respectively.

We jointly train a learning model by using iterative SGD to minimize a

loss function f(·). During the t-th iteration, worker m ∈ [M ] calculates the

gradient estimate gt
m ∈ Rd by processing its local dataset Bm according to

1
|Bm|

∑
u∈Bm

▽f(θt, u) where θt ∈ Rd is the vector of model parameters, d is the

number of model parameters, and gtm[n] represents the n-th entry of the gradient

estimate. We form the baseband frequency domain signal of the local gradient
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Figure 3.1: System model for distributed machine learning at the wireless edge.

vector as

ĝt
m =

[
gtm[1] + jgtm[s+ 1], gtm[2] + jgtm[s+ 2], · · · , gtm[s] + jgtm[2s]

]
, (3.3)

where s = ⌈d/2⌉, ĝt
m ∈ Rs, and gtm[2s] is assigned as zero if d ≡ 1 (mod 2).

Then, the first step is to form the OFDM signal by taking an N -point IDFT of

the gradient vector as

Gt
m[u] =

1

N

N∑
n=1

ĝtm[n]e
j2πnu/N , (3.4)

for u ∈ [N ]. If s < N , ĝtm[n] = 0 for n > s, i.e., ĝt
m is zero padded.

The channel between the m-th worker and the k-th antenna of the PS is

modeled as a (wireless) multipath MAC. We assume that the channel does not

change during the transmission of one OFDM word, while it may be different for

different OFDM words. The impulse response of the channel is

htmk[n] =
L∑
l=1

htmklδ[n− τmkl], (3.5)
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where n ∈ [N +Ncp], L is the number of channel taps, τmkl is the time delay and

htmkl ∈ C is the gain of the l-th channel tap from the m-th worker to the k-th

antenna of the PS. Note that this is nothing but the machine learning over-the-

air framework of [38]. We assume that htmkl are zero-mean (circularly symmetric)

complex Gaussian with E [(htmkl) · (htm′k′l′)
∗] = 0 for (m, k, l) ̸= (m′, k′, l′), and

E [|htmkl|2] = σ2
h,l, i.e., all the channel taps experience Rayleigh fading.

To mitigate the ISI caused by the multipath channel, CP addition is performed,

i.e.,

Ḡt
m =

[
Gt

m[N −Ncp + 1] . . . Gt
m[N ] Gt

m[1] . . . G
t
m[N ]

]
, (3.6)

where Ḡt
m ∈ CN+Ncp is the OFDM word to be transmitted by the m-th worker.

The CP length Ncp is chosen to be greater than the delay spread of all the

channels. The resulting (depending on the setup – quantized or full resolution)

OFDM words are transmitted to the PS which are equipped with K receive

antennas. The PS uses the received signal to update the model and sends it back

to all the receivers over an error-free link.

At the k-th receive chain, after removing the CP, the n-th entry of the received

vector at the input of the k-th receive antenna during iteration t is written as

Y t
k [n] =

M∑
m=1

L∑
l=1

htmklG
t
m[n− τmkl] + ztk[n], (3.7)

where the additive noise terms ztk[n] are independent and identically distributed

(i.i.d.) circularly symmetric zero mean complex Gaussian random variables, i.e.,

ztk[n] ∼ CN (0, σ2
z) for k ∈ [K].

Ideally, the PS updates the model parameter according to θt+1 = θt −
µt

1
M

∑M
m=1 g

t
m, and it is shared with the workers. However, in our setup, the

local gradients are not available at the PS, instead the PS uses noisy and dis-

torted version (by low-resolution DACs and/or ADCs) of the local gradients to

recover the estimate of the gradient vector as will become apparent in the sub-

sequent sections. In the following, we drop the subscripts referring to iteration

index t for ease of exposition.
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3.2 DSGD with Low-Resolution DACs at the

Workers

In this section, we study the effects of employing low-resolution DACs at the

workers on the distributed learning process in an effort to reduce the hardware

complexity and power consumption.

After constructing the OFDM word corresponding to the gradient vectors,

a complex-valued low-resolution DAC is employed to generate the transmitted

signal at each worker. A b-bit complex-valued DAC consists of two parallel real-

valued DACs with quantization function Qb(·). The real and imaginary parts are

separately quantized into β = 2b reconstruction levels. The reconstruction levels

are denoted by â = [â1 â2 · · · âβ] ∈ Rβ while the boundaries of the quantization

regions are denoted by x̂ = [x̂1 x̂2 · · · x̂β+1] ∈ Rβ+1 where x̂1 = −∞ and x̂β+1 =

+∞ for convenience. Also, we have, âi < âj, if 1 ≤ i < j ≤ β, x̂i < x̂j if

1 ≤ i < j ≤ β+1, and x̂i ≤ âj < x̂k if 1 ≤ i ≤ j < k ≤ β+1. The corresponding

real valued quantizer is Qb(z) = âi for x̂i ≤ z < x̂i+1, i ∈ [β], z ∈ R. The

complex-valued DAC operation can be expressed as Qb(x) = Qb(x
R) + jQb(x

I).

We assume that the quantizer output is chosen such that Qb(x) = E[X|Qb(X)],

i.e., the reconstruction level is selected to minimize the mean squared error for

each quantization region. The corresponding signal to quantization noise ratio

(SQNR) of the input vector x is calculated as

SQNR =
E [|X|2]

E [|Qb(X)−X|2]
. (3.8)

We model the OFDM words as wide-sense stationary (WSS) Gaussian pro-

cesses based on an argument similar to the one made in [107]. That is, if the

input data which forms the OFDM word is i.i.d. and bounded, the convex en-

velope of the OFDM word weakly converges to a Gaussian random process as

the number of subcarriers goes to infinity through an application of central limit

theorem (CLT). Similarly, if we assume that the elements of the gradient vector

in the learning process are i.i.d. and bounded, then the real and imaginary parts
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Figure 3.2: Histogram of the real and imaginary parts of an exemplary OFDM
word during the learning task with our setup.

of the baseband OFDM word obtained from the gradient vector can be modeled

as independent zero-mean stationary Gaussian processes. As a verification, we

examine histograms of several OFDM word samples obtained by a certain learn-

ing task with our setup. An instance of an exemplary histogram of the OFDM

word samples obtained through the 100-th iteration is given in Fig. 3.2 which is

consistent with our assumption. Our extensive experiments further confirm that

the corresponding OFDM word samples at different time indexes have almost the

same variance. Note that, even if the OFDM words are not Gaussian processes,

the Bussgang theorem that will be used to model the nonlinear input-output

relationship for DACs and ADCs is still a good approximation as illustrated ex-

tensively in the literature, see, e.g., [108]-[109].

We denote the autocorrelation matrix of the OFDM words by CḠmḠm
with

equal diagonal elements denoted by σ2
Gm

. Using the Bussgang decomposition

[110]-[111], we can write the quantized signal in two parts: the desired signal
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Table 3.1: Distortion factors with different quantization levels [2, 3].

Number of bits Distortion factor (η)
1 0.3634
2 0.1175
3 0.03454
4 0.009497
5 0.002499

component and the quantization distortion which is uncorrelated with the desired

signal, that is,

ḠQ
m[n] = Q(Ḡm[n]) = (1− η)Ḡm[n] + qm[n], (3.9)

where η = 1/SQNR is the distortion factor which is the inverse of SQNR, and

the variance of the distortion noise is σ2
qm = η(1− η)σ2

Gm
. When a unit variance

Gaussian input is processed by a non-uniform scalar minimum mean-square-error

quantizer, the values of corresponding distortion factors are listed in Table 4.1

[2]-[3].

At the k-th receive chain, after removing the CP, the n-th entry of the received

vector is written as

Yk[n] =
M∑

m=1

L∑
l=1

hmklG
Q
m[n− τmkl] + zk[n] (3.10)

=
M∑

m=1

L∑
l=1

hmkl

(
(1− η) ·Gm[n− τmkl] + qm[n− τmkl]

)
+ zk[n] (3.11)

= (1− η)
M∑

m=1

L∑
l=1

hmklGm[n− τmkl] + wk[n], (3.12)

where the total non-Gaussian noise term wk[n] has variance σ2
z + η(1 −

η)σ2
Gm

∑M
m=1

∑L
l=1 |hmkl|2.
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To perform the demodulation, we take the DFT of (3.10) which gives

rk[i] = (1− η)
M∑

m=1

Hmk[i]gm[i] +
M∑

m=1

Hmk[i]Qm[i] + Zk[i], (3.13)

where Qm[i] is the DFT of the quantization distortion noise and Hmk[i]’s are

the channel gains from the m-th worker to the k-th receive chain for the i-th

subcarrier. Hmk[i]’s are given by

Hmk[i] =
N−1∑
n=0

hmk[n]e
−j2πin/N

=
N−1∑
n=0

(
L∑
l=1

hmklδ[n− τmkl]

)
e−j2πin/N

=
L∑
l=1

hmkle
−j2πiτmkl/N . (3.14)

Since the channel taps are zero mean circularly symmetric complex Gaussian

(i.e., Rayleigh fading), Hmk[i]’s are also zero-mean complex Gaussian random

variables with variance σ2
H =

∑L
l=1 σ

2
h,l.

Taking the DFT of the channel noise vector, Zk[i] is evaluated as

Zk[i] =
N−1∑
n=0

zk[n]e
−j2πin/N . (3.15)

The noise terms are i.i.d. circularly symmetric complex Gaussian, i.e., Zk[n] ∼
CN (0, σ2

Zk
) where σ2

Zk
= Nσ2

zk
.

We assume that the CSI is available at the PS, hence the received signals from

the K antennas can be combined to align the gradient vectors using

y[i] =
1

(1− η) ·K

K∑
k=1

( M∑
m=1

(Hmk[i])
∗
)
rk[i], (3.16)
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as in [38, 39]. By substituting (3.13) into (3.16), we obtain

y[i] =
1

K

K∑
k=1

M∑
m=1

|Hmk[i]|2gm[i]︸ ︷︷ ︸
signal term

(3.17a)

+
1

K

K∑
k=1

M∑
m=1

M∑
m′=1
m′ ̸=m

(Hmk[i])
∗Hm′k[i]gm′ [i]

︸ ︷︷ ︸
interference term

(3.17b)

+
1

(1− η)K

K∑
k=1

M∑
m=1

M∑
m′=1
m′ ̸=m

(Hmk[i])
∗Hm′k[i]Qm′ [i]

︸ ︷︷ ︸
distortion noise term

(3.17c)

+
1

(1− η)K

K∑
k=1

M∑
m=1

|Hmk[i]|2Qm[i]︸ ︷︷ ︸
second type of distortion noise term

(3.17d)

+
1

(1− η)K

K∑
k=1

( M∑
m=1

(Hmk[i])
∗
)
Zk[i]︸ ︷︷ ︸

channel noise term

. (3.17e)

There are five different terms in (3.17): the signal component, interference,

distortion noise term, the second type of distortion noise term, and the channel

noise.

To analyze the interference term (3.17b), we write it as a summation of M

terms

1

K

[( K∑
k=1

M∑
m=2

(Hmk[i])
∗H1k[i]

)
g1[i] + · · ·

+

( K∑
k=1

M∑
m=1
m̸=j

(Hmk[i])
∗Hjk[i]

)
gj[i] + · · ·

+

( K∑
k=1

M−1∑
m=1

(Hmk[i])
∗HMk[i]

)
gM [i]

]
, (3.18)
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and consider the coefficient of each term gj[i] separately. Let us define

κj[i] =
1

K

K∑
k=1

M∑
m=1
m̸=j

(Hmk[i])
∗Hjk[i], (3.19)

for the coefficient of the j-th interfering gradient gj[i] in (3.17b) where i ∈ [N ],

and j ∈ [M ]. Since Hmk[i] and Hjk[i] are independent for j ̸= m, the mean and

variance of κj[i] are calculated as

E [κj[i]] = 0, (3.20a)

E
[
|κj[i]|2

]
=

(M − 1)σ4
H

K
. (3.20b)

We have M such interference terms in (3.17b) each for a different worker with

zero mean, and variance scaling with M−1
K

. Hence, the total interference term

approaches zero as K → ∞.

To analyze the distortion noise term (3.17c), we define the coefficient of each

uncorrelated distortion term Qj[i] separately as in the case of (3.17b) by

δ1j[i] =
1

(1− η)K

K∑
k=1

M∑
m=1
m̸=j

(Hmk[i])
∗Hjk[i], (3.21)

where i ∈ [N ], and j ∈ [M ].

Similar to the analysis of κj[i], the mean and variance of δ1j[i] are calculated

as

E [δ1j[i]] = 0, (3.22a)

E
[
|δ1j[i]|2

]
=

(M − 1)σ4
H

(1− η)2K
. (3.22b)

This implies that each of the M interfering terms in (3.17c) goes to zero if K is

large enough. Thus, the detrimental effect of the distortion noise term can also

be eliminated by employing a large number of receive antennas.
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To analyze the second type of distortion noise term (3.17d), we consider each

term Qj[i] separately for j ∈ [M ], and define the coefficient of the interfering

distortion term caused by the j-th one as

δ2j[i] =
1

(1− η)K

K∑
k=1

|Hjk[i]|2, (3.23)

where i ∈ [N ], and j ∈ [M ]. The mean of δ2j[i] is

E [δ2j[i]] =
σ2
H

(1− η)
. (3.24)

For the variance of δ2j[i], we have

E
[
|δ2j[i]|2

]
=

1

(1− η)2K2

K∑
k1=1

K∑
k2=1

E
[
|Hjk1 [i]|

2 |Hjk2 [i]|2
]
. (3.25)

� If k1 = k2 (case 2.1)

E
[
|δ2j[i]|2

] ∣∣
case 2.1

=
1

(1− η)2K2

K∑
k=1

E
[
|Hjk[i]|4

]
(3.26)

=
1

(1− η)2K
E
[
|Hjk[i]|4

]
. (3.27)

� If k1 ̸= k2 (case 2.2)

E
[
|δ2j[i]|2

] ∣∣
case 2.2

=
1

(1− η)2K2

K∑
k1=1

K∑
k2=1
k2 ̸=k1

E
[
|Hjk1 [i]|2

]
E
[
|Hjk2 [i]|2

]
(3.28)

=
(K2 −K)σ4

H

(1− η)2K2
(3.29)

≈ σ4
H

(1− η)2
, (3.30)
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for K ≫ 1. Thus, the mean and variance of the second distortion term of the

j-th worker is calculated as

E [δ2j[i]] =
σ2
H

(1− η)
, (3.31a)

Var(δ2j[i]) ≈
1

(1− η)2K
E
[
|Hjk[i]|4

]
. (3.31b)

Note that δ2j[i] has a finite mean and its variance approaches zero as K → ∞.

We know that the mean of the distortion term, Qj[i] for all j ∈ [M ], is zero.

Accordingly, using the law of large numbers, the summation will converge to the

mean of Qj[i], which is zero, for a sufficiently large M .

Using the law of large numbers, as the number of antennas at the PS K → ∞,

the signal term can be approximated as

ysig[i] = σ2
H

M∑
m=1

gm[i]. (3.32)

Thus, with low-resolution DACs at the workers, the PS can recover the i-th entry

of the desired signal using

1

M

M∑
m=1

gm[i] =


yR[i]

Mσ2
H
, if 1 ≤ i ≤ s,

yI [i−s]

Mσ2
H
, if s < i ≤ 2s.

(3.33)

This result clearly shows that the destructive effect of low-resolution DACs

can be effectively alleviated using a sufficient number of PS antennas. Thus, the

convergence of the learning process is guaranteed even if we employ low-cost low-

resolution DACs at the workers, which significantly reduces the cost of designing

distributed learning systems with a high number of workers. On the other hand,

using a very large number of PS antennas will increase both the design cost and

energy consumption, hence it may not be efficient. For further assessment, we

can consider the coefficients of the distortion terms. For the distortion noise

term given in (3.17c), we have M contributing terms each with zero mean and

variance
(M−1)σ4

H

(1−η)2K
. To reduce the effects of these terms on the learning accuracy,
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it is desired to have this variance close to zero. Clearly, this variance depends

on several parameters; hence, to evaluate the overall performance, we should not

only consider the number of receive antennas K, but also the channel variance

σ2
H , number of workers M , and distortion factor η ∈ [0, 1]. For example, if

we have a high-resolution DAC, η will be small; hence, using a smaller number

of receive antennas may be sufficient to cancel out the resulting impairments.

However, when the resolution is very low, e.g., for a one-bit DAC, η will be large,

and we will need a higher number of receive antennas due to the 1
(1−η)2

term.

A similar approach can also be used to analyze the second type of distortion

noise term given in (3.17d) for which we have M contributing terms each with

variance 1
(1−η)2K

E [|Hjk[i]|4]. In other words, there is a trade-off between the DAC

resolution and the number of receive antennas, and the overall performance is also

affected by the channel statistics.

3.3 DSGD with Low-Resolution ADCs at the

PS

In this section, we consider a system where the workers transmit the OFDM

words corresponding to the local gradients with full-resolution through a multi-

path fading channel while the PS employs low-resolution ADCs at each receive

antenna, and analyze the convergence of the federated learning algorithm.

At each receive chain, after removing the CP, the n-th entry of the received

OFDM word Yk is

Yk[n] =
M∑

m=1

L∑
l=1

hmklGm[n− τmkl] + zk[n]. (3.34)

The (k, k′)-th element of the auto-correlation matrix ofY[n] = [Y1[n] · · ·YK [n]]
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received by different antennas can be written as

CYY[k, k
′] = E

[ M∑
m=1

M∑
m′=1

L∑
l=1

L∑
l′=1

hmklh
∗
m′k′l′Gm[n− τmkl]

·G∗
m′ [n− τm′k′l′ ]

]
+ σ2

z1{k=k′} (3.35)

=
M∑

m=1

L∑
l=1

L∑
l′=1

hmklh
∗
mk′l′E

[
Gm[n− τmkl]

·Gm[n− τmk′l′ ]
]
+ σ2

z1{k=k′}. (3.36)

The variance of the received signal at the k-th antenna Yk[n] is given by

σ2
Yk

= E
[ M∑
m=1

M∑
m′=1

L∑
l=1

L∑
l′=1

hmklh
∗
m′kl′

·Gm[n− τmkl]G
∗
m′ [n− τm′kl′ ]

]
+ σ2

z (3.37)

=
M∑

m=1

L∑
l=1

L∑
l′=1

hmklh
∗
mkl′

· E [Gm[n− τmkl]G
∗
m[n− τmkl′ ]] + σ2

z , (3.38)

which only depends on k.

A complex-valued low-resolution ADC employed at each receive antenna per-

forms quantization. As in the case with low-resolution DACs described in the

previous section, we describe b-bit quantization with quantization function Qb(·)
that independently quantizes the real and imaginary parts into β = 2b recon-

struction levels such that the quantizer output is chosen as Qb(x) = E[X|Qb(X)].

With element-wise quantization, we can decompose the quantized signal into

two parts as the desired signal component and quantization distortion which is

uncorrelated with the desired signal. Analytically, we can write the quantized
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signal as

Rk[n] = (1− ηk)

( M∑
m=1

L∑
l=1

hmklGm[n− τmkl] + zk[n]

)
+ wk

q [n], (3.39)

where ηk is the distortion factor which is the inverse of the SQNR due to quan-

tization of Yk. To determine ηk, one can use Table 4.1. wk
q [n] is a non-Gaussian

distortion noise at the k-th antenna whose variance is σ2
wk

q
= ηk(1− ηk)σ

2
Yk
.

The receive antennas at the PS are equipped with identical ADCs. As ex-

plained in [111], while it may be tempting to think that the quantization noise

terms at different ADCs are uncorrelated, this is generally not the case since each

antenna receives different (delayed) linear combinations of the same set of OFDM

words generated at the workers. On the other hand, as shown in [112], the distor-

tion can be safely approximated as uncorrelated for massive MIMO systems with

a sufficient number of users. We have also validated this approximation for our

system, and observed that the correlation across the antennas of the PS is near-

zero, even for the one-bit ADC case. Therefore, the correlations can be ignored as

in the additive quantization noise model (AQNM), leading to a tractable scheme

[113]. We further note that there are different studies on low-resolution ADCs

which also neglect the distortion correlation among antennas as in our approach

[2, 114]-[115]. For zero-mean Gaussian processes, this approach is equivalent to

the Bussgang decomposition, except that it ignores the correlation among the

elements of the distortion term.

If we define the total effective noise due to the channel and the quantization

process as

wk[n] = (1− ηk)zk[n] + wk
q [n], (3.40)

the outputs of the complex ADCs can be written as

Rk[n] = (1− ηk)
M∑

m=1

L∑
l=1

hmklGm[n− τmkl] + wk[n], (3.41)

where wk[n] is non-Gaussian total noise with variance σ2
wk

= σ2
wk

q
+ (1 − ηk)

2σ2
z ,
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and it is assumed to be uncorrelated across the antennas.

To perform the OFDM demodulation, we take the DFT of (3.41) which results

in

rk[i] = (1− ηk)
M∑

m=1

Hmk[i]gm[i] +Wk[i], (3.42)

where Hmk[i]’s are the channel gains from the m-th worker to the k-th receive

chain for the i-th subcarrier, given by (3.14), which are zero-mean Gaussian

random variables with variance σ2
H =

∑L
l=1 σ

2
h,l.

Taking the DFT of the effective noise, Wk[i] is given as

Wk[i] =
N−1∑
n=0

wk[n]e
−j2πin/N . (3.43)

We know that the channel noise is i.i.d., and we assume that the distortion noise

decorrelates sufficiently fast. Hence, Wk[i] converges absolutely to a Gaussian

random variable by an application of the CLT [116], i.e., Wk[n] ∼ CN (0, σ2
Wk

)

where σ2
Wk

= Nσ2
wk
.

Assuming that the CSI is available at the PS as in the previous section, the

received signals from the K antennas can be combined to align the gradient

vectors by

y[i] =
1

K

K∑
k=1

1

1− ηk

( M∑
m=1

(Hmk[i])
∗
)
rk[i]. (3.44)

By substituting (3.42) into (3.44), we obtain

y[i] =
1

K

K∑
k=1

M∑
m=1

|Hmk[i]|2gm[i]︸ ︷︷ ︸
signal term

(3.45a)

+
1

K

K∑
k=1

M∑
m=1

M∑
m′=1,m′ ̸=m

(Hmk[i])
∗Hm′k[i]gm′ [i]︸ ︷︷ ︸

interference term

(3.45b)
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+
1

K

K∑
k=1

1

1− ηk

( M∑
m=1

(Hmk[i])
∗
)
Wk[i]︸ ︷︷ ︸

noise term

. (3.45c)

There are three different terms in (3.45): the signal component, the interference

and the noise. Using the law of large numbers, as the number of antennas at the

PS K → ∞, the signal term approaches

ysig[i] = σ2
H

M∑
m=1

gm[i]. (3.46)

Thus, the PS can recover the i-th entry of the desired signal

1

M

M∑
m=1

gm[i] =
ysig[i]

Mσ2
H

. (3.47)

To analyze the interference term (3.45b), we follow the same approach as in the

previous section where each of the M interfering terms is analyzed separately.

We define the term due to the j-th interfering worker as

κj[i] =
1

K

K∑
k=1

M∑
m=1
m̸=j

(Hmk[i])
∗Hjk[i], (3.48)

where i ∈ [N ], and j ∈ [M ]. Since Hmk[i] and Hjk[i] are independent for j ̸= m,

the mean and variance of κj[i] are calculated as

E [κj[i]] = 0, (3.49a)

E
[
|κj[i]|2

]
=

(M − 1)σ4
H

K
. (3.49b)

Accordingly, for fixed gradient values, each of theM interference terms in (3.45b)

has zero mean and their variances scale with M−1
K

. Thus, similar to the ideal case

(where the receive chains are equipped with infinite resolution ADCs as considered

in [38]), the interference term approaches zero asK → ∞. In other words, using a

sufficiently large number of antennas at the PS eliminates the destructive effects
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of the interference on the learning process, and the estimate for the gradient

vector is obtained as

1

M

M∑
m=1

gm[i] =


yR[i]

Mσ2
H
, if 1 ≤ i ≤ s,

yI [i−s]

Mσ2
H
, if s < i ≤ 2s,

(3.50)

for i ∈ [d]. This result clearly shows that the convergence of the learning process

is guaranteed even if we employ low-cost low-resolution ADCs at the receiver.

3.4 DSGD with Low-Resolution DACs and

ADCs

We now consider a system where the workers and the PS employ low-resolution

DACs and ADCs, respectively. Each worker uses a finite resolution DAC to quan-

tize the OFDM words, and transmits them through a multipath fading channel.

The PS receives the signal from multiple antennas where finite resolution ADCs

are employed at each receive chain. The aim is to obtain an estimate of the gra-

dients using the received signals, which are distorted by ADCs and DACs as well

as the multipath fading channel impairments. We analyze the impact of employ-

ing finite resolution ADCs and DACs jointly on the convergence of the learning

algorithm. We accomplish this by using the Bussgang decomposition and AQNM

model for the quantization operation at the workers and the PS, respectively.

Each worker calculates their local gradients and their corresponding OFDM

words Ḡm ∈ CN+Ncp . As in Section 3.2, each worker uses a finite resolution DAC,

and quantizes the OFDM words corresponding to the local gradients. The n-th

element of the transmitted signal by the m-th worker is

ḠQ
m[n] = Q(Ḡm[n]) = (1− η)Ḡm[n] + qm[n] (3.51)

using the Bussgang decomposition. Here η = 1/SQNR due to the quantization

of Ḡm[n], and the variance of the distortion noise is σ2
qm = η(1− η)σ2

Gm
.
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The quantized signals pass through a multipath fading channel whose impulse

response is given in (3.5). After removing the CP, the received signal at the input

of the finite resolution ADC of the k-th antenna of the PS is

Uk[n] =
M∑

m=1

L∑
l=1

hmkl

(
(1− η)Gm[n− τmkl] + qm[n− τmkl]

)
+ zk[n]. (3.52)

The mean of Uk[n] is zero, and its variance is given by

σ2
Uk

=
M∑

m=1

L∑
l=1

|hmkl|2
(
(1− η)2 + η(1− η)

)
σ2
Gm

+ (1− η)2
M∑

m=1

L∑
l=1

L∑
l′=1,l′ ̸=l

hmklh
∗
mkl′

· E
[
Gm[n− τmkl]Gm[n− τmkl′ ]

]
+ σ2

z , (3.53)

which only depends on the receive antenna index k.

The PS employs finite resolution ADCs at each receive antenna. The quantiza-

tion operation of the ADC can be modeled as a linear operation using an AQNM

model where the correlation of distortion noise across the antennas is ignored.

The corresponding quantized signal at the k-th antenna is written as

Rk[n] = (1− ηk)

( M∑
m=1

L∑
l=1

hmkl(1− η)Gm[n− τmkl]

+
M∑

m=1

L∑
l=1

hmklqm[n− τmkl] + zk[n]

)
+ vq[n], (3.54)

where ηk is the distortion factor due to quantization of the received signal at

the k-th antenna (Uk), and calculated through the SQNR of the corresponding

quantization operation as ηk = 1/SQNR. vq[n] is a non-Gaussian distortion noise

whose variance is σ2
vq = ηk(1− ηk)σ

2
Uk
.

The total effective non-Gaussian noise due to the channel and quantization
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with ADC at the PS is

pk[n] = (1− ηk)zk[n] + vq[n], (3.55)

with variance σ2
pk

= (1 − ηk)
2σ2

z + σ2
vq , and the output of the complex ADC can

be rewritten as

Rk[n] = (1− ηk)(1− η)
M∑

m=1

L∑
l=1

hmklGm[n− τmkl]

+ (1− ηk)
M∑

m=1

L∑
l=1

hmklqm[n− τmkl] + pk[n]. (3.56)

For demodulation, we take the DFT of (3.56), which results in

rk[i] = (1− ηk)(1− η)
M∑

m=1

Hmk[i]gm[i]

+ (1− ηk)
M∑

m=1

Hmk[i]Qm[i] + Pk[i], (3.57)

where Hmk[i]’s are as defined in (3.14), and Qm[i] is the DFT of the quantization

distortion noise.

Taking the DFT of the effective noise, Pk[i] is evaluated as Pk[i] =∑N−1
n=0 pk[n]e

−j2πin/N . With a similar approach to the one used in Section 3.3,

under some mild assumptions, Pk[i] converges absolutely to a Gaussian random

variable by an application of CLT [116].

Since the CSI is only available at the PS as in [38], the received signals can be

combined to align the gradient vectors as

y[i] =
1

K

K∑
k=1

1

(1− η)(1− ηk)

( M∑
m=1

Hmk[i]

)∗

rk[i]. (3.58)
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This quantity can be written as the sum of five different terms as in Section 3.2:

y[i] =
1

K

K∑
k=1

M∑
m=1

|Hmk[i]|2gm[i]︸ ︷︷ ︸
signal term

(3.59a)

+
1

K

K∑
k=1

M∑
m=1

M∑
m′=1
m′ ̸=m

(Hmk[i])
∗Hm′k[i]gm′ [i]

︸ ︷︷ ︸
interference term

(3.59b)

+
1

(1− η)K

K∑
k=1

M∑
m=1

M∑
m′=1
m′ ̸=m

(Hmk[i])
∗Hm′k[i]Qm′ [i]

︸ ︷︷ ︸
distortion noise term

(3.59c)

+
1

(1− η)K

K∑
k=1

M∑
m=1

|Hmk[i]|2Qm′ [i]︸ ︷︷ ︸
second type of distortion noise term

(3.59d)

+
1

(1− η)K

K∑
k=1

1

(1− ηk)

( M∑
m=1

(Hmk[i])
∗
)
Pk[i]︸ ︷︷ ︸

noise term

, (3.59e)

which are the same as the terms given in (3.17) except for the last noise term.

As in Section 3.3, the noise term, Pk[i], includes both the channel noise and the

quantization noise due to ADCs, and it is with zero mean and finite variance.

The analyses of the interference term (3.59b), distortion noise term (3.59c), and

the second type of distortion noise term (3.59d) are the same as those of (3.17b),

(3.17c), and (3.17d), respectively. Hence, similar arguments on the convergence of

the learning algorithm with finite resolution DACs are also valid for the combined

effects of DACs and ADCs. In other words, using a sufficiently large number

of antennas at the PS, the gradients can be recovered via (3.33). The main

conclusion is that we can design a federated learning system with a large number

of workers and receive antennas, and still have extremely low hardware cost and

energy consumption. This is remarkable since it shows the practicality of the

federated learning over realistic wireless channels with very low-cost hardware.
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3.5 Numerical Examples

We now evaluate the performance of blind federated learning with realistic chan-

nel effects and hardware limitations via simulations. Our main objective is to

verify the theoretical expectations on the low-cost federated learning systems

over wireless channels via simulations. We use the MNIST dataset [117] with

60000 training and 10000 test samples to train a single layer neural network us-

ing the Adam optimizer [118]. At the beginning of the training process, each

worker caches B = 1000 training samples randomly. The number of parameters

is d = 7850.

Our system consists ofM = 20 workers connected to a PS through a multipath

fading channel with L = 3 taps and σ2
h,l = 1/L, hence we have a normalized

uniform multipath delay profile where each tap experiences Rayleigh fading. We

consider an OFDM setup with fc = 3 GHz carrier frequency, and the number

of subcarriers is Ncp = 4096 where the subcarrier spacing is ∆f = 80 kHz. We

take the sampling period as Ts = Tw/N where Tw = 1
∆f

= 12.5 µs is the OFDM

word duration without the CP. As given in [119], the maximum delay spread of

a typical urban area is 3.5 µs. Consider a wireless network in an urban area

where the delay spread is 3.05 µs which is approximately 1000Ts. We assume

that the first tap has no delay and coherence time corresponds to 1000Ts. Also,

time delays are uniformly spaced, i.e., τmk1 = 0, τmk2 = 500Ts, τmk3 = 1000Ts

for ∀m, k1. The cyclic prefix length is set to Ncp = 1024, which is enough

to remove the intersymbol interference caused by the multipath. The average

transmit power of the OFDM word transmitted by the m-th worker is calculated

as PT = 1
T

∑T
t=1

∣∣∣∣Ḡt
m

∣∣∣∣2
2
, which gives PT = 1.3267×10−4 for this setup, where T is

the total iteration count. In our theoretical analysis, we model the OFDM words

with the autocorrelation matrix CḠmḠm
with equal nonzero diagonal elements

denoted by σ2
G, and zero off-diagonal elements. In our simulations, we do not make

any assumption on the statistics of the gradients; we simply use the estimates

through the realistic channel simulations.

1We select this multipath delay profile for ease of illustration. More realistic multipath delay
profiles, e.g., exponential delay profiles, can be selected, but doing so will not change our main
conclusions.
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Figure 3.3: Test accuracy of the system with low-resolution DACs for channel
noise variance σ2

z = 8× 10−4.
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Figure 3.4: Test accuracy of the system with low-resolution DACs for channel
noise variance σ2

z = 4× 10−3.
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In Figs. 3.3a and 3.3b, the test accuracy for a system where each worker

is equipped with a low-resolution DAC and different number of antennas K ∈
{1, 5, M, 2M2} at the receiver side is illustrated for σ2

z = 8×10−4. As the number

of receive antennas increases, the test accuracy approaches that of the infinite

resolution case since the variance of the distortion noise and interference decrease.

At iteration T = 1600, the accuracy loss with one-bit DAC compared to infinite

resolution case is 17.62%, 6.62%, 4.07%, and 0.37% for K = 1, K = 5, K = 2M ,

and K = 2M2, respectively. Furthermore, the low complexity system achieves

almost the same accuracy with the infinite resolution case when two-bit DACs are

employed (except for K = 1 which has an accuracy loss of 2.64%). In Figs. 3.4a

and 3.4b, we increase the channel noise variance to σ2
z = 4 × 10−3, i.e., there is

a 14 dB signal-to-noise ratio (SNR) reduction. Since the effect of the noise term

is increased as expected, the performance of the learning algorithm deteriorates.

However, as shown in Figs. 3.4a and 3.4b, the convergence is still achieved, and

the accuracy loss of the one-bit DAC case compared to infinite resolution case is

27.54%, 13.95%, 4.71%, and 0.8% for K = 1, K = 5, K = 2M , and K = 2M2,

respectively. With two-bit DACs, the accuracy loss decreases to 3.26% and 2.40%

for K = 1 and K = 5, respectively, while it gives almost the same performance

when the number of PS antennas is K = 2M and K = 2M2. These results clearly

illustrate that when a moderate number of receive antennas are employed, low-

resolution, even two-bit, DACs can achieve a learning performance comparable

with the infinite resolution case.

In Figs. 3.5a and 3.5b, the test accuracy for different number of PS antennas

K ∈ {1, 5, M, 2M2} each equipped with a low-resolution ADC is illustrated for a

system with σ2
z = 8×10−4, and compared with the error-free shared link case. As

expected, using higher number of receive antennas results in an improved learning

accuracy. Indeed the results are very close to those of the infinite resolution case,

especially with two-bit ADCs, while there is a minor drop on accuracy with one-

bit ADCs. For instance, after the 1600-th iteration, using one-bit ADCs causes

only 2.64%, 0.95%, and 0.13%, accuracy loss compared to infinite resolution case

for K = 1, K = 5, and K = 2M , respectively.
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Figure 3.5: Test accuracy of the system with low-resolution ADCs for channel
noise variance σ2

z = 8× 10−4.
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Furthermore, the system achieves the performance of the infinite resolution sce-

nario with K = 2M2 PS antennas. These results are due to the fact that increas-

ing the number of antennas reduces the interference dramatically which makes

the combined signal a very good estimate of the gradient vector, even with low-

resolution ADCs.

Without changing any other parameters of the setup described above, we in-

crease the noise variance to σ2
z = 4 × 10−3 in Figs. 3.6a and 3.6b. As in the

previous case, for the two-bit ADC case, the performance of the proposed scheme

is very close to the error-free case for a large number of receive antennas. When

the number of antennas is decreased, with the detrimental effects of the channel

noise and interference caused by the multipath fading channel, the accuracy de-

creases. However, even for this high level of channel noise, using one-bit ADCs

causes only 4.09%, 2.55%, 0.37%, and 0.32% accuracy loss compared to the in-

finite resolution case for K = 1, K = 5, K = 2M , and K = 2M2, respectively,

after the 1600-th iteration.

In Figs. 3.7a and 3.7b, we consider a system which employs both low-resolution

DACs at the workers and one-bit ADCs at the PS antennas with channel noise

variance σ2
z = 8× 10−4. As expected, using low-resolution DAC and ADC at the

same time increases the amount of interference in the gradient estimates at the

PS, which decreases the learning accuracy of the distributed system. However,

the combined effect of the interference terms is still negligible, especially for

sufficiently large number of receive antennas. After the 1600-th iteration, the use

of one-bit DACs and ADCs simultaneously causes only 17.91%, 7.76%, 4.18%, and

0.39% accuracy loss compared to the infinite resolution case for K = 1, K = 5,

K = 2M , and K = 2M2, respectively. When K = 1, using two-bit DACs and

ADCs results in a 2.95% accuracy loss while the performance is almost the same

as that of the infinite resolution case when the number of PS antennas is higher.

In the same system, we increase the channel noise variance to σ2
z = 4× 10−3, and

show the corresponding results in Figs. 3.8a and 3.8b. We observe that increasing

the noise level causes 28.56%, 15.66%, 6.87%, and 1.91% accuracy loss compared

to the infinite resolution case for K = 1, K = 5, K = 2M , and K = 2M2,

respectively after the 1600-th iteration (with one-bit DACs and ADCs).
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Figure 3.6: Test accuracy of the system with low-resolution ADCs for channel
noise variance σ2

z = 4× 10−3.
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Figure 3.7: Test accuracy of the system with low-resolution DACs and ADCs for
channel noise variance σ2

z = 8× 10−4.
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Figure 3.8: Test accuracy of the system with low-resolution DACs and ADCs for
channel noise variance σ2

z = 4× 10−3.
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Figure 3.9: Test accuracy of the system with seperate one-bit DACs at the work-
ers, one-bit ADCs at the PS antennas, and joint DACs and ADCs where the
channel noise variance is σ2

z = 8× 10−4, and K = 5.

Finally, in Fig. 3.9, we compare the effect of one-bit quantization on the

transmitter and receiver sides, both separately and jointly, with a fixed number

of receive antennasK = 5. As expected, the test accuracy of the system with one-

bit DAC workers and infinite resolution ADCs at the PS is lower than that for the

case of infinite resolution DACs at the workers and one-bit ADCs at the PS. This

is because, using DACs at the workers results in higher interference than using

ADCs at the PS, and the performance is deteriorated. However, the convergence

of the learning algorithm is preserved. Another important implication of our

results is that even though our analysis is based on a certain assumption on the

statistics of the gradients, the simulation results (which are obtained without

using the Gaussian assumption on the OFDM words) are consistent with our

theoretical expectations. Hence, with a slight sacrifice on the accuracy rate of

the learning algorithm, power and hardware efficient systems (at both transmitter

and receiver sides) can be designed and implemented for distributed learning at
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the wireless edge over realistic wireless channels.

3.6 Chapter Summary

We have investigated blind federated learning at the wireless edge with OFDM

based transmission and low-resolution, even one-bit, DACs and ADCs at the

transmitter and receiver sides, respectively, for a practical and inexpensive sys-

tem design, and reduced power consumption. Our analytical results illustrate

that with low-resolution DACs at the transmitter and ADCs at the receiver, the

convergence of the distributed learning algorithms based on SGD is guaranteed

when the number of receive antennas is increased as in the ideal case of infinite

resolution DACs and ADCs. Moreover, the convergence is still attained with the

joint use of DACs and ADCs which reduces the implementation costs further. The

results are also valid for the extreme case of one-bit DACs and ADCs. Through

extensive numerical examples, it is also illustrated that using a moderate number

of antennas with low-resolution DACs and ADCs, e.g., using 5 antennas at the

PS, can closely approach the performance of the infinite resolution case. It is also

observed that, in case of low channel noise, the learning performance is decreased

only slightly even for the extreme case of one-bit ADCs and DACs.
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Chapter 4

Federated Learning with

Over-the-Air Aggregation over

Time-Varying Channels

In this chapter, we investigate the effects of the mobility of workers and/or the

PS on the performance of FL systems over wireless channels with OTA aggrega-

tion. We model the channel between the workers and the PS as a time-varying

multipath MAC, and assume that the local gradients are transmitted via OFDM

to mitigate the frequency selectivity of the channel. The relative motion of the

workers and/or the PS as well as the other variations in the environment in-

duce time variations in the channel resulting in Doppler shifts/spreads. These

variations destroy the orthogonality among the subcarriers causing ICI, which

deteriorates the system performance. In our context, these time variations result

in interference among the elements of the gradient vector received at the PS. Our

primary focus is the analysis of the interference terms in the received signal due

to multiple user transmissions and channel variations, and the investigation of

the convergence of the FL algorithm.

Our main contributions are as follows:
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� Different from the existing studies on FL, we model the wireless channel

between the workers and PS as a time-varying multipath fading channel and

employ a practical OFDM-based transmission scheme to address the effects

of time variations on FL performance. This modeling is crucial for our setup

because using time-varying channels enables us to assess the limitations of

federated learning when there is worker or PS mobility, as well as when there

are other variations in the transmission medium. Our results show that FL

systems can still be used under these practical constraints, especially, when

the time variations are not excessive.

� We perform a convergence analysis for the FL with OTA aggregation over

time-varying channels. Even though there are studies in the current litera-

ture on the convergence of FL with OTA aggregation, they mainly focus on

user selection, resource allocation, blind workers, hierarchical learning, etc.,

see [39, 76, 68, 33, 74]. There are no results which consider the effects of

time-varying links on federated learning. With this motivation, we explic-

itly study the effects of the amount of time variations and Doppler spread

on the convergence rate of the FL with OTA aggregation, and illustrate

that the convergence is preserved, especially for small to moderate amount

of time variations, which are typical for wireless communication systems.

� We further validate our theoretical expectations on FL over time-varying

channels through extensive simulations with MNIST and CIFAR-10

datasets with both i.i.d. and non-i.i.d. data.
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Table 4.1: Summary of variables.

Variable Value
M Number of workers, m and mi are used as the worker index

K Number of PS antennas, k and ki are used for the antenna index

Ltap Number of taps in multipath channel, l and li are used for tap index
Bm,
Bm, B

Local dataset of the m-th worker, its size, overall data size, respectively

t, ϵ Global iteration index and number of local iterations, respectively

ηpm(t)
Learning rate of the m-th worker during

the p-th local iteration of the t-th global iteration

he,λmk,n(t)

Time-varying impulse response for the t-th global iteration
and the e-th OFDM word where n is the time index,

λ is the delay variable, m and k are
the worker and antenna indices, respectively

hemkl,n(t) Gain of the l-th lap of the time varying channel

σ2
h Variance of hemkl,0(t)

α
Parameter of the auto-regressive time-varying channel model

and represents the dependence between the consecutive samples
∆θ(t) Average of all local updates
∆θe

m(t) The e-th part of the m-th worker’s local update
∆θm(t) Local update of the m-th worker
∆ϑe

m(t) The e-th OFDM word for the m-th worker’s local update

σ2
z

Variance of the channel noise where the variance
of its DFT is σ2

Z

zek,i(t)
The i-th entry of the channel noise vector for
the k-th PS antenna and e-th OFDM word

during iteration t whose DFT is denoted by Ze
k,u(t)

Nsc Number of OFDM subcarriers

He
mk,uv(t)

The frequency response of the channel from
the m-th worker to the k-th PS antenna
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The chapter is organized as follows. Section 4.1 introduces the system model

and preliminaries. DSGD over time varying-channels is analyzed in Section 4.2.

A convergence analysis of FL over time-varying channels is provided in Section

4.3, while its performance is studied via simulations in Section 4.4. The chapter

is concluded in Section 4.5.

Notation: Throughout this chapter, we use the notation [a b] to indicate the

integer set {a, . . . , b} where a ≤ b, a and b are positive integers, and [b] = [1 b].

We denote l2 norm of a vector x by ∥x∥2. A summary of the notation used

throughout the manuscript is provided in Table 4.1.

4.1 System Model and Preliminaries

We consider a federated learning system with M workers, each with its own local

dataset Bm with size Bm, ∀m ∈ [M ]. We denote the amount of data in the overall

system by B, i.e., B ≜
∑M

m=1Bm. For the learning process, SGD is implemented

where the local gradients calculated by each worker are sent to a PS with OTA

aggregation through a time-varying multipath fading MAC with OFDM as shown

in Fig. 4.1. Since this is an over-the-air federated learning system, the PS receives

the superposition of the local gradients from all theM users which have the same

computing power.

Since providing transmit side CSI requires significant additional overhead, we

adopt the more practical scheme of blind transmitters (no CSI at the transmitter),

and perfect CSI at the receiver (CSIR). We also equip the PS with multiple

antennas, which are used to align the received signals (see [120, 39]), while the

workers have only one antenna. Note that one may consider resource allocation

and client selection for practical scenarios if the CSI is available at the worker

side; however, since our primary focus is the effect of channel time variations on

FL systems, these aspects and their effects jointly with time variations are left

for future research.
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Figure 4.1: System model for federated learning at the wireless edge.

The PS combines the received signals at the K receive antennas, performs

OFDM demodulation, and updates the global model parameter which is then

broadcast to the workers after each iteration over an error-free shared link.

We consider the overall loss as

F (θ) =
M∑

m=1

Bm

B
Fm (θ) , (4.1)

where Fm (θ) is the empirical loss function at the m-th worker for m ∈ [M ].

At the beginning of each global iteration t, the parameter server transmits the

global parameter θ(t) to all the workers over an error-free link. After receiving

the global parameter, the m-th worker performs ϵ local iterations as described in

the following update rule:

θp+1
m (t) = θp

m(t)− ηpm(t)∇Fm (θp
m(t), ξ

p
m(t)) , (4.2)

for p ∈ [ϵ] where ηpm(t) is the learning rate for the m-th worker during the p-th

local iteration of the t-th global iteration, ∇Fm (θp
m(t), ξ

p
m(t)) is the stochastic

gradient estimate, ξpm(t) is the local mini-batch sample. The local iterations are
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initialized as θ1
m(t) = θ(t).

At the end of each iteration t, after performing ϵ local updates, worker m

transmits its update to the PS, that is,

∆θm(t) = θϵ+1
m (t)− θ(t), (4.3)

for m ∈ [M ]. Without any noise or interference in the system, the ideal update

at the PS is θ(t + 1) = θ(t) + ∆θ(t), where ∆θ(t) is the average of all the local

updates, that is,

∆θ(t) =
1

M

M∑
m=1

∆θm(t). (4.4)

We consider FL over time-varying multipath fading channels with OTA ag-

gregation via OFDM. Hence, we aim to obtain an estimate for ∆θ(t). For this

purpose, we divide the local updates ∆θm ∈ Rd into E =
⌈

d
2Nsc

⌉
parts each of

which is transmitted as a separate OFDM word using Nsc subcarriers, i.e., we

form

∆θe,re
m (t) ≜[∆θm,2(e−1)Nsc+1 (t) , . . . ,∆θm,(2e−1)Nsc (t)]

T , (4.5a)

∆θe,im
m (t) ≜[∆θm,(2e−1)Nsc+1 (t) , . . . ,∆θm,2eNsc (t)]

T , (4.5b)

∆θe
m (t) ≜∆θe,re

m (t) + j∆θe,im
m (t) , (4.5c)

for e ∈ [E] where ∆θm (t) is zero-padded to satisfy the vector length of 2NscE,

and the i-th entry of vector ∆θe
m (t) is denoted by ∆θem,i (t) for i ∈ [Nsc] which is

equal to

∆θem,i (t) = ∆θm,2(e−1)Nsc+i (t) + j∆θm,(2e−1)Nsc+i (t) . (4.6)

To generate the OFDM signal corresponding to ∆θm (t), we take an Nsc-point

IDFT of the gradient vector ∆ϑe
m(t) ∈ CNsc whose u-the element is obtained as

∆ϑe
m,u(t) =

1

Nsc

Nsc∑
n=1

∆θem,n (t) e
j2πnu/Nsc , (4.7)
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for u ∈ [Nsc]. To combat the multipath effects, we add a length-Ncp cyclic prefix,

i.e., we transmit the OFDM word

∆ϑ̄
e
m(t) =

[
∆ϑe

m,Nsc−Ncp+1(t), . . . , ∆ϑ
e
m,Nsc

(t),

∆ϑe
m,1(t), . . . , ∆ϑ

e
m,Nsc

(t)
]T
, (4.8)

corresponding to the local gradient of the m-th worker. Note that in some ap-

plications, due to power limitations or fading effects, some workers may not be

able to complete or transmit their local updates. However, since our primary

focus is the investigation of time-varying channels on FL with blind workers, we

assume that all the workers perform the local update and have enough resources

to transmit their updates at every iteration. As an extension, if the CSI is avail-

able at the workers, this setup can be extended and user scheduling and resource

allocation schemes can be considered to deal with limited power budget and deep

fading.

We assume that the maximum delay of the multipath channel is less than the

cyclic prefix duration, hence there is no intersymbol interference among consecu-

tive OFDM words.

The time-varying impulse response of the channel for the t-th global iteration

of the algorithm is given by

he,λmk,n(t) =

Ltap∑
l=1

hemkl,n(t)δ[λ− τ emkl(t)], (4.9)

for the e-th OFDM word where n ∈ [N + Ncp] is the time index, λ is the delay

variable, Ltap is the number of channel taps, hemkl,n(t) ∈ C is the gain of the l-th

channel tap from the m-th worker to the k-th antenna of the PS, and τ emkl(t) is

the corresponding time delay. We model the time-varying channel taps as

hemkl,n(t) =
√
1− α2 · hemkl,n−1(t) + α · c, (4.10)

for n ∈ [N + Ncp] where 0 ≤ α ≤ 1, c, and hemkl,0(t) are independent complex
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random variables with zero mean and variance σ2
h. In this model, α is the param-

eter of the auto-regressive channel model and represents the dependence between

the consecutive samples. Clearly, larger values of α correspond to faster channel

variations.

At the k-th receive chain, after removing the CP, the i-th entry of the received

vector during iteration t is written as

yek,i(t) =
M∑

m=1

Ltap∑
l=1

hemkl,i(t)∆ϑ
e
m,i−τemkl(t)

(t) + zek,i(t), (4.11)

where i ∈ [Nsc], z
e
k,i(t) ∈ C are the additive noise terms, which are i.i.d., and

zek,i(t) ∼ CN (0, σ2
z) for k ∈ [K]. Estimate of the average of the local updates

∆θ(t) is denoted by ∆θ̂(t), and obtained by processing (4.11) for ∀e ∈ [E]. As a

result, the PS updates the global parameter by

θ(t+ 1) = θ(t) + ∆θ̂(t), (4.12)

which is shared with all the workers for the next iteration t+ 1.

4.2 DSGD over Time-Varying Channels

4.2.1 Signal Combining for Time-Varying Channels

After removing the CP at the receiver side, we take an Nsc-point DFT to obtain

the frequency domain signal given by

Y e
k,u(t) =

Nsc∑
i=1

yek,i(t) · e
−j 2πui

Nsc

=
Nsc∑
i=1

(
M∑

m=1

Ltap∑
l=1

hemkl,i(t)ϑ
e
m,i−τemkl(t)

(t)

)
· e−j 2πui

Nsc + Ze
k,u(t), (4.13)
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where u ∈ [Nsc], and Ze
k,u(t) is the DFT of zek,i(t), i.e., Z

e
k,u(t) =

∑Nsc

i=1 z
e
k,i(t) ·

e−j 2πui
Nsc . Also, we have

ϑe
m,i−τemkl

(t) = IDFT

(
∆θem,v(t) · e

−j
2πvτemkl(t)

Nsc

)
=

1

N

Nsc∑
v=1

∆θem,v(t) · e
j
2πv(i−τemkl(t))

Nsc . (4.14)

Inserting (4.14) into (4.13), we get

Y e
k,u(t) =

1

Nsc

Nsc∑
v=1

M∑
m=1

∆θem,v(t) ·

(
Ltap∑
l=1

[ Nsc∑
i=1

hemkl,i(t) · e
−j

2πi(u−v)
Nsc

]
e−j

2πvτemkl(t)

Nsc

)
+ Ze

k,u(t). (4.15)

Now, we can divide (4.15) into three parts as

Y e
k,u(t) =

M∑
m=1

He
mk,uu(t)∆θ

e
m,u(t)︸ ︷︷ ︸

desired term where u=v

+
Nsc∑
v=1
v ̸=u

M∑
m=1

He
mk,uv(t)∆θ

e
m,v(t)

︸ ︷︷ ︸
ICI term where u̸=v

+ Ze
k,u(t),︸ ︷︷ ︸

channel noise

where

He
mk,uv(t) =

1

Nsc

Ltap∑
l=1

Nsc∑
i=1

hemkl,i(t) · e
−j

2π(i(u−v)+vτemkl(t))
Nsc , (4.16)

is the frequency response of the channel from m-th worker to the k-th PS an-

tenna. Note that, when α = 0, the channel is time-invariant and He
mk,uv(t) =∑Ltap

l=1 h
e
mkl,0(t)e

−j
2πvτemkl(t)

Nsc δ[u− v]. That is, in this case there is no ICI.

Combining the frequency domain received signals from the K receive chains
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as in [120], we have

Y e
u (t) =

1

K

K∑
k=1

(
M∑

m=1

He
mk,uu(t)

)∗

Y e
k,u(t), (4.17)

where the mean of He
mk,uu(t) is zero and the variance of He

mk,uu(t), denoted by

σ2
H , is

σ2
H =

1

Nsc
2

∑
l1,l2∈[Ltap]

∑
i1,i2∈[Nsc]

E
[(
hemkl1,i1

(t)
)∗
hemkl2,i2

(t)
]
ejx1 . (4.18)

where x1 = 2πu
(
τ emkl1

(t)− τ emkl2
(t)
)
/Nsc. As shown in [10],

σ2
H =

Ltap

Nsc
2

(
Nsc(1 + r)

1− r
− 2r

1− rNsc

(1− r)2

)
σ2
h, (4.19)

where r =
√
1− α2 for 0 < r < 1.

Clearly, for 0 < r < 1, σ2
H = O(1/Nsc)σ

2
h. For the time invariant case (α = 0),

r = 1, and σ2
H = Ltapσ

2
h.

Using (4.19), received signals from K receive chains (4.17) can be decomposed

as

Y e
u (t) =

1

K

K∑
k=1

M∑
m=1

|He
mk,uu(t)|2 ·∆θem,u(t)︸ ︷︷ ︸

signal term

(4.20a)

+
1

K

K∑
k=1

M∑
m=1

M∑
m′=1,m′ ̸=m

(
He

mk,uu(t)
)∗
He

m′k,uu(t) ·∆θem′,u(t)︸ ︷︷ ︸
interference term due the u-th subcarrier of other workers

(4.20b)

+
1

K

K∑
k=1

N−1∑
v=0,v ̸=u

M∑
m=1

M∑
m′=1

(
He

mk,uu(t)
)∗
He

m′k,uv(t)∆θ
e
m,v(t)︸ ︷︷ ︸

ICI term

(4.20c)

+
1

K

K∑
k=1

M∑
m=1

(
He

mk,uu(t)
)∗
Ze

k,u(t)︸ ︷︷ ︸
noise term

. (4.20d)
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There are four different terms in (4.20): the (desired) signal component, the inter-

ference term due to the u-th subcarrier of other workers (blind workers), the ICI

term and noise. Using the law of large numbers, as the number of antennas at the

receiver side K → ∞, the signal term approaches Y e
sig,u(t) = σ2

H

∑M
m=1∆θ

e
m,u(t),

for e ∈ [E] and u ∈ [Nsc].

4.2.2 Analysis of Other Workers’ Interference

To analyze the interference term in the e-th transmitted signal piece for e ∈ [E]

at the t-the global iteration due to different workers’ signals after combining, we

define the coefficient of j-th interfering gradient ∆θej,u(t) in (4.20b) as

κej,u(t) =
1

K

K∑
k=1

M∑
m=1
m̸=j

(
He

mk,uu(t)
)∗ ·He

jk,uu(t), (4.21)

where u ∈ [Nsc], and j ∈ [M ].

As we have shown in [10], the variance of κej,u(t), which is E
[
|κej,u(t)|2

]
, can

be approximately calculated as O
(

1
Nsc

2K

)
(M − 1)Ltap

2σ4
h. Due to interfering

workers, we have M such terms in (4.20b) each with zero mean, and a variance

inversely proportional to the number of PS antennas. Thus, all of these inter-

ference terms approach zero as K → ∞. Therefore, using a sufficiently large

number of PS antennas wipes outs the destructive effects of (4.20b) on the FL

algorithm.

4.2.3 Analysis of the ICI Term

To analyze the effects of time variations, we take the ICI contribution limited to

a certain portion of adjacent subcarriers, i.e., we assume that the u-th subcarrier

experiences interference from 2q neighboring subcarriers. As shown in [121], the

ICI power concentrates in the neighborhood of a specific subcarrier. Therefore,
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most of the interference is from the neighboring subcarriers, and further away

subcarriers cause much less leakage. In our study, the rapidity of time-variations

is integrated into the auto-regressive channel model (4.10) through the variable

α. To numerically relate q and α, we construct an OFDM word by embedding

the information into a single carrier in the frequency domain while the other

subcarriers are idle (e.g., zero). After transmitting this OFDM word through

the time-varying channel defined in (4.10), we determine the corresponding q by

considering the leakage from neighbor subcarriers greater than a certain level (e.g.,

1%) of the peak transmitted signal level. For realistic wireless channels, having

small α decreases the time variations and limits the amount of interference leaked

from neighboring subcarriers, resulting in small q values. Hence, for practical

wireless communication scenarios, this assumption is valid.

To proceed further, we consider M different groups of ICI terms separately by

defining

ζej,u(t) =
1

K

K∑
k=1

Nsc∑
v=1
v ̸=u

M∑
m=1

(
He

jk,uu(t)
)∗
He

mk,uv(t), (4.22)

as the corresponding coefficient of each ICI term group ∆θem,v(t).

As shown in [10], for fixed gradient values, the absolute value of the mean of the

j-th ICI term scales with Ltapσ
2
hO
(

q
Nsc

)
, while its variance is upper bounded by

a term scaling with σ4
h

(
LtapO

(
q2

Nsc
2K

)
+MLtap

2O
(

q2

Nsc
2K

)
+ Ltap

2O
(

q2

Nsc
2

))
.

Thus, all of the ICI terms decrease as the ratio of interfering adjacent subcarriers

to the number of total subcarriers decreases resulting in a limited disturbance.

Note that q
Nsc

is a measure of the amount of time variations, and increases with

α. We also note that there are terms in the variance of the ζej,u(t) which scale

with 1/K, hence using a large number of receive antennas helps reduce the ICI.

One may infer that the destructive effect of ICI on the learning can be eliminated

for a moderate amount of time variations with a sufficiently large number of an-

tennas. In the next section, we will prove that it is indeed the case through the

convergence analysis of the FL with OTA aggregation over time-varying channels.
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4.2.4 Global Model Update

At global iteration t, one can obtain an estimate for ∆θ̂(t) using (4.20) for e ∈ [E],

and u ∈ [Nsc] that is,

∆θ̂2(e−1)Nsc+u (t) =
Re
{
Y e
k,u(t)

}
Mσ2

H

, (4.23a)

∆θ̂(2e−1)Nsc+u (t) =
Im
{
Y e
k,u(t)

}
Mσ2

H

. (4.23b)

4.3 Convergence Analysis FL over Time Vary-

ing Channels

In this part, we perform an analysis of the proposed FL over time-varying channels

to show that the ICI has a limited destructive effect on the convergence of the

learning algorithm. For the ease of notation, we consider E = 1 with Nsc = ⌈d/2⌉,
thus superscript e is dropped in the sequel.

After combining the signals received by the K antennas of the PS during the

k-th global iteration, similar to the previous section, the u-th component of the

received frequency domain signal given in (4.20) can be equivalently rewritten as

Yu(t) =
4∑

p=1

Wu,p(t), (4.24)

for u ∈ [d] where

Wu,1(t) =
1

K

K∑
k=1

M∑
m=1

|Hmk,uu(t)|2 · (∆θm,u(t) + j∆θm,u+d/2(t)), (4.25a)

Wu,2(t) =
1

K

K∑
k=1

M∑
m=1

M∑
m′=1
m′ ̸=m

(Hmk,uu(t))
∗ ·Hm′k,uu(t) · (∆θm′,u(t) + j∆θm′,u+d/2(t)),

(4.25b)
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Wu,3(t) =
1

K

K∑
k=1

Nsc∑
v=1
v ̸=u

M∑
m=1

M∑
m′=1

(Hmk,uu(t))
∗Hm′k,uv(t) · (∆θm,v(t) + j∆θm,v+d/2(t)),

(4.25c)

Wu,4(t) =
1

K

K∑
k=1

M∑
m=1

(Hmk,uu(t))
∗ Zk,u(t). (4.25d)

For these four different signal components, we can define the desired signal esti-

mate as

∆θ̂u(t) =
4∑

p=1

∆θ̂u,p(t), (4.26)

based on (4.24), where

∆θ̂u,p(t) =


Re{Wu,p(t)}

Mσ2
H

, if 1 ≤ i ≤ d/2,

Im{Wu−d/2,p(t)}
Mσ2

H
, otherwise,

(4.27)

for u ∈ [d].

4.3.1 Preliminaries

Consider the optimal solution of the loss function F (θ) which is defined in (4.1)

with θ∗ ≜ argmin
θ
F (θ). The corresponding minimum value is obtained as F ∗ =

F (θ∗) where the individual optimal value of the loss function is also denoted by

F ∗
m for worker m. To represent the bias in data and its heterogeneity across the

devices, we also define

Γ = F ∗ −
∑M

m=1

Bm

B
F ∗
m, (4.28)

where Γ > 0, and it represents the bias in data across the workers. For non-i.i.d.

data distribution, Γ will have a higher value, while it approaches zero for i.i.d.

data with enough samples.

During global iteration t, We consider the same learning rate for all the workers,

which is η(t). Note that the learning rate for the local iterations of a given global

iteration, we consider constant learning rate. As a result, at iteration t, the model
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update is performed at the m-th worker for the local iteration p ∈ [ϵ] as

θp+1
m (t) = θp

m(t) − η(t) ∇Fm (θp
m(t), ξ

p
m(t) ) , (4.29)

where m ∈ [M ].

To perform the convergence analysis, as considered in [39], we assume that the

loss functions F1, . . . , FM for each worker are L-smooth and µ-strongly convex,

i.e., we have

Fm(v)−Fm(w) ≤ ⟨v−w,∇Fm(w)⟩+ L

2
∥v −w∥22 , (4.30)

Fm(v)−Fm(w) ≥ ⟨v −w,∇Fm(w)⟩+µ
2
∥v −w∥22 , (4.31)

for n ∈ [M ] and ∀v,w ∈ Rd, respectively. We further assume that the expected

squared l2-norm of the stochastic gradients are bounded; i.e., we have

Eξ

[
∥∇Fm (θp

m(t), ξ
p
m(t) )∥

2
2

]
≤ G2, (4.32)

for m ∈ [M ], local iteration ∀p ∈ [ϵ], and global iteration ∀t.

4.3.2 Convergence Rate

A bound on the convergence rate of the federated learning with OTA aggregation

over time varying channels is derived in the next theorem.

Theorem 1. Consider 0 < η(t) ≤ min
{
1, 1

µϵ

}
, ∀t. We have

E
[
∥θ(t)− θ∗∥22

]
≤

(
t−1∏
i=0

A(i)

)
∥θ(0)− θ∗∥22 +

t−1∑
j=0

B(j)
t−1∏

i=j+1

A(i), (4.33)
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where

A(i) ≜1− µη(i) (ϵ− η(i)(ϵ− 1)) , (4.34a)

B(i) ≜
η2(i)ϵ2G2

K
+

σ2
Zd

2KMσ2
H

+ 4

(
(M + 2)q2d

KM
+O(1/d)

Ltapq
2σ4

h

KMσ4
H

)
Ĝ2

+ (1 + µ(1− η(i))) η2(i)G2 ϵ(ϵ− 1)(2ϵ− 1)

6

+ (ϵ2 + ϵ− 1)η2(i)G2 + 2η(i)(ϵ− 1)Γ, (4.34b)

Ĝ2 is the upper bound of the E
[
∆θm,v1(t)∆θm,v2(t)

]
, q is the number of subcarriers

which contribute to the ICI with the amount of time variations for given α, and the

expectation is with respect to the stochastic gradient function and the randomness

of the wireless channel.

Proof. The proof is provided in Appendix 4.6.1.

Similar to the discussion in [39], this upper bound consists of two parts: the

first one is ∥θ(0)− θ∗∥22 which is the distance of the initial starting point to the op-

timal solution and scaled with the coefficient

(
t−1∏
i=0

A(i)

)
while

t−1∑
j=0

B(j)
t−1∏

i=j+1

A(i)

is the second one which represents the residual distance of the current model to

the optimal solution. While commenting on this upper bound, one should con-

sider both these terms. Decreasing A(i) may lead to faster convergence, but it

also affects the second term due to common parameters, e.g., the local iteration

count ϵ. Similar to [39], increasing the number of local iterations decreases A(i)

leading to faster convergence while it also increases the second term resulting in a

solution further away from the optimal one. Also, note that larger Γ and G values

capture more biased and less symmetric data distributions, i.e., represent non-

i.i.d. data [76]. The second term in the upper bound which is
t−1∑
j=0

B(j)
t−1∏

i=j+1

A(i)

represents the residual distance of the current parameter at global iteration t to

the optimal one. Hence, for non-i.i.d. data, one should expect to have larger B(i),

which increases the residual distance and negatively impacts the convergence rate

of the FL over time-varying channels. As a result, it may lead to a solution far

from the optimal one.
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Remark 1. We consider the leakage from 2q neighboring subcarriers for time-

varying channels, which is a valid assumption for practical time-varying wireless

channels. The impact of this leakage is captured by the third term of B(i) in

Theorem 1, which is 4
(

(M+2)q2d
KM

+O(1/d)
Ltapq2σ4

h

KMσ4
H

)
Ĝ2. This term is due to the

time-varying nature of the channel and reflects the effect of leakage from other

subcarriers on the one under consideration, namely, the ICI. In other words, this

term enables us to assess the effects of time variations on FL with OTA aggre-

gation analytically. As expected, when there is no leakage from the neighboring

gradient elements, i.e., when q = 0, this term will be exactly zero resulting in no

ICI; thus, we will not observe any related term in the upper bound. On the other

hand, when there is leakage with nonzero q, there will be a contribution from the

third term of B(i). As a result, similar to non-i.i.d. data, a solution further from

the optimal one may be observed. Furthermore, as explained in Section 4.2.3, the

value of q is proportional to the amount of time variations in the channel gains.

Hence, when we have a rapidly-varying channel with higher q, the contribution

of the ICI term to the upper bound in Theorem 1 will be higher, resulting in an

inferior learning performance. As the time variations are reduced, i.e., when q is

lower (i.e., when α is smaller), the contribution of this term to the upper bound

will diminish. In addition to these, this impact can be alleviated using a higher

number of PS antennas since it is inversely proportional to K.

Remark 2. As we have shown in Section 4.2.1, the parameter server can recover

the average of the local updates from all the workers; however, there are three

additional interference terms, i.e., due to blind workers (i.e., the interference due

to the subject subcarriers of other workers), ICI, and noise, respectively; and all

those interference terms contribute to the upper bound in Theorem 1. In B(i),

the first term η2(i)ϵ2G2

K
is due to blind workers and the desired term, the second

term
σ2
Zd

2KMσ2
H

is result of the channel noise while the third term is due to the

time-variations in the channel (Remark 1). Hence, one can simply remove the

contributions of these interference terms and assess the performance of federated

learning without any imperfections; thus, we can easily compare our findings in

Theorem 1 with the standard federated learning. Furthermore, note that these

interference terms are inversely proportional to the number of PS antennas, K;

hence, we can reduce their effects by increasing the number of receive antennas.
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Table 4.2: CNN architecture for MNIST dataset.

MNIST dataset
5× 5 convolutional layer, 10 channels,

ReLu activation, stride: (1,1)
5× 5 convolutional layer, 20 channels,

ReLu activation, stride: (1,1)
dropout with probability 0.5

fully connected layer with 320 units,
ReLu activation

fully connected layer with 50 units,
ReLu activation

softmax output layer with 10 units

We can further improve the performance by increasing the number of workers,

which reduces the upper bound.

Corollary 1. After performing T global iterations, using the L-smoothness of the

loss functions, one can upper bound the convergence rate of FL over time-varying

channels as

E [F (θ(T ))]− F ∗ ≤ L

2
E
[
∥θ(T )− θ∗∥22

]
a

≤ L

2

(
T−1∏
i=0

A(i)

)
∥θ(0)− θ∗∥22 +

L

2

T−1∑
j=0

B(j)
T−1∏
i=j+1

A(i), (4.35)

where (a) follows from (4.33).

Note that B(i) in (4.33), (4.34b) and (4.35) has some terms which scale with

the learning rate η(i) while the term
σ2
Zd

2KMσ2
H
+ 4

(
(M+2)q2d

KM
+O(1/d)

Ltapq2σ4
h

KMσ4
H

)
Ĝ2,

which is due to time-varying channel response and channel noise, does not scale

with the learning rate. Having a decreasing learning rate with limt→∞ η(t) = 0

will help cancel the effect of the terms scaled with η(t) while the others will still

have a nonzero contribution to the upper bound in (4.33) and (4.35) resulting in

E [F (θ(T ))]−F ∗ ̸= 0 and E
[
∥θ(t)− θ∗∥22

]
̸= 0, which is similar to the conclusion

reached in [39]. However, its destructive effect can be reduced by increasing the

number of antennas at the PS.
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4.4 Numerical Examples

We perform numerical experiments using both MNIST [117] and CIFAR-10 [122]

datasets to evaluate the performance of FL with OTA aggregation over wireless

channels with time variations. For MNIST, we train a convolutional neural net-

work (CNN) given in Table 4.2 resulting in a parameter size of d = 21840. We

consider both i.i.d. and non-i.i.d. data distribution for MNIST. In the i.i.d. case,

data samples are randomly distributed to all the workers, while in the non-i.i.d.

case, we divide the training samples into groups, each with 100 samples only

from the same class. Then, five groups are randomly selected and assigned to

each worker. The mini-batch size is |ξpm(t)| = 500. The number of local iter-

ations is ϵ = 3 for the MNIST. We consider SGD optimizer with learning rate

of 0.5 − 5t × 10−4 during the global iteration t, and we continue to training for

T = 160 iterations.

For the CIFAR-10 dataset, we consider the same CNN architecture given in

[39] resulting in a parameter size of d = 307498 with i.i.d. data distribution while

the mini-batch size is taken as |ξpm(t)| = 2000. The number of local iterations is

ϵ = 5. We employ the Adam optimizer [118] with a learning rate of 10−3−4t×10−6

for the t-th global iteration.

In our setup, there are M workers connected to a PS through a time-varying

Ltap = 3 tap fading MAC where u and hemkl,0(t) are independent circularly sym-

metric zero mean complex Gaussian random variables with variance σ2
h = 1/Ltap,

i.e., u ∼ CN (0, 1/Ltap), and hemkl,0(t) ∼ CN (0, 1/Ltap), ∀m, k, l, e, t. Thus, we

have a normalized uniform multipath delay profile where each tap experiences

time-varying Rayleigh fading with the correlations among channel samples as

given in (4.10). The line-of-sight transmission for each worker is taken without

any delay so that τ emk1(t) = 0, ∀m, k, e, t; while τ emk2(t) and τ
e
mk2(t) are randomly

and uniformly selected between 0 and 1000Ts for ∀m, k, e, t, where Ts = Tw/N

is the sampling period with OFDM word duration Tw. The CP length is set to

Ncp = 1024, which is enough to remove the ISI caused by the multipath.
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The number of subcarriers is taken as Nsc = 4096, hence there are 4096 sub-

channels for each OFDM word resulting in
⌈

d
2×4096

⌉
OFDM words for the model

update transmissions.

In our experiments, we take a range of values for α, i.e., α ∈
{0.001, 0.01, 0.02, 0.03, 0.04}, to study different realistic communication systems

for both over-the-air wireless networks with different levels of time variations.

We note that in 4G or 5G wireless systems, the value of α is small, and the ICI

can be negligible. However, in many of other communication systems, it may

become significant. Consider a scenario with a relatively small subcarrier spacing

which may be preferable for supporting massive connectivity required by massive

machine type communications and reducing the impact of the delay spread [123],

which results in an increased ICI effect. For instance, a relative speed of 100

km/h corresponds to α = 0.001 in a subcarrier separation of ∆f = 100 Hz for

transmission around 1 GHz. Note that this is obtained by using the Jakes’ model

[124] to determine the relative speed for which the correlation coefficient between

the consecutive samples drops to
√
1− α2.

In Fig. 4.2a, the test accuracies for the i.i.d. data distribution case with

the MNIST dataset are given for K = 5, noise variance σ2
z = 1 × 10−9, and

α ∈ {0.001, 0.01, 0.02, 0.03, 0.04}. The results are compared with two cases: 1)

there is no Doppler spread/ICI (α = 0), and 2) FL over the error-free shared

link, which can be interpreted as a performance upper bound for the given CNN

structure and learning parameters. Even though the time variations are extremely

high, the ICI causes only a slight decrease in the performance of the learning

algorithm, that is, averaged over the iterations, ICI causes 0.52%, 3.09%, 4.16%

decrease in accuracy with respect to the time-invariant case, respectively, for

α ∈ {0.02, 0.03, 0.04}; while there is almost no loss for α ∈ {0.001, 0.01}. In Fig.

4.3a, we present the upper bound for the convergence rate provided in Corollary

1 for the same system given in Fig. 4.2a1.

1To calculate this upper bound analytically, one needs the value of q corresponding to the
given α. Noting that q represents the interference due to neighboring subcarriers, we consider
transmission of an OFDM word with only one active subchannel, and use the corresponding
channel output to determine the value of q to account for leakage greater than 1% of the peak
transmitted signal level.
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Figure 4.2: Test accuracy of the system with MNIST i.i.d. data distribution,
M = 20, α ∈ {0, 0.001, 0.01, 0.02, 0.03, 0.04}, and channel noise variance σ2

z =
1× 10−9.

Even though the given results are upper bounds, the results are still consistent

with the analytical expectations especially for lower time variations with smaller

α values. It can be seen that the convergence rate is very close to that of the

ideal case of α = 0 and to the best case with error-free shared link.

In Fig. 4.2b, we give the test accuracies for the same setup, except that, we

increase the number of PS antennas to K = 20.

81



0 20 40 60 80 100 120 140 160

Global iteration (t)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5
U
p
p
er

b
ou

n
d
on

E
[F

(θ
(t
))
]−

F
∗ (
×
10

−
3
)

α = 0

α = 0.001

α = 0.01

α = 0.02

α = 0.03

α = 0.04

(a) K = 5.

0 20 40 60 80 100 120 140 160

Global iteration (t)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

U
p
p
er

b
ou

n
d
on

E
[F

(θ
(t
))
]−

F
∗ (
×
10

−
3
)

α = 0

α = 0.001

α = 0.01

α = 0.02

α = 0.03

α = 0.04

(b) K = 20.

Figure 4.3: Upper bound on E [F (θ(T ))]−F ∗ with i.i.d. MNIST. The parameter
size is d = 21840, and it is assumed that a single OFDM word is generated. We
consider σ2

z = 10−9, Ltap = 3, ϵ = 3, µ = 1, L = 1, G2 = Γ = 1, Ĝ2 = 10−3,
∥θ(0)−θ∗∥22 = 103 for different level of time variations. Note that O(1/d) is taken
as 1/d.

By increasing the number of PS antennas, the performance of the federated learn-

ing system is improved for all given time-variation levels, while almost no perfor-

mance loss is observed for α ∈ {0.001, 0.01}. In Fig. 4.3b, the upper bound for

the convergence rate is provided for the same system given in Fig. 4.2b which

are again consistent with the simulations.
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Figure 4.4: Test accuracy of the system with MNIST non-i.i.d. data distribution,
M = 20, α ∈ {0, 0.001, 0.01, 0.02, 0.03, 0.04}, and channel noise variance σ2

z =
1× 10−9.

In Figs. 4.4a and 4.4b, we consider a similar time-varying federated learning

setup except that the data distribution is non-i.i.d.. Similar to the observations

in Fig. 4.2, when we have higher time variations, i.e., higher α values, the test

accuracy of the FL system deteriorates; however, increasing the number of PS

antennas improves the performance of all the cases. Additionally, the imperfec-

tions introduced by the blind workers are also mitigated by using multiple PS
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antennas.

Note that both in Figs. 4.2 and 4.4, the curves corresponding to α = 0.001

and α = 0.01 are very close to the that of α = 0 and the error-free shared link

with no significant degradation which shows that moderate amount of variations

for FL systems can be tolerated without sacrificing to much of the performance.

Furthermore, one can validate this observation for the case of i.i.d. data in Fig.

4.3 where the upper bound on E [F (θ(T ))]−F ∗ for α = 0, α = 0.001 and α = 0.01

are very low with K = 20, and will be even smaller by increasing the number of

PS antennas.

In Fig. 4.5, we consider FL over time-varying channels for the CIFAR-10 clas-

sification task with CNN. The number of PS antennas is K = 2M with M = 20

workers, and we use the same set of α values as we have used previously in

MNIST classification simulations. Even though the estimate of the model update

is obtained from a signal corrupted by both ICI and blind transmitters, with a

sufficient number of PS antennas, we can obtain a reasonably high learning accu-

racy while maintaining a setup that represents realistic scenarios with practical

implementation constraints.
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Figure 4.5: Test accuracy of the system with CIFAR-10 i.i.d. data distribution,
K = 2M , α ∈ {0, 0.001, 0.01, 0.02, 0.03, 0.04}, and channel noise variance σ2

z =
1× 10−9.
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The above results validate our expectation that we can design an efficient and

accurate federated learning system even if there are time variations in the channel

due to the mobility of the workers and/or PS, or changes in the medium. The

results also show that even though the setup with blind transmitters results in

additional interference term due to the signal alignment at the PS, we show via

both analytical and simulation results that we can alleviate its destructive effect

by employing a sufficient number of PS antennas.

4.5 Chapter Summary

We study an OFDM-based blind federated learning system with OTA aggregation

over time-varying channels, which destroys the orthogonality among the subcar-

riers and results in ICI. Hence, the receiver observes a corrupted version of the

local gradients, i.e., the gradient vectors’ elements experience interference from

the other (neighboring) gradient values.

We analyze the effects of the channel time variations on the convergence of

the time-varying over-the-air FL systems and derive an upper bound for the

convergence rate. We demonstrate that the ICI term has a limited destructive

effect on the learning performance, especially if there is a moderate or small

amount of time variation as typically experienced in wireless communications.

Also, using a sufficiently large number of receive antennas helps reduce the ICI,

resulting in an excellent performance of the federated learning algorithm over

practical time-varying channels. This behavior is confirmed analytically through a

convergence rate analysis. We further validate our results via extensive numerical

experiments with both i.i.d. and non-i.i.d. data distributions, which show that

the overall learning performance is only slightly deteriorated compared to the

scenarios over time-invariant channels.
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4.6 Appendices

4.6.1 Appendix A: Proof of Theorem 1

As in [39], an auxiliary variable υ(t) is defined as

υ(t+ 1) ≜ θ(t) + ∆θ(t), (4.36)

where ∆θ(t) is defined in (4.4). At iteration t + 1, we note that θ(t + 1) =

θ(t) + ∆θ̂(t). As a result, we have

∥θ(t+ 1)− θ∗∥22 = ∥θ(t+ 1)− υ(t+ 1) + υ(t+ 1)− θ∗∥22
= ∥θ(t+ 1)− υ(t+ 1)∥22 + ∥υ(t+ 1)− θ∗∥22

+ 2⟨θ(t+ 1)− υ(t+ 1),υ(t+ 1)− θ∗⟩.

Three terms on the right hand side can be bounded by using the following lemmas.

Lemma 2. For the first term, we have

E
[
∥θ(t+ 1)− υ(t+ 1)∥22

]
≤ η2(t)τ 2G2

K
+

σ2
Zd

2KMσ2
H

+ 4

(
(M + 2)q2d

KM
+O(1/d)

Ltapq
2σ4

h

KMσ4
H

)
Ĝ2. (4.37)

Proof. See Appendix 4.6.2.

Lemma 3. For the second and third terms, we have

E
[
∥υ(t+ 1)− θ∗∥22

]
≤ (1− µη(t) (τ − η(t)(τ − 1)))E

[
∥θ(t) − θ∗∥22

]
+ (1 + µ(1− η(t))) η2(t)G2 τ(τ − 1)(2τ − 1)

6

+ η2(t)(τ 2 + τ − 1)G2 + 2η(t)(τ − 1)Γ, (4.38)

and

E
[
⟨θ(t+ 1)− υ(t+ 1),υ(t+ 1)− θ∗⟩

]
= 0. (4.39)
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Proof. Note that the second term only contains the global parameter θ(t), average

of the local updates ∆θ(t) and the optimal model θ∗. Thus, there is no term

depending on the channel model. Hence, the proof is same as Lemma 2 in [39].

For the third term, the proof is same as Lemma 3 in [39].

4.6.2 Appendix B: Proof of Lemma 2

E
[
∥θ(t+ 1)− υ(t+ 1)∥22

]
= E

[∥∥∆θ̂(t)−∆θ(t)
∥∥2
2

]
=

d∑
u=1

E
[(
∆θ̂u(t) −∆θu(t)

)2]
, (4.40)

where ∆θu is the u-th entry of vector ∆θ(t), for u ∈ [d] . In the follow-

ing, we bound E
[(
∆θ̂u(t) −∆θu(t)

)2]
, ∀u. Here we remind that ∆θ̂u (t) =∑4

p=1∆θ̂u,p (t), where ∆θ̂u,p (t) is defined in (4.27). Note that, we can write

E
[(
∆θ̂u(t) −∆θu(t)

)2]
=E

[(
∆θ̂u,1(t) −∆θu(t)

)2]
+

4∑
p=2

E
[(
∆θ̂u,p(t)

)2]
,

(4.41)

using the independence of channel realization Hmk,uv and channel noise zk,u,

∀m, k, u. For the rest of the proof, as stated in Section 4.3, it is assumed

that a single OFDM word is generated from the parameters, i.e., Nsc = ⌈d
2
⌉. For

simplicity, we further assume Nsc = d/2 ∈ Z+.

Lemma 4. For the first signal term in (4.25), we have

d∑
u=1

E
[(
∆θ̂u,1(t)−∆θu(t)

)2]
=

1

KM2

M∑
m=1

E
[
∥∆θm(t)∥22

]
. (4.42)

Proof. Using the definition of ∆θ̂u,1(t) given in (4.27), we have

E

[(
∆θ̂u,1(t)−∆θu(t)

)2]
= E

( 1

M

M∑
m=1

(
1

Kσ2
H

K∑
k=1

|Hmk,uu(t)|2 − 1

)
∆θm,u(t)

)2
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= E

[
1

M2

M∑
m1=1

M∑
m2=1

(
1− 1

Kσ2
H

K∑
k=1

|Hm1k,uu(t) |
2 − 1

Kσ2
H

K∑
k=1

|Hm2k,uu(t) |
2

+
1

K2σ4
H

K∑
k1=1

K∑
k2=1

|Hm1k1,uu(t) |
2 |Hm2k2,uu(t) |

2

)
·∆θm1,u(t)∆θm2,u(t)

]
.

(4.43)

To compute (4.43), we need to analyze two cases:

� m1 ̸= m2: ∆θm1,u(t) and ∆θm2,u(t) have zero mean and they are indepen-

dent. Thus, there will be no contribution from this case.

� m1 = m2: We have

E

[(
∆θ̂u,1(t)−∆θu(t)

)2]∣∣∣∣∣
m1=m2

(a)
=

1

M2

M∑
m=1

(
1− 2

Kσ2
H

K∑
k=1

E
[
|Hmk,uu(t) |2

]

+
1

K2σ4
H

K∑
k1=1

K∑
k=2

E
[
|Hmk1,uu(t) |

2 · |Hmk2,uu(t) |
2

])
E
[
∆θ2m,u(t)

]
(b)
= E

[
1

KM2

M∑
m=1

∆θ2m,u(t)

]
, (4.44)

where (a) is due to independence of ∆θm,u and Hmk,uv, ∀m, k, u, v, and

(b) is obtained using E
[
|Hmk,uu(t)|2

]
= σ2

H and E
[
|Hmk,uu(t)|4

]
= 2σ4

H .

Lemma 5. For the second term in (4.25), which is the interference due to the

u-th subcarrier of other workers, we have

d∑
u=1

E
[
∆θ̂2u,2(t)

]
=

(M − 1)

KM2

M∑
m=1

E
[
∥∆θm(t) ∥22

]
. (4.45)

Proof. Analysis of this term is similar to the one given in [39]. For 1 ≤ u ≤ d/2,
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we have

E
[
∆θ̂2u,2(t)

]
= E

[( 1

KMσ2
H

M∑
m=1

M∑
m′=1
m′ ̸=m

K∑
k=1

Re
{
(Hmk,uu(t) )

∗Hm′k,uu(t)

·
(
∆θm′,u(t) + j∆θm′,d/2+u(t)

)})2]
(a)
= E

[ 1

K2M2σ2
H

M∑
m=1

M∑
m′=1
m′ ̸=m

K∑
k=1

(
Re
{
(Hmk,uu(t))

∗Hm′k,uu(t)

·
(
∆θm′,u(t) + j∆θm′,d/2+u(t)

)})2
+Re

{
(Hmk,uu(t))

∗Hm′k,uu(t)

·
(
∆θm′,u(t) + j∆θm′,d/2+u(t)

)}
· Re

{
(Hm′k,uu(t) )

∗Hmk,uu(t)

·
(
∆θm,u(t) + j∆θm,d/2+u(t)

)}
(b)
= E

[ 1

2KM2

M∑
m=1

(
(M − 1)

(
∆θ2m,u(t) + ∆θ2m,d/2+u(t)

)
+

M∑
m′=1,m′ ̸=m

(
∆θm,u(t) ∆θm′,i(t)

−∆θm,d/2+u(t) ∆θm′,d/2+u(t)
))]

, (4.46)

(a) is due to independence of Hmk,uv, ∀m, k, and (b) is obtained using

E
[
|Hmk,uu(t)|2

]
= σ2

H . As in [39], one can perform the similar analysis for

d/2 + 1 ≤ i ≤ d, and obtain

E
[
∆θ̂2u,2(t)

]
= E

[
1

2KM2

M∑
m=1

(
(M − 1)

(
∆θ2m,u−d/2(t) + ∆θ2m,u(t)

)
+

M∑
m′=1
m′ ̸=m

(
∆θm,u(t) ∆θm′,u(t) −∆θm,u−d/2(t) ∆θm′,u−d/2(t)

))]
.

(4.47)
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Combining (4.46) and (4.47), we have

d∑
u=1

E
[
∆θ̂2u,2(t)

]
=

(M − 1)

KM2

M∑
m=1

E
[
∥∆θm(t) ∥22

]
. (4.48)

Lemma 6. For the third term in (4.25), which is the ICI term, we have an upper

bound

d∑
u=1

E
[
∆θ̂2u,3(t)

]
≤ 4

(
(M + 2)q2d

KM
+O(1/d)

Ltapq
2σ4

h

KMσ4
H

)
Ĝ. (4.49)

Proof. For 1 ≤ u ≤ d/2, we have

E
[
∆θ̂2u,3(t)

]
= E

[( 1

KMσ2
H

K∑
k=1

u+q∑
v=u−q
v ̸=u

M∑
m=1

M∑
m′=1

Re
{
(Hmk,uu(t) )

∗

·Hm′k,uv(t)
(
∆θm,v(t) + j∆θm,d/2+v(t)

)})2]

=
1

4K2M2σ4
H

K∑
k1=1
k2=1

u+q∑
v1=u−q
v2=u−q
v1 ̸=u
v2 ̸=u

M∑
m1=1
m2=1
m3=1
m4=1

E [(A1 + A2 + A3 + A4)] , (4.50)

where

A1 ≜ (Hm1k1,uu(t))
∗ (Hm3k2,uu(t))

∗Hm2k1,uv1(t)Hm4k2,uv2(t)

·
(
∆θm1,v1(t)∆θm3,v2(t) + j∆θm1,v1(t)∆θm3,v2+d/2(t)

+ j∆θm1,v1+d/2(t)∆θm3,v2(t)

−∆θm1,v1+d/2(t)∆θm3,v2+d/2(t)
)
, (4.51a)

A2 ≜ (Hm1k1,uu(t))
∗Hm3k2,uu(t)Hm2k1,uv1(t) (Hm4k2,uv2(t))

∗

·
(
∆θm1,v1(t)∆θm3,v2(t)− j∆θm1,v1(t)∆θm3,v2+d/2(t)

+ j∆θm1,v1+d/2(t)∆θm3,v2(t)
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+∆θm1,v1+d/2(t)∆θm3,v2+d/2(t)
)
, (4.51b)

A3 ≜ Hm1k1,uu(t) (Hm3k2,uu(t))
∗ (Hm2k1,uv1(t))

∗Hm4k2,uv2(t)

·
(
∆θm1,v1(t)∆θm3,v2(t) + j∆θm1,v1(t)∆θm3,v2+d/2(t)

− j∆θm1,v1+d/2(t)∆θm3,v2(t)

+ ∆θm1,v1+d/2(t)∆θm3,v2+d/2(t)
)
, (4.51c)

A4 ≜ Hm1k1,uu(t)Hm3k2,uu(t) (Hm2k1,uv1(t))
∗ (Hm4k2,uv2(t))

∗

·
(
∆θm1,v1(t)∆θm3,v2(t)− j∆θm1,v1(t)∆θm3,v2+d/2(t)

− j∆θm1,v1+d/2(t)∆θm3,v2(t)

−∆θm1,v1+d/2(t)∆θm3,v2+d/2(t)
)
. (4.51d)

To compute (4.50), we need to analyze these for terms:

� E[A1]: Since the channel coefficients are independent for different m and k

values; the first multiplier

E
[
(Hm1k1,uu(t))

∗ (Hm3k2,uu(t))
∗Hm2k1,uv1(t)Hm4k2,uv2(t)

]
,

has nonzero value only for the cases {m1 = m2, m3 = m4, m1 ̸= m3, k1 =

k2}, {m1 = m4, m2 = m3, m1 ̸= m3, k1 = k2} and {m1 = m2 = m3 =

m4, k1 = k2}. For these conditions, the second multiplier in A1 is

E
[
∆θm1,v1(t)∆θm3,v2(t) + j∆θm1,v1(t)∆θm3,v2+d/2(t)

+ j∆θm1,v1+d/2(t)∆θm3,v2(t)−∆θm1,v1+d/2(t)∆θm3,v2+d/2(t)
]
.

(4.52)

For {m1 = m2, m3 = m4, m1 ̸= m3, k1 = k2} and {m1 = m4, m2 =

m3, m1 ̸= m3, k1 = k2}, the second term will be zero since ∆θm,v terms

are zero mean and independent for different m values. We also model

the gradients and corresponding local model updates as WSS processes,

that is E
[
∆θm1,v1(t)∆θm1,v2(t) − ∆θm1,v1+d/2(t)∆θm1,v2+d/2(t)

]
= 0. Fur-

thermore, we assume that the gradients and corresponding local updates
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decorrelates sufficiently fast, e.g., there is no correlation between the gra-

dient samples which are d/2 − q index away from each other. As a result,

for {m1 = m2 = m3 = m4, k1 = k2}, E
[
∆θm1,v1(t)∆θm1,v2+d/2(t)

]
= 0,

and E
[
∆θm1,v1+d/2(t)∆θm1,v2(t)

]
= 02. Note that this can be achieved

since we consider interference due to 2q neighboring subcarriers, i.e.,

{v1 ∈ [u − q, u + q], v1 ̸= u} and {v2 ∈ [u − q, u + q], v2 ̸= u} which

is a valid assumption for practical wireless communication scenarios. Thus,

there will be no contribution from this case.

� E[A2]: Similar to the previous term, the first multiplier

E[A2,1] = E
[
(Hm1k1,uu(t))

∗Hm3k2,uu(t)Hm2k1,uv1(t) (Hm4k2,uv2(t))
∗ ], (4.53)

has nonzero value only for the cases C1 = {m1 = m3, m2 = m4, m1 ̸=
m2, k1 = k2} and C2 = {m1 = m2 = m3 = m4, k1 = k2}. Note that for

{m1 = m2, m3 = m4, m1 ̸= m3, k1 = k2} and {m1 = m4, m2 = m3, m1 ̸=
m3, k1 = k2}, the second multiplier in A2 is zero due to independence of

∆θm,v’s for different m’s. Hence, there is no need to investigate these cases.

– For C1: Since m1 ̸= m2, due to independence, we have

E[A2,1]
∣∣∣
C1

= E
[
|Hm1k1,uu(t)|2

]
E [Hm2k1,uv1(t) (Hm2k1,uv2(t))

∗] .

As shown in (4.19), E [|Hm1k1,uu(t)|2] = σ2
H . For the second term, we

have

E [Hm2k1,uv1(t) (Hm2k1,uv2(t))
∗]

=
1

Nsc
2

∑
l1,l2∈[Ltap]

∑
i1,i2∈[Nsc]

E
[
hm2kl1,i1(t) · (hm2kl2,i2(t))

∗
]
e−jx1 ,

(4.54)

2Note that this assumption is not essential in the upper bound calculations. One may also
bound E

[
∆θm1,v1(t)∆θm1,v2+d/2(t)

]
term with

√
Var(∆θm1,v1(t))Var(∆θm1,v2+d/2(t)).
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where

x1 =
2π(i1(u− v1) + v1τm2kl1(t)

Nsc

− i2(u− v2) + v2τm2kl2(t))

Nsc

. (4.55)

Using independency of hm2kl1,i1(t) and hm2kl2,i2(t) when l1 ̸= l2, we

have

E [Hm2k1,uv1(t) (Hm2k1,uv2(t))
∗]

=
1

Nsc
2

∑
l1∈[Ltap]

∑
i1,i2∈[Nsc]

E
[
hm2kl1,i1(t) · (hm2kl1,i2(t))

∗
]
e−jx1 , (4.56)

whose absolute value can be upper bounded by∣∣∣E[Hm2k1,uv1(t) (Hm2k1,uv2(t))
∗ ]∣∣∣

≤ 1

Nsc
2

∑
l1∈[Ltap]

∑
i1,i2∈[Nsc]

∣∣E[hm2kl1,i1(t) · (hm2kl1,i2(t))
∗ ]∣∣ · ∣∣e−jx1

∣∣
(4.57a)

(a)
=

1

Nsc
2

∑
l1∈[Ltap]

∑
i1,i2∈[Nsc]

∣∣E[hm2kl1,i1(t) · (hm2kl1,i2(t))
∗ ]∣∣ (4.57b)

(b)
=

1

Nsc
2

∑
l1∈[Ltap]

∑
i1,i2∈[Nsc]

E
[
hm2kl1,i1(t) · (hm2kl1,i2(t))

∗ ] (4.57c)

(c)
= σ2

H , (4.57d)

where (a) follows from |e−jx1| = 1, (b) is achieved ny

E [hm2kl1,i1(t) (hm2kl1,i2(t))
∗] = (1− α2)|i1−i2|/2σ2

h ∈ R≥0,

and (c) is due to the definition of σ2
H given in (4.19). Combining these

two term, we have

|E[A2,1]|
∣∣∣
C1

≤ σ4
H . (4.58)

– For C2, we have m1 = m2 = m3 = m4 = m and k1 = k2 = k which
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gives

E[A2,1]
∣∣∣
C2

= E
[
(Hmk,uu(t))

∗Hmk,uu(t) ·Hmk,uv1(t) (Hmk,uv2(t))
∗ ]
(4.59)

=
1

Nsc
4

∑
lc∈[Ltap]
c∈[4]

∑
ig∈[Nsc]
g∈[4]

E
[
(hmkl1,i1(t))

∗ hmkl2,i2(t)

· hmkl3,i3(t) (hmkl4,i4(t))
∗ ]e−jx2 , (4.60)

where

x2 =
−2πuτmkl1(t) + 2πuτmkl2(t) + 2πi3(u− v1)

Nsc

+
v1τmkl3(t)− 2πi4(u− v2)− v2τmkl4(t)

Nsc

.

Similar to C1, we can upper bound the absolute value of (4.59) as

|E[A2,1]|
∣∣∣
C2

=
∣∣E[ (Hmk,uu(t))

∗Hmk,uu(t) ·Hmk,uv1(t) (Hmk,uv2(t))
∗ ]∣∣

≤ 1

Nsc
4

∑
lc∈[Ltap]
c∈[4]

∑
ig∈[Nsc]
g∈[4]

∣∣E[ (hmkl1,i1(t))
∗

· hmkl2,i2(t)hmkl3,i3(t) (hmkl4,i4(t))
∗ ]∣∣. (4.61)

For (4.61), we have four nonzero cases:

C2,1 = {l1 = l2 = l3 = l4},

C2,2 = {l1 = l2, l3 = l4, l1 ̸= l3},

C2,3 = {l1 = l3, l2 = l4, l1 ̸= l2},

C2,4 = {l1 = l4, l2 = l3, l1 ̸= l3}.

For |E[A2,1]|
∣∣∣
C2,1

, firstly consider E [(hmkl,i1(t))
∗ hmkl,i2(t)hmkl,i3(t) (hmkl,i4(t))

∗].

Since hmkl,i1(t), hmkl,i2(t), hmkl,i3(t), and hmkl,i4(t) are jointly Gaussian
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complex random variables; using [125], we have

E [(hmkl,i1(t))
∗ hmkl,i2(t)hmkl,i3(t) (hmkl,i4(t))

∗]

=
(
r(|i1−i2|+|i3−i4|)/2 + r(|i1−i3|+|i2−i4|)/2

)
σ4
h,

where r =
√
1− α2. Clearly, (4.62) has a nonnegative value; thus, its

absolute value is equal to itself. As we have shown in [10],

∑
ig∈[Nsc]
g∈[4]

E
[
(hmkl1,i1(t))

∗ hmkl2,i2(t)hmkl3,i3(t) (hmkl4,i4(t))
∗ ],

is σ4
hO(Nsc

2), resulting in |E[A2,1]|
∣∣∣
C2,1

≤ Ltapσ
4
hO(1/Nsc

2) where σ2
H =

σ4
hO(1/Nsc

2).

For |E[A2,1]|
∣∣∣
C2,2

, |E[A2,1]|
∣∣∣
C2,3

and |E[A2,1]|
∣∣∣
C2,4

are obtained with the

similar idea to (4.57), resulting in |E[A2,1]|
∣∣∣
C2,i

≤ σ4
H for i ∈ {2, 3, 4}.

For the second multiplier in A2, we have

E[A2,2] = E
[
∆θm1,v1(t)∆θm1,v2(t)

− j∆θm1,v1(t)∆θm1,v2+d/2(t)

+ j∆θm1,v1+d/2(t)∆θm1,v2(t)

+ ∆θm1,v1+d/2(t)∆θm1,v2+d/2(t)
]
, (4.62)

for the nonzero cases. Terms E
[
∆θm1,v1(t)∆θm1,v2+d/2(t)

]
and E

[
∆θm1,v1+d/2(t)∆θm1,v2(t)

]
can be safely approximated as zero by using the assumption of fast decor-

relation of gradients as stated in A1. For the remaining terms, we have

E
[
∆θm1,v1(t)∆θm1,v2(t)

]
=Cov (∆θm1,v1(t),∆θm1,v2(t))

+ E
[
∆θm1,v1(t)

]
E
[
∆θm1,v2(t)

]
, (4.63)

which is equal to E
[
∆θm1,v1(t)∆θm1,v2(t)

]
= Cov (∆θm1,v1(t),∆θm1,v2(t))

since E
[
∆θm1,v1(t)

]
= 0 and E

[
∆θm1,v2(t)

]
= 0.

Note that Cov (∆θm1,v1(t),∆θm1,v2(t)) ≤ max (Var (∆θm1,v1(t)) ,Var (∆θm1,v2(t))).
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Thus, E
[
∆θm1,v1(t)∆θm1,v2(t)

]
can be upper bounded by a constant Ĝ2

which can be implied by Assumption 3. Similarly, one can also bound

E
[
∆θm1,v1+d/2(t)∆θm1,v2+d/2(t)

]
by Ĝ2.

� E[A3] is similar to E[A2], and E[A4] is similar to E[A1].

Inserting nonzero values, i.e., E[A2,1], E[A2,2], E[A4,1], and E[A4,2] into (4.50),

we have

E
[
∆θ̂2u,3(t)

]
≤ 4
(q2(M − 1)

KM
+

3q2

KM
+O(1/Nsc

2)
Ltapq

2σ4
h

KMσ4
H

)
Ĝ2 (4.64a)

= 4

(
(M + 2)q2

KM
+O(1/Nsc

2)
Ltapq

2σ4
h

KMσ4
H

)
Ĝ2. (4.64b)

The same procedure follows for d/2 + 1 ≤ u ≤ d, and the proof is concluded by

inserting (4.64) to
d∑

u=1

E
[
∆θ̂2u,3(t)

]
.

Lemma 7. For the last term in (4.25), which is due to channel noise, we have

d∑
u=1

E
[
∆θ̂2u,4(t)

]
=

σ2
Zd

2KMσ2
H

. (4.65)

Proof. The proof is similar to that of Lemma 6 in [39].

By plugging the results of Lemmas 4-7 into (4.40), and using the convexity of

∥·∥22 and the assumption of bounded expected l2-norm of the stochastic gradients,

similar to Lemma 1 of [39], we obtain

E
[
∥θ(t+ 1)− υ(t+ 1)∥22

]
≤ η2(t)τ 2G2

K
+

σ2
Zd

2KMσ2
H

+ 4

(
(M + 2)q2d

KM
+O(1/d)

Ltapq
2σ4

h

KMσ4
H

)
Ĝ2. (4.66)
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Chapter 5

Transformation-Invariant

Over-the-Air Combining for

Multi-Sensor Wireless Inference

Deep neural networks are powerful but computationally complex machine learn-

ing models, which pose challenges for running DNN-based applications on simple

edge units, such as IoT devices, due to their limited computational capabilities

and energy constraints. To address this, pruning techniques can be used to re-

move insignificant weights and enhance performance and speed up learning and

inference processes [85, 86, 87]. Another approach is to split the network between

the edge device and a more powerful server, improving efficiency.

In this chapter, we examine sensor networks where multiple sensors gather data

from overlapping regions and perform inference on some shared phenomenon. To

reduce the computational burden of deep learning techniques, we split the network

into two parts: a front-end on the sensor side and a back-end on a device with

more computational power. Clearly, proper design of such a system requires

considering sensor capabilities, wireless link requirements, and system latency to

ensure accuracy and reliability while minimizing data transmission. In [101], a

similar computing hierarchy consisting of cloud, edge and end devices where the
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DNN layers are mapped into hierarchical parts and the whole network is optimized

to maximize the usefulness of the features, however, the effect of wireless channels

and efficiency of transmission is ignored. In [102], deep over-the-air computation

is introduced for transmission efficient distributed inference over wireless channels

using multiple sensors. The study employs averaging operation as the feature

fusion method; however, previous works reveal that it may be possible to use

different sensor fusion operations to increase representativeness of the feature

vectors [101, 126, 127, 128]. With this motivation, we propose computing over-

the-air maximum approximations by using an Lp-norm inspired function and

LogSumExp for feature fusion for both unimodal and multi-modal networks to

improve the usefulness of the overall gathered data. With this approach, we

leverage the multiple sensors to obtain transformation-invariant features in a

bandwidth-efficient manner.

The chapter is organized as follows. Section 5.1 introduces the system model.

Over-the-air transformation-invariant combining for multi-sensor wireless infer-

ence is introduced in Section 5.2. Performance of several tasks over AWGN

channels are studied via simulations in Section 5.3, and the chapter is concluded

in Section 5.4.

5.1 System Model

Consider a multi-sensor wireless inference system where M sensors with limited

computational capabilities collect data for the same object from different angles

or sources, aiming to infer common information from all the collected data. This

could involve any type of data, such as text, audio, or visual data, and the sensors

may use different modalities or sensing techniques. Specifically, we propose a

transformation invariant over-the-air multi-sensor network model as illustrated

in Fig. 5.1 where the i-th sensor computes an intermediate feature vector Fi

based on its own sensed data and front-end network branch. The intermediate

feature vector is then preprocessed by the function ϕ(·) and transmitted over a

wireless channel to a central device. The central device operates on the fused
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ϕ(F1)

F

‘It is a car ’

ϕ(F2)

ϕ(FM)
Dimension matching layer
for multi-modal sensor branches.

Figure 5.1: System model for the proposed multi-sensor wireless inference ap-
proach with over-the-air combining.

feature vector F and completes the inference task by employing the back-end of

the network. This approach allows an implicit collaboration between the sensors

and central device for collaborative inference in multi-sensor networks.

With the proposed approach, the activations of each sensor are transmitted

over an AWGN MAC and combined over-the-air, leading to an efficient solution

that decreases transmission overhead and bandwidth requirements while using a

single helper device. The goal of the over-the-air combining operation is to ob-

tain a single, reliable, transformation-invariant and representative feature vector

from multiple sensors, instead of a separate vector for each sensor. This approach

only requires the transmission of feature vectors on a shared link and the central

device aims to recover the combination of these features. Therefore, our system

requires less bandwidth compared to traditional methods, which require separate

transmission and recovery of each signal. We further consider multi-modal layer

structure for the front branches of the neural networks employed at the sensor

side; hence, sensors with higher computational capabilities can use more compli-

cated layers while the less capable ones will utilize only shadow networks. Thus,

our solution is a transmission-efficient wireless inference method with multi-modal

sensor networks while increasing the performance of both powerful and weak sen-

sors by exploiting sensor fusion.
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5.2 Transformation-Invariant Over-the-Air Com-

bining for Multi-Sensor Wireless Inference

In wireless networks, over-the-air aggregation is a technique used to improve spec-

tral efficiency by allowing multiple transmitters to share the same communication

resources. In this technique, the transmitters send their data to the receiver si-

multaneously, and the receiver can directly obtain the summation or average of

the transmitted symbols without explicitly decoding the individual symbols us-

ing the superposition property of the MAC. This property has been exploited in

various wireless communication scenarios, including over-the-air computation sce-

narios (see, e.g., [39, 129, 11, 130]). Acquiring transformation-invariant features is

indispensable for ensuring reliable outcomes across diverse data types, including

image, video, sound or radar data, when faced with alterations such as rotations,

crops, time shifts, amplitude changes, phase shifts or other variations that are

inherent to each domain. A simple yet effective solution is data augmentation, as

presented in [131]. A more sophisticated approach is a transformation-invariant

(TI) pooling operator [126], implemented in [127]. For instance, for vision prob-

lems, this method feeds different rotated versions of the same sample into the

first part of the network, and combines them using a TI-pooling layer to per-

form the remaining operations required for the network. This TI-pooling layer

implements an element-wise maximum operator, resulting in a transformation-

invariant feature vector. In [128], the authors design a multi-view convolutional

neural network (MVCNN) for 3D shape recognition using 2D section images of

the 3D model, using the maximum operator to pool and combine layers in a

similar manner.

Standard maximum operation requires the receiver to recover each transmitted

signal separately before taking the element-wise maximum. However, this pro-

cess demands a significant amount of bandwidth and can also be computationally

expensive, making it infeasible for real-time applications. In this chapter, we are

interested in transformation-invariant over-the-air sensor fusion for multi-sensor

networks; however, to improve the representativeness of the fused feature vector,
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we aim to move beyond simple averaging techniques. To enable an approximate

maximum operation for the multi-sensor wireless inference setup in a bandwidth

efficient manner, we propose using an Lp-norm inspired function and LogSum-

Exp. These approximations allow us to approximate the maximum operation

using a combination of elementary functions that are computationally efficient to

implement. By leveraging the superposition property of the MAC, we can exploit

the benefits of maximum combining without sacrificing spectral efficiency while

improving the overall inference performance and robustness of the system.

It is worth noting that while the maximum operation is utilized in [127] to

train a robust network for rotation or scale changes, and [128] focuses on compu-

tationally efficient 3D shape recognition using 2D views, our study takes a unique

approach by considering a distributed multi-sensor network rather than relying

on a single machine for computations and data sensing. Specifically, we explore

the use of locally obtained data from each sensor, which is then combined in a

bandwidth-efficient way with the approximate maximum operation for further

processing and joint inference, distinguishing our work from the aforementioned

studies.

Remark 3. We consider two different structures for the multi-sensor wireless

inference system under consideration:

(I) Unimodal wireless inference using sensors with the same compu-

tational power: One can employ the same front-end branches with the same

number of layers, neurons, and filters with weight sharing among the sensors. For

this setup, it is enough to train one front-end and one back-end branch jointly due

to weight sharing. We refer to this structure as the unimodal wireless inference

setup.

(II) Multi-modal wireless inference using sensors with different com-

putational capabilities: In this setup, we allocate different front-end branches

at various sensors based on their computational power and capabilities; hence the

sensors with higher capabilities may deploy deeper network branches to improve

the overall performance while the less capable ones may only employ shallow net-

work branches to contribute to the overall inference. We note that because of
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multi-modality, the resulting intermediate feature vectors may have different di-

mensions. Hence, one should utilize a dimension-matching layer at the end of

each front-end branch, as shown in Fig. 5.1.

Remark 4. Note that, unlike the distributed and federated learning, this study

focuses on the inference phase. Our approach involves offline training, which can

be performed in a powerful device beforehand, followed by the sharing of network

branch weights between the sensors and the central device for real-time inference.

It is worth noting that although the pre-trained network weights are shared with

the sensors before the inference phase, there is no explicit communication among

the sensors during the inference. This makes the proposed approach highly scalable

and suitable for large-scale networks with many sensors. Overall, our approach

provides an effective solution for achieving real-time, bandwidth-efficient inference

using multiple sensors in a network.

5.2.1 LogSumExp Approximation for Over-the-Air Max-

imum

Since we are interested in obtaining the maximum of the transmitted features in a

multi-sensor network with OTA sensor fusion, the m-th worker deploys the front-

end of the network resulting in feature vector Fm. Instead of directly transmitting

Fm, each sensor will deploy the preprocessing function ϕ(·), then the m-th sensor

will obtain and transmit

xm = ϕ(Fm) = eξFm , (5.1)

for the LSE approximation where ξ > 0 is used as a scaling parameter. Note

that Fm can be 1D vectors, 2D matrices or 3D tensors depending on the network

structure and layers. For simplicity, we assume Fm ∈ Rd is a one-dimensional

vector that can be obtained by flattening 2D matrices or 3D tensors where d

depends on the input sample, and network parameters. We further define

eξFm ≜ [eξFm(1), eξFm(2), · · · , eξFm(d)], (5.2)

where Fm(i) is the i-th element of the vector Fm.
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The received signal at the central device is

y =
M∑

m=1

xm + n =
M∑

m=1

eξFm + n, (5.3)

where y ∈ Rd, n ∈ Rd is the AWGN noise vector with variance σ2
n. Note that one

can also consider transmission over other channel models, e.g., fading channels.

The i-th element of the received signal (5.3) can be written as

y(i) =
M∑

m=1

eξFm(i) + n(i), (5.4)

for i ∈ {1, · · · , d}. To obtain an approximation for the element-wise maximum

with LSE, the receiver takes the natural logarithm of the received signal (5.8),

and obtains

max{F1(i), · · · ,FM(i)} ≈ log (y(i))

ξ

=
log
(∑M

m=1 e
ξFm(i) + n(i)

)
ξ

. (5.5)

After obtaining an approximation for the element-wise maximum for each feature

vector element, the resulting vector is fed to the back end of the network at the

central device, and a single fused inference result is obtained.

Note that one needs to be careful in the selection of the parameter ξ. Higher

ξ will provide a better approximation, while it may also lead to unstable calcu-

lations due to extremely high values. Additionally, increasing ξ leads to a higher

transmit power, which may not be desirable. Therefore, it is crucial to carefully

weigh the trade-off between the inference performance and the transmit power,

while also considering the stability of the calculations when selecting the scaling

parameter.
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5.2.2 Lp-Norm Inspired Approximation for Over-the-Air

Maximum

In this case, similar to the LSE approximation, instead of the resulting feature

vector, which is the output of the front-end of the network, sensor m transmits

xm = ϕ(Fm) = Fp
m, (5.6)

for the Lp-norm inspired approximation where p > 01. It is worth mention-

ing that Fp
m can be expressed as a vector consisting of d elements, denoted by

[Fm(1)
p,Fm(2)

p, · · · ,Fm(d)
p], where Fm(i) is a scalar representing the i-th ele-

ment of vector Fm. Note that L∞ provides the largest magnitude among each

vector element; hence having larger p enables a better approximation of the max-

imum. We further emphasize that Fm’s are the outputs of commonly used ac-

tivation functions (e.g., rectified linear unit (ReLU) and sigmoid). Hence, the

approximation for the largest magnitude will be an approximation for the maxi-

mum.

The received signal at the device is

y =
M∑

m=1

xm + n =
M∑

m=1

Fp
m + n, (5.7)

where y ∈ Rd, and n ∈ Rd is the AWGN noise vector with variance σ2
n.

The i-th element of the received signal (6.2) is

y(i) =
M∑

m=1

Fm(i)
p + n(i), (5.8)

for i ∈ {1, · · · , d}. Before processing the received signal at the back-end part of

1The function given in (5.6) is inspired by the Lp norm but is adapted for usage when p > 0,
diverging from the conventional Lp norm definition for 0 < p < 1.

104



the network, one needs to take the 1
p
-th power of the received signal which is

max{F1(i), · · · , FM(i)} ≈ y(i)
1
p

=

(
M∑

m=1

Fm(i)
p + n(i)

) 1
p

. (5.9)

This operation provides an approximation for the element-wise maximum and

the resulting vector is fed to the back end of the network which will complete the

inference operation based on the fused feature vector.

5.3 Numerical Examples

We perform numerical experiments using both MNIST [117] and Princeton Mod-

elNet 40-class subset dataset [132] to evaluate the performance of transformation-

invariant over-the-air wireless inference with multi-sensor networks. ModelNet

originally provides 3D CAD models for objects, and [128] constructs multiview

2D samples from 3D CAD models using a 12-view camera setup. In our exper-

iments, we use the 2D multiview dataset provided by [128]. We consider offline

training for learning, and assume that the weights of the network branches are

shared with the sensors and central device, which will perform real-time inference.

For performance evaluation, we consider three baselines: 1) the exact maximum

for intermediate features, which can be considered as a performance upper bound

for transformation-invariant networks with both ideal (no channel noise) scenario

and transmission over AWGN channels, 2) averaging of intermediate features as

a sensor fusion operation which can be directly implemented in an over-the-air

manner, 3) single sensor performance for both unimodal and multi-modal struc-

tures. To compare the transmission efficiency of the proposed approach with the

raw image transmission, we assume that the resolution of the input image pixels

is the same as the resolution of the intermediate feature vector elements.

For the MNIST dataset, we consider a five-sensor unimodal wireless inference

network where each sensor senses the same digit, but each sample is randomly
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Table 5.1: Network architecture for the unimodal wireless inference with the
MNIST dataset.

Front-end
(Sensor side)

Image: 28× 28
5× 5 convolutional layer, 10 channels,

ReLu activation, stride: (1,1)

Back-end
(Device side)

5× 5 convolutional layer, 20 channels,
ReLu activation, stride: (1,1)
dropout with probability 0.5

fully connected layer with 320 units,
ReLu activation

fully connected layer with 50 units,
ReLu activation

softmax output layer with 10 units

rotated about the origin. The angle of rotation is uniformly distributed over

[0, π]. We consider i.i.d. data distribution with batch size 2000, and Adam

optimizer [118] is employed with an initial learning rate of η = 10−3 over T = 200

iterations. The network architecture for both the sensor side front-end and device

side back-end is provided in Table 5.1. First, each sensor employs the front-end

branch of the network, and transmits eξFm where Fm is the intermediate feature

vector for the m-th sensor. We consider decreasing scaling parameter ξ for LSE

approximation as

ξ =



5, if epoch ≤ 2

3, if epoch ≤ 4

2, if epoch ≤ 30

1, otherwise.

It should be noted that we utilize a functional scaling parameter, which achieves

satisfactory results without optimization, even though further optimization is

possible. We model the wireless channel between the sensors and device as an

AWGN MAC as in (5.3) where the channel SNR is 10 dB. Employing the LSE

approximation method (detailed in Section 5.2.1), we estimate the element-wise

maximums of the transmitted intermediate features. We compare the results of

the proposed approach with three baselines in Fig. 5.2.
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Figure 5.2: Inference accuracy for MNIST dataset with M = 5 sensors each
observing the same object with random rotations for unimodal wireless inference.

The exact maximum achieves the highest accuracy, while a single sensor without

leveraging multi-view data underperforms other fusion methods. The proposed

over-the-air LSE approximation approaches the performance of the exact max-

imum, outperforming averaging in sensor fusion. This result shows that sensor

fusion in transformation invariant multi-sensor wireless inference networks can be

implemented in an efficient manner by employing over-the-air computations.

We further note that, in the above setup, the input image size is 28×28 = 784

pixels, and the transmitted vector size of Fm is d = 10× 112× 12 = 1440 due to

data amplification. Note that this size is affected by the splitting point, and can

be reduced by later division or employing an auto-encoder. However, since there

are five sensors, the overall number of parameters to be transmitted with over-the-

air sensor fusion is 10× 112× 12 = 1440 compared to that of separate raw image

transmission, which is 784 for each sensor with overall 5×784 = 3920 transmitted

pixel values. Hence, the proposed approach provides significant reduction on the

required bandwidth.

We also evaluate the performance of the proposed approach on the ModelNet

107



Table 5.2: Network architecture for the unimodal wireless inference with the
ModelNet dataset.

Front-end
(Sensor side)

Image: 224× 224× 3
3× 3 convolutional layer, 32 channels,

ReLU, stride:4, padding: 2
2D maxpooling with kernelsize=3, stride=2

dropout with probability 0.5

Back-end
(Device-size)

fully connected layer (23328, 8196)
ReLU

dropout with probability 0.5
fully connected layer (8196, 2048)

ReLU
Output layer: fully connected layer (2048, 40)

dataset using both unimodal and multi-modal wireless inference setups. We use

a mini-batch size of 10 and Adam optimizer [118] with an initial learning rate of

η = 10−4 over T = 80 iterations. In both cases, we use the AWGN MAC channel

with 10 dB SNR and the over-the-air approach described in Section 5.2.2 with

p = 2 for approximating the maximum operation. For the unimodal case, we use

a 12-camera setup as described in [128], and the network structure for the sensor

and device-edge is provided in Table 5.2.
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Figure 5.3: Inference accuracy for MoelNet dataset with M = 12 sensors each
observing the same object from a different angle for unimodal wireless inference.
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We compare the inference accuracies of the proposed approach with those of the

baselines, and report the results in Fig. 5.3. Similar to the MNIST simulations,

the exact maximum achieves the highest inference accuracy, while the approach

proposed in Section 5.2.2 for the maximum achieves nearly the same level of

accuracy and outperforms the other two baselines (sensor fusion with averaging

and single sensor solutions).

For the multi-modal wireless inference setup, we investigate the network struc-

ture given in Table 5.3 with four sensors in which each sensor uses data randomly

sampled from 12 views of the ModelNet dataset.

Table 5.3: Network architecture for the multi-modal system with the ModelNet
dataset.

Image: 224× 224× 3

Front-end
(Sensor side)

Sensor 1 Sensor 2
7× 7 conv layer,

32 channels, ReLU,
stride: 4, padding: 2

5× 5 conv layer,
32 channels, ReLU,
stride: 4, padding: 2

Max pooling with
kernel size: 3, stride: 2

Max pooling with
kernel size: 3, stride: 2

5× 5 conv layer,
32 channels, ReLU,
stride: 1, padding: 2

3× 3 conv layer,
16 channels, ReLU,
stride: 1, padding: 2

Max pooling with
kernel size: 3, stride: 2

Max pooling with
kernel size: 3, stride: 2

Dropout layer (p = 0.5) Dropout layer (p = 0.5)
Fully connected
layer (5408, 2048)

Fully connected
layer (3136, 2048)

Sensor 3 Sensor 4
5× 5 conv layer,

16 channels, ReLU,
stride: 4, padding: 2

3× 3 conv layer,
16 channels, ReLU,
stride: 4, padding: 2

Max pooling with
kernel size: 3, stride: 2

Max pooling with
kernel size: 3, stride: 2

Dropout layer (p = 0.5) Dropout layer (p = 0.5)
Fully connected

layer (11664, 2048)
Fully connected

layer (12544, 2048)
Back-end

(Device side)
Fully connected layer (2048, 1024), ReLU activation
Fully connected layer (1024, 40), ReLU activation
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Figure 5.4: Inference accuracy for the ModelNet dataset with a multi-modal
system with M = 4 sensor each having different computational capabilities.

In this simulation setup, the complexity of branches is adjusted according to the

sensor capabilities, i.e., we assume that the first sensor is the most powerful one

in terms of computational capabilities while sensor four has the lowest capabil-

ity. As shown in Fig. 5.4, the proposed over-the-air approximation achieves a

performance close to that of the exact maximum, which can be considered as a

performance upper bound for the given system model, while significantly outper-

forming the sensor fusion with averaging. Unlike the previous simulations, the

accuracy of single-sensor setups varies due to the multi-modality in the front-

end network architectures and depends on the computational capabilities of the

corresponding sensor, i.e., the complexity of the network branch. However, it is

clear that sensor fusion helps improve the performance of all the sensors, with

the accuracy of the one with the lowest capacity increasing the most, while still

offering significant improvement for the most powerful one.

We further note that a significant reduction in transmission rate with sen-

sor fusion for both unimodal and multi-modal wireless inference on ModelNet

dataset is also observed. The input image size is 224× 224× 3 = 150528 pixels,
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which would need to be transmitted separately by M = 12 and M = 5 different

sensors for unimodal and multi-modal structures, respectively. However, with

the proposed approach, the transmitted vector size Fm is reduced to 23328 and

2048, respectively, representing a decrease of 98.71% and 99.73% compared to

transmitting 150528 × M pixel values. While this approach provides a highly

efficient transmission for multi-sensor wireless inference, we emphasize that the

reduction in transmission rates depends on various parameters such as the net-

work structure, the number of sensors, and the input size, and it may differ for

other setups.

5.4 Chapter Summary

We study a multi-sensor wireless inference network that utilizes transformation-

invariant over-the-air feature fusion during intermediate feature transmission.

Due to the limited computational capabilities of simple sensor devices, we split

the network branches between a multi-view sensor system and a central device,

and propose LogSumExp and Lp-norm inspired approximations for maximum op-

eration in an over-the-air manner to implement a transformation-invariant sensor

fusion. Our numerical experiments on rotated MNIST and ModelNet dataset

validate that the newly proposed approach achieves nearly the same inference

accuracy level as that of the exact maximum combining, while reducing the com-

munication load and computations at the sensor-side with the help of over-the-air

transmission over wireless channels.
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Chapter 6

Learnable Sensor Fusion for

Multi-Sensor Wireless Inference

Networks

Due to their superior performance in inference and classification, deep neural

networks have garnered significant attention. However, computationally limited

simple IoT sensors may not be capable of performing all the required operations

for inference. Therefore, as a solution, one may divide the network into two

parts: the front-end and the back-end. The data is initially sensed by a sensor

and processed through the front-end, after which it is transmitted to a central

processing device to complete the inference. As an additional improvement, one

can also consider a system where multiple sensors collect data for the same ob-

ject, inherently introducing data augmentation. In multi-sensor wireless inference

setups, sensor fusion plays a crucial role as it affects both the accuracy and the

transmission and computational costs of the inference process.

In this chapter, we investigate sensor networks in which multiple sensors gather

data from overlapping regions and perform inference on a shared phenomenon,

as in Chapter 5, which exploits transformation-invariant sensor fusion. How-

ever, practical implementation of transformation-invariant features encounters
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challenges, such as the need to position sensors throughout the entire scene

and to identify a set of transformations that satisfy the necessary properties.

These limitations impose constraints on wireless inference systems, and even with

transformation-invariant features, achieving the highest accuracy is not guaran-

teed. To address these issues, we propose to use a trainable sensor fusion function

to optimize feature fusion and enhance the overall inference accuracy. This func-

tion incorporates a trainable parameter that provides flexibility in sensor fusion

based on system properties. By adjusting this parameter, a range of behaviors can

be captured, from feature averaging to approximating the maximum operation.

The chapter is organized as follows. Section 6.1 introduces the system model.

Learnable sensor fusion for multi-sensor wireless inference is introduced in Section

6.2. Performance of the proposed approach is studied via simulations in Section

6.3, and the chapter is concluded in Section 6.4.

6.1 System Model

We investigate a wireless sensor network comprising M sensors, each captur-

ing observations from a common object. These observations can take various

modalities, such as text, visual data, or audio. Although it is feasible to explore

multi-modal sensor networks that handle data with different modalities, for the

sake of simplicity, we concentrate on single-modal data. The multi-sensor archi-

tecture inherently introduces data augmentation to the network, and integrating

the sensor data can enhance the reliability of inference.

We introduce an over-the-air learnable sensor fusion method, illustrated in

Fig. 6.1. Each sensor, denoted as m ∈ {1, · · · ,M}, acquires an intermediate fea-

ture vector, Fm, by processing its own sensed data using an embedded front-end

network. Our approach draws inspiration from a sensor fusion method similar

to the one presented in [12], where an Lp-norm inspired fusion technique is em-

ployed. However, we innovate by introducing a learnable parameter, p, into the

preprocessing function ϕ(·). This parameterization enables the optimization of
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Figure 6.1: System model for the proposed learnable sensor fusion for multi-
sensor wireless inference.

the sensor fusion method to better suit the characteristics of the network and

sensor distribution.

For inference on the data collected by the sensors, each sensor transmits its

processed features via the front-end network to a central processing device to

complete the inference, utilizing an AWGN MAC. Leveraging the superposition

property of the MAC channel, these transmissions occur concurrently within a

shared time/frequency slot, allowing for over-the-air transmission. This approach

ensures the system’s transmission efficiency. We further introduce a learnable

parameter to the sensor fusion method to enhance the adaptability of the system

by customizing it to the specific network and sensor distribution.

6.2 Learnable Sensor Fusion for Multi-Sensor

Networks

In [126, 127], it is suggested that transformation-invariant features can be de-

rived from multiple data sources through a maximum operation, provided that
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all potential input transformations form a group adhering to fundamental prop-

erties such as closure, associativity, invertibility, and identity. However, practi-

cally situating sensors throughout the entire scene to meet these conditions may

be infeasible. Furthermore, identifying a set of transformations that fulfills all

the required properties can be a daunting task, especially given the potentially

vast number of possible transformations. These limitations impose practical con-

straints on wireless inference setups. Moreover, it is essential to note that even

with transformation-invariant features, achieving the highest possible inference

accuracy is not guaranteed.

Given these considerations, we propose employing a trainable sensor fusion to

optimize the feature fusion step and enhance the overall inference accuracy. In

this step, we utilize an Lp-norm inspired sensor fusion method, similar to the one

introduced in [12], where sensor m transmits its feature vector Fm as follows:

xm = ϕ(Fm) = Fp
m, (6.1)

where Fm is the feature vector which can be 1D vectors, 2D matrices or 3D

tensors depending on the network structure and layers. For simplicity, we assume

Fm ∈ Rd.

With over-the-air transmission, the received signal will be superposition of

sensor data from M sensors, which is given by

y =
M∑

m=1

xm + n =
M∑

m=1

Fp
m + n, (6.2)

where y ∈ Rd, and n ∈ Rd is the AWGN noise vector with variance σ2
n.

At the central processing device, this signal will be used utilizing a preprocess-

ing function

y(i)
1
p =

(
M∑

m=1

Fm(i)
p + n(i)

) 1
p

, (6.3)
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for the i-th element of the received signal. Note that for constant p ≥ 0, this

preprocessing function is as discussed in [12]. However, by introducing the train-

able parameter p instead of a constant one, we are able to capture a spectrum of

behaviors by ensuring flexibility for sensor fusion based on the system properties.

Specifically, when p = 1, the function corresponds to feature summation, which

conveys the same information as averaging, while for sufficiently large values of

p, it approximates the maximum operation. During training, this parameter can

converge to an optimal value that maximizes the overall inference accuracy based

on the specific setup.

Remark 5. We note that, due to the computational limitations of sensors, we

consider offline training, and the network parameters are shared with the sensors

and the central processing device after training. These parameters are used during

the online wireless inference process for real-time applications.

Remark 6. During the offline training, we introduce the parameter p of the

sensor fusion method as a trainable network parameter. Consequently, this pa-

rameter, in conjunction with the network parameters, undergoes adjustments to

minimize a suitable loss function, thereby fine-tuning the entire network. This

optimization process depend on various aspects, including the number of sensors,

their quality, placement, and the sensor fusion method, all adjusted for the spe-

cific characteristics of the sensor network. After the offline training process, the

resulting value of parameter p is fixed, and this fixed value is used during the

real-time online inference process.

6.3 Numerical Examples

6.3.1 Dataset Descriptions

In our numerical examples, we utilize two datasets: 1) a custom-made Car Learn-

ing to Act (CARLA) dataset, and 2) the ModelNet dataset to evaluate the per-

formance of learnable sensor fusion for multi-sensor wireless inference.
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Figure 6.2: Roundabout simulation environment in CARLA.

CARLA: Wireless inference systems have gained traction in various domains,

from autonomous driving to surveillance. These systems rely on sensor data fusion

for accurate environmental interpretation. However, evaluating these systems in

real-world scenarios is challenging due to complexity and cost. To address this,

we use the CARLA platform [133] to create a simulation environment. Our setup

includes a roundabout scenario with eight strategically placed cameras (as in Fig.

6.2). We use data from these cameras to construct a robust dataset that sim-

ulates wireless communication challenges like occlusions, signal variations, and

interference. This dataset is crucial for training and evaluating wireless inference

algorithms, enabling accuracy, robustness, and efficiency analysis in a simulated,

yet highly realistic, environment. It also allows for algorithm comparisons, suit-

ability assessments, and the development of new approaches.

In this environment, we collect training and test data for five classes: pedestri-

ans, small vehicles, large vehicles, bicycles, and motorcycles. Table 6.1 summa-

rizes the dataset properties. It is important to note that although there are eight

cameras positioned around the roundabout, some detected objects may only be

sensed by a subset of the cameras. Consequently, the number of collected images

for a particular object class could be less than eight.

ModelNet: The Princeton ModelNet dataset, specifically its 40-class subset

[132], originally provides 3D CAD models of objects. These models have been

117



Table 6.1: The dataset properties for the custom-made CARLA dataset.

Class Train sample size Test sample size
Bicycle 220 108
Motorcycle 170 64
Large vehicle 250 131
Small vehicle 260 118
Pedestrian 180 58

processed using the method proposed in [128] to obtain 2D samples from a 12-

view camera setup. In our simulations, we utilize this 2D dataset [128] to assess

the performance of our proposed approach.

6.3.2 Numerical Results

Table 6.2: Network architecture for the learnable sensor fusion for multi-sensor
wireless inference.

Front-end
(Sensor side)

Image: 224× 224× 3
3× 3 convolutional layer, 32 channels,

ReLU, stride:4, padding: 2
2D maxpooling with kernelsize=3, stride=2

dropout with probability 0.5

Back-end
(Device-size)

fully connected layer (23328, 8196)
ReLU

dropout with probability 0.5
fully connected layer (8196, 2048)

ReLU
Output layer: fully connected layer (2048, 40)

In the numerical examples, we adopt the network structure outlined in Table

6.2 and employ M = 5 sensors for both the custom-made CARLA and ModelNet

datasets. During offline training, we utilize a mini-batch size of 10. The training

process utilizes the Adam optimizer [118] with an initial learning rate of 10−4 and

runs for 80 iterations. For the results presented in this study, we conduct training

for 10 models and report the average test accuracy along with the associated

one-standard-deviation interval. It is worth noting that both offline training and

real-time inference involve a wireless channel connecting the sensors to the central
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processing device, modeled as an AWGN MAC.

For the sensor fusion using the Lp-norm inspired function, we initialize the

learnable parameter p as 0.95 + U [0, 0.1], where U [0, 0.1] represents a uniform

distribution between 0 and 0.1. This proposed approach is compared with three

baselines: 1) sensor fusion by taking the exact maximum of all sensor’s trans-

mitted features, 2) feature averaging, 3) using only one sensor without sensor

fusion. Taking the exact maximum requires recovering all transmitted features

from different sensors at the receiver side, necessitating orthogonal transmission

and making the process costly and undesirable. On the other hand, both the

learnable sensor fusion with the Lp-norm inspired function and feature averaging

can be performed in an over-the-air manner with concurrent transmission, mak-

ing them transmission efficient. Furthermore, it is worth noting that with the

help of the trainable parameter p in learnable sensor fusion, one can cover both

ends of the spectrum and approximate both averaging and exact maximum by

adjusting p values. Hence, the sensor fusion can be optimized for the given sensor

network and data structure.
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Figure 6.3: Inference accuracy for learnable sensor fusion using CARLA dataset
with M = 5 sensors with perfect (fixed) SNR training.
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Figure 6.4: Inference accuracy for learnable sensor fusion using CARLA dataset
with M = 5 sensors with SNR-robust training.

In Fig. 6.3, we examine the perfectly known SNR scenario, where we assume

that the channel SNR is available both during offline training and real-time pro-

cessing. Consequently, we train and test the proposed approach and the baselines

with exactly the same SNR settings. Specifically, we train multiple models with

{0, 2, 4, 6, 8} dB SNRs and test them with matching SNRs. As anticipated, using

only one sensor without sensor fusion has the poorest performance, since it can-

not exploit multiple data sources for the detected object. Moreover, the Lp-norm

inspired sensor fusion achieves superior performance compared to both averaging

and exact maximum across the entire SNR range. This observation highlights

the benefits of introducing the learnable parameter p, which enables a sensor

fusion method capable of generalizing better than averaging or exact maximum

operations for the given setup. In this setup, it is noteworthy that the learnable

parameter p converges to approximately 0.88, an average taken over 10 models.

Consequently, despite the final fusion method exhibiting different characteristics

from a simple averaging, it is more closer to the averaging function (not to the

maximum operation).

In Fig. 6.4, we investigate SNR-robust training for the same system. In this

scenario, during both offline training and real-time inference, the only available
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information about the AWGN channel is the range of the SNR. The exact statis-

tics of the channel is unknown. To address this, during each iteration of the

training process, we sample an SNR value between −5 dB and 15 dB (uniformly

sampled in linear scale) and perform the training accordingly. Consequently, even

though we lack perfect knowledge of the SNR, we can train a single network to ac-

commodate the wide SNR range. As depicted in Fig. 6.4, especially for moderate

to high SNR values, our previous observation holds, confirming that the Lp-norm

inspired sensor fusion with the trainable parameter remains a superior method

compared to averaging and exact maximum. However, for low SNR values, e.g.,

for SNRs lower than 1 dB, averaging exhibits a slightly better performance com-

pared to the proposed approach. Furthermore, compared to the previous results,

one does not need to train multiple models for each specific channel quality when

employing the SNR-robust training approach. Instead, a single model is trained

to adapt to the entire range of SNR values, making the system more versatile

and efficient.

In Fig. 6.5, we provide a comparison of different training strategies for the

learnable sensor fusion with the Lp norm:

� Strategy 1: Training with a pre-chosen (single) fixed SNR (selected as 4

dB),

� Strategy 2: SNR-robust training with uniformly sampled SNR from 0 to 8

dB during each iteration, as described for the setup in Fig. 6.4,

� Strategy 3: Training with perfect (fixed) SNR, as described for the setup

in Fig. 6.3.

Notably, Strategies 1 and 2 only require training a single model, while Strategy

3 requires the training of different models for each SNR value. As expected,

Strategy 3 achieves better performance across almost all SNR values since it

is specifically trained for each SNR, maximizing performance for each scenario.

Conversely, Strategy 1 performs poorly for SNRs different from 4 dB, as it is

optimized for that specific SNR only. On the other hand, Strategy 2, with SNR-

robust training, demonstrates reasonable performance for the given SNR range,
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Figure 6.5: Comparison of inference accuracy for learnable sensor fusion using
CARLA dataset with M = 5 for three training strategies.

although it is slightly inferior compared to Strategy 3 with perfect SNR knowl-

edge. However, when considering the trade-off between training cost and infer-

ence accuracy, Strategy 2 with robust training proves to be a desirable approach.

The SNR-robust training allows for a single model to be deployed effectively

across a range of SNR values, reducing the need for multiple specialized models

and optimizing the training cost. Furthermore, with this approach, the mem-

ory requirement of the sensor devices are significantly reduced helping to obtain

low-cost network design.

In Fig. 6.6, we adopt the robust-training strategy for the ModelNet dataset

withM = 5 sensors, considering an SNR range between −5 and 15 dB. Unlike the

CARLA simulations, in this case, sensor fusion with the exact maximum performs

better than averaging for the high SNR range, while averaging outperforms the

exact maximum for lower SNRs. However, for SNRs higher than approximately

1 dB, the learnable sensor fusion with the Lp-norm inspired function achieves

superior performance. This observation indicates that the order of performance

between averaging and exact maximum can vary based on the dataset, sensor

distribution, or other system parameters. Nevertheless, with the learnable sensor

fusion utilizing the Lp-norm inspired function, one can obtain a generalizable
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Figure 6.6: Inference accuracy for learnable sensor fusion using ModelNet dataset
with M = 5 sensors with SNR-robust training.

sensor fusion strategy, particularly beneficial for moderate to high SNR ranges.

This demonstrates the adaptability and effectiveness of the proposed approach,

making it suitable for diverse scenarios and system configurations.

6.4 Chapter Summary

In this chapter, we have investigated a learnable sensor fusion method for multi-

sensor wireless networks. This method employs an adaptable over-the-air combin-

ing function resembling the Lp-norm, controlled by a learnable parameter. This

parameter enables the deep neural networks to dynamically adjust their sensor

fusion method, encompassing a wide range from averaging to maximum, suiting

diverse scenarios and system configurations. Additionally, our approach exhibits

robustness to SNR fluctuations, thereby reducing the offline training cost and

memory demands of the sensor network. Overall, our method offers an efficient

and flexible solution for optimizing sensor network performance, tailoring the

fusion process to different application requirements.
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Chapter 7

Conclusions and Future Work

We conclude the thesis by summarizing our contributions and outlining several

avenues for future research.

In Chapter 3, we have addressed practical implementation challenges in the

context of federated learning over wireless channels. In our proposed system

model, we have characterized the channel as a frequency-selective channel and

employed OFDM for transmission. The workers perform local iterations and

transmit corresponding gradients using low-resolution DACs, while the PS em-

ployes ADCs at the receive antennas. The transmissions occur in an over-the-air

manner to maximize bandwidth efficiency. We have demonstrated both theoret-

ically and empirically that the use of low-resolution DACs and ADCs, including

one-bit DACs and ADCs, does not impede the performance of federated learning

algorithms. Furthermore, we have shown that multipath channel effects diminish

when a sufficient number of antennas are employed at the PS.

Addressing another practical concern for FL, Chapter 4 has been dedicated

to an exploration of federated learning over time-varying channels. Local model

updates are transmitted through time-varying channels, utilizing an OFDM-based

approach over multiple access channels. Such channel variations can exist in

numerous real-world scenarios, e.g., when there are workers or parameter server
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mobility, leading to the inter-carrier interference that disrupts the orthogonality

of subcarriers. We have conducted an analytical investigation to illustrate that

the resulting inter-carrier interference does not impede the convergence of the

learning algorithm, particularly in cases of slow to moderately varying channels.

These findings have been extensively validated through numerical simulations.

The first part of the thesis has been centered on addressing practical imple-

mentation issues within the context of FL for realistic scenarios. We highlight

that there is room for further enhancement across various dimensions. Firstly,

FL presents solutions with broad applicability, e.g., autonomous driving, medical

diagnosis, and virtual assistants. To illustrate the utility of FL in these real-world

systems, one can assess the effectiveness of the models employed using more realis-

tic datasets. For instance, one could experiment with the CARLA dataset for FL

with autonomous driving applications, providing a more accurate representation

of some real-world scenarios.

Moreover, in Chapter 3, we explored hardware impairments resulting from low-

resolution DACs and ADCs in the context of FL models. However, it is important

to note that other components, e.g., amplifiers, filters, mixers, and antennas,

within a practical system can also contribute to impairments and introduce noise

or distortion that may degrade the overall learning performance. Therefore, as

a complementary research direction, one can also investigate and analyze effects

of non-idealities in other components of federated learning systems over wireless

channels.

In Chapter 5, we have introduced a multi-sensor wireless inference system

in which the sensors observe an overlapping region assigned to perform real-

time applications. This setup inherently introduces data augmentation, which

improves the overall inference performance, but also requires careful deployment

of sensor fusion due to the involvement of multiple sensors. For the introduced

setup, we have proposed a bandwidth-efficient over-the-air sensor fusion method

by approximating the transformation-invariant maximum operation using Lp-

norm inspired and LogSumExp functions. We have demonstrated numerically

that the newly proposed solution improves overall performance while significantly
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reducing transmission costs facilitated by over-the-air transmission.

As an extension and further improvement of the aforementioned multi-sensor

setup, in Chapter 6, we have proposed a trainable sensor fusion method that

introduces a learnable parameter to the Lp-norm inspired sensor fusion function.

This parameter can approximate several sensor fusion methods, e.g., averaging

and maximum operations, by optimizing its value during offline training. Addi-

tionally, it allows for customization of sensor fusion to match the characteristics

of the overall system, taking into account factors like the number of sensors, their

placement, data modality, and quality.

Several avenues for improvement and further exploration can be pursued based

on our findings. An important direction for future work is to delve deeper into the

underlying theoretical aspects of the proposed sensor fusion approach. Conduct-

ing a comprehensive convergence analysis can provide insights into the behavior

and stability of the fusion function during the training process. This analysis can

involve exploring the conditions under which the fusion function converges to an

optimal solution, studying the impact of different loss functions or regularization

terms on convergence, and understanding the relationship between the trainable

parameter and convergence properties.

To assess the generalization capabilities of the proposed multi-sensor wireless

inference setup, it is essential to evaluate its performance on diverse datasets

beyond the ones used in this thesis. This can involve collecting or acquiring

datasets from different environments, varying sensor configurations, and distinct

scenarios. Evaluating the performance of the fusion function on these datasets

will provide insights into its robustness, adaptability, and ability to handle varying

conditions, thereby contributing to its applicability in real-world scenarios.

Another important aspect for future work is the incorporation of multi-modal

data, such as radar, into the multi-sensor wireless inference setup. In our work,

we only focused on the fusion of RGB data from different cameras. However,

integrating additional modalities can provide complementary information and

enhance the overall inference accuracy.
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Lastly, classical information theory, as originally introduced by Shannon in

[134], predominantly addresses technical communication problems, often regard-

ing the meaning behind transmitted symbols as irrelevant for engineering pur-

poses. Weaver, in [135], expanded upon this by presenting a three-level commu-

nication model: Level A, the technical problem; Level B, the semantic problem,

which delves into the meaning behind transmitted symbols; and Level C, the

effectiveness problem, which is concerned with the desired recipient behavior.

While the technical problem aligns with classical information theory, the seman-

tic problem focuses on understanding the meaning of transmitted sequence. The

effectiveness problem seeks to ensure the desired actions on the receiver side. Nu-

merous studies have aimed to enhance semantic information theory and develop

models for reliable semantic communication, as highlighted in [136, 137, 138].

More recently, in [139], a novel goal-oriented semantic communication framework

has been introduced. This framework is based on a graph-based language and

specializes in mapping meanings to a predefined syntactic structure, enabling the

definition of suitable performance metrics and the implementation of compres-

sion/coding schemes based on the conveyed or inferred meaning of transmissions.

The introduced language model employs attribute sets to capture additional prop-

erties and features, such as those related to detected objects in computer vision

applications.

Building on semantic and goal oriented communications, in the context of

wireless inference, intermediate features may convey the semantic content of data

sensed by different devices. In this setting, the primary objective is not necessarily

the perfect recovery of feature vectors, but rather the retrieval of the underlying

meaning of these feature vectors, such as the inference result in a classification

task. Consequently, there is an opportunity to design a semantic language for

intermediate features or to effectively leverage existing semantic language defini-

tions within the context of wireless inference. We perceive this as a promising

line of research particularly for IoT and smart environment applications. Ad-

dressing these future research directions will not only refine the learnable sensor

fusion approach but also deepen our understanding of its theoretical foundations,
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validating its efficiency, generalization capabilities across diverse datasets and ro-

bustness to hardware impairments. Such advancements will contribute to the

development of more sophisticated and reliable multi-sensor wireless inference

systems in practical applications.
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