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Abstract

Two experiments investigated whether individuals' forecasts of the demand for prod-

ucts and a stock market index assuming a best or worst case scenario depend on

whether they have seen a single scenario in isolation or whether they have also seen

a second scenario presenting an opposing view of the future. Normatively, scenarios

should be regarded as belonging to different plausible future worlds so that the

judged implications of one scenario should not be affected when other scenarios

are available. However, the results provided evidence of contrast effects in that the

presentation of a second “opposite” scenario led to more extreme forecasts consis-

tent with the polarity of the original scenario. In addition, people were more confi-

dent about their forecasts based on a given scenario when two opposing scenarios

were available. We examine the implications of our findings for the elicitation of point

forecasts and judgmental prediction intervals and the biases that are often associated

with them.
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1 | INTRODUCTION

When considering the future, people often speak in terms of “best

case” and “worst case” scenarios. Scenarios are also used in businesses

and other organizations to plan strategies that will cope with alterna-

tive possible futures (e.g., Goodwin & Wright, 2014). A key character-

istic of these scenarios is that they represent mutually exclusive

(though usually not mutually exhaustive) plausible combinations of

future events. Each scenario represents a different possible future

world with a specific set of implications for a decision maker. For

example, a scenario involving a series of political events that result

in peace in the Middle East could imply a low price for oil on the world

markets at a given future date. A scenario involving continued conflict

in that region could imply a high price for oil, as extraction is

suspended and supplies are disrupted. Note that the implications are

conditional only on the occurrence of the scenario on which they

are based. The possibility that the “continued conflict” scenario might
wileyonlinelibrary.com/jo
prevail should have no relevance to the estimated price of oil that

would be associated with the “peace” scenario—each scenario repre-

sents a different future world.

However, it is known that effect of a stimulus is often context

dependent (Plous, 1993, p38). As Plous argued: “[People] do not per-

ceive and remember material in isolation; they interpret new informa-

tion in light of past experience and the context in which the material

occurs.” This suggests there is a possibility that, when presented with

different mutually exclusive scenarios, and asked to estimate the

implication of each scenario, people's estimate for a given scenario

may be influenced by the content of the alternative scenarios that

they have recently studied. For example, having just read a worst case

scenario, a person's point forecast of a variable, assuming a best case

scenario may be more or less optimistic than it would be if the latter

scenario had been considered in isolation. If it was more optimistic,

it would represent a contrast effect; ironically, access to the worst

case scenario would have had the effect of increasing optimism. If it
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was more pessimistic, it would represent an assimilation effect—the

information in the worst case scenario would have been assimilated

with that in the best case scenario and led to a damping of the fore-

caster's optimism. For the reasons we present below, we have reasons

to expect that contrast effects will occur when point forecasts are

based on extreme scenarios. In cases where organizations are

employing scenario planning tools, such a bias could have important

implications for the quality of strategic decisions. However, to our

knowledge, this possibility has not previously been investigated in

the literature.

Forecasts are also often presented in the form of prediction inter-

vals. Typically, the widths of judgmental prediction intervals are too

narrow, suggesting that people are overconfident that an elicited

interval will capture the realized outcome (e.g., Ben‐David, Graham,

& Harvey, 2013). Confidence in one's forecasts tends to increase dis-

proportionately as the amount of available information increases, even

when this information is irrelevant to the forecast (Hall, Ariss, &

Todorov, 2007; Oskamp, 1965). Given that information in one sce-

nario is not relevant to a forecast based on a second scenario, we also

examine whether the implied level of confidence associated with such

a forecast increases when the opposing scenario is also available.

In this paper, we present two experiments that were used to

explore whether the perceived implications of worst and best case

scenarios, expressed as point forecasts and prediction intervals, are

context dependent, and whether any perceived dependence between

mutually exclusive scenarios is related to the “extremity” of the argu-

ments presented within them. Following a review of the relevant liter-

ature, we give details of the design and implementation of the

experiments before presenting the results and analysis and discussing

their practical implications.
2 | LITERATURE REVIEW

2.1 | Examples of context effects

Perhaps the best known example of context dependence is the halo

effect, which was discovered in the 1920s (Thorndike, 1920). In a task

that involved rating army officers on a number of attributes, such as

intelligence, physique, and leadership, Thorndike found that people

were unable to rate each attribute independently of the others. For

example, there was evidence that an officer who was perceived to

be intelligent also tended to be perceived as having a strong physique.

Although there were problems withThorndike's measurement scales, a

large number of subsequent studies have reached similar conclusions

in a wide range of domains (e.g., Chernev & Blair, 2015; Nisbett & Wil-

son, 1977; O'Donnell & Schultz, 2005). Context dependence has also

been found to apply in choice tasks where the addition to the choice

set of alternatives that are vastly inferior to existing options—and

hence irrelevant to the choice between them—changes the way that

these existing options are valued (Louie, Khaw, & Glimcher, 2013;

Soltani, De Martino, & Camerer, 2012; Vlaev, Chater, Stewart, &

Brown, 2011). Context effects on choice can also be found where
consumers are presented with superior products or services that are

unavailable—so‐called phantom decoys (Scarpi & Pizzi, 2013;

Trueblood & Pettibone, 2017). For example, these can be influential

when consumers are belatedly informed that a favored product is

out of stock (Pizzi & Scarpi, 2013). In other work, Stewart, Chater,

and Brown (2006) suggested that the values people attach to the attri-

butes of an option in decision making can depend on other values in

the decision context, such as the attribute values of competing

options. Similarly, the provision to judges of potential anchors, which

have values that are so implausible that they are irrelevant to the esti-

mation task in hand, has been found to influence the subsequent

values estimated. For example, in one study, people who were initially

asked whether Gandhi's age at death was higher or lower than 9 pro-

duced significantly lower estimates of his age than did those who

were initially asked where his age at death was higher or lower than

140 (Strack & Mussweiler, 1997).
2.2 | Assimilation and contrast effects

Context dependence can result in either assimilation effects or con-

trast effects. An assimilation effect occurs when a person's response

to a target stimulus is positively correlated with contextual informa-

tion, as in the anchoring bias described above that is widely observed

in forecasting tasks (Bolger & Harvey, 1993; Lawrence & O'Connor,

1992). This effect can also be seen in psychology experiments where

tasks completed earlier set a context for later tasks, which the exper-

imenter has intended to be viewed independently. For example, in an

experiment‐based study of judgmental extrapolation of time series,

Harvey and Reimers (2013) partly attributed their finding that fore-

casters tended to damp trends to an assimilation effect. In this case,

it appeared that people tended to regress their estimate of a given

trend towards the mean trend that they had observed in other series

used in the experiment.

When a person's response to a target stimulus is negatively corre-

lated with contextual information, a contrast effect occurs. For exam-

ple, in an early experiment, participants rated weights as being lighter

than they actually were, immediately after lifting a heavier weight

(Sherif, Taub, & Hovland, 1958). Contrast effects have been found in

areas ranging from legal decision making (Kelman, Rottenstreich, &

Tversky, 1996) to consumer choice, where a product may appear to

be less attractive than it would be when considered in isolation, when

it is compared with much more attractive alternatives (Simonson &

Tversky, 1992).
2.3 | Factors determining whether an assimilation or
a contrast effect occurs

A number of factors may be responsible for whether an assimilation or

contrast effect occurs. Basing their theory on the inclusion/exclusion

model of Schwarz and Bless (1992), Förster, Liberman, and Kuschel

(2008) suggested that, when similarity‐orientated processing is

invoked, this is likely to result in assimilation. In this mode of thinking,
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a person will focus on the similarities between the context and the tar-

get stimuli and they may base their interpretation of the target on the

characteristics of the context. Dissimilarity‐orientated, or comparative,

processing, on the other hand, is likely to be associated with a contrast

effect. In this case, the focus will be on the differences between the

context and target. This raises the question of which features of a

judgmental task are likely to lead to each type of thinking. The litera-

ture has identified the following features.
1. The distance between context and target. Early research found that,

when people made quantitative judgments, the distance on a scale

between the context and the target determined the type of

response. In an experiment, where people had to assess how

heavy pairs of weights were, the first weight (the context) was

defined as the one at the top of the scale, and the second, gener-

ally lighter weight, had to be rated against it (Sherif et al., 1958). If

the two weights were similar, the estimate tended to move

upwards towards the “context” weight (an assimilation effect),

but if the context weight was much heavier than the target, a con-

trast effect occurred and the second weight was regarded as being

lighter. The contrast effect increased the greater the distance of

the context weight from the target weight. More recent research

by Chien, Wegener, Hsiao, and Petty (2010) suggested that, where

the plausible ranges of values of the context and target stimuli are

perceived to overlap, an assimilation effect will probably occur.

When they do not, a contrast effect is likely.

2. The ambiguity of target stimulus. Herr, Sherman, and Fazio (1983)

showed that an assimilation effect is likely when the target stimu-

lus is both ambiguous and in close proximity to the contextual

stimulus. Ambiguity is the extent to which a stimulus can be

interpreted in diverse ways. When a target stimulus is highly

ambiguous, the contextual stimulus may prime the target to be

interpreted in a way that is consistent with it, thereby leading to

assimilation. However, an unambiguous target stimulus would,

according to Herr et al., be expected to result in a contrast effect,

especially where both the target and contextual stimuli are

extremes.

3. The distinctiveness of the contextual information. Stapel and

Winkielman (1998) found that, where the contextual information

is distinct and accessible, it is more likely to act as comparison

standard and hence lead to a contrast effect. Indistinct or abstract

contextual information is less accessible and hence likely to lead to

such an effect.

4. The dimensional relevance of the contextual information. The contex-

tual information will be more likely to lead to a comparative mode

of thinking and hence to a contrast effect when it is seen as being

relevant to the dimension on which the target stimulus is being

assessed (Stapel & Winkielman, 1998). For example, contextual

information that specifies how heavy a weight is will clearly be rel-

evant when the heaviness of another weight is being assessed.

Contextual information about the shape of the weight would not

have dimensional relevance.
5. Whether an explicit evaluation is made of the contextual information.

An explicit evaluation of the context is likely to make its mental

representation concrete and distinct. This reification means that

the contextual information is likely to form a comparison standard

and hence be conducive to a contrast effect (Stapel & Winkielman,

1998).

6. The time interval between presentation of the context and target

stimuli. Manis and Moore (1978) found that short time intervals

between the presentation of context and target stimuli (these

were polarized messages concerning social issues or irrelevant

messages) tended to lead to contrast effects whereas assimilation

effects were associated with longer intervals.

We are not aware of any research that has looked at the possi-

bility that one scenario can act as a context for another when peo-

ple are judging the implications of a given scenario in order to make

a forecast. However, if the findings of the foregoing research apply

to scenarios, then a number of inferences can be drawn. First, if

the context and target scenarios are extremes (as in “best and worst

case” scenarios), then this is likely to lead to a contrast effect. How-

ever, the extent of this may depend on the degree of extremity of

the context scenario. Second, the probability of a contrast effect will

depend on the extent to which the scenarios lack ambiguity and are

distinctive. For example, scenarios that convey a mixture of opti-

mism and pessimism may be perceived as being more ambiguous

and hence more conducive to an assimilation effect. An assimilation

effect may also be more likely when the scenarios describe the

future on different dimensions. For example, if a context scenario

relating to a country confines itself to describing future rate of infla-

tion and unemployment in a country, while the target scenario only

describes future rates of pollution and crime, the two scenarios can

be “interweaved” and hence assimilated. None of the variables

described in the context scenario would provide a comparison stan-

dard for those in the target scenario. Finally, we anticipate that the

act of making a forecast based on the context scenario (in addition

to a forecast for the target scenario) will reify the scenario and

hence make it more likely to act as a basis of comparison and

engender a contrast effect.

2.4 | Hypotheses

This discussion suggests the following hypotheses when people

undertake a task of making point forecasts on the basis of worst and

best case scenarios that are extreme, unambiguous, and nonabstract

and describe possible futures on the basis of on the same dimensions.
H1. Exposure to a worst case scenario will lead to more

optimistic forecasts based on a best case scenario. Simi-

larly, exposure to a best case scenario will lead to more

pessimistic forecasts based on a worst case scenario

(i.e., contrast effects will be observed).

H2. The degree of extremity of the context scenario will

determine the size of the contrast effect.
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H3. The occurrence of a contrast effect is dependent on

whether or not a forecast was previously made for the

context scenario.
Point forecasts do not provide any information about the degree

of uncertainty associated with a forecast, and this information can

be crucial for any subsequent decisions (Goodwin, 2014). Prediction

intervals do provide this information, but as indicated earlier, when

they are based on judgment, there is a tendency for them to be too

narrow. As a result, they manifest overconfidence in that the probabil-

ity of them capturing the outcome tends to be less than the stated

coverage probability (e.g., Ben‐David et al., 2013; Welsh & Begg,

2018). Given the evidence that overconfidence increases when more

information is available, even when the extra information is irrelevant

(e.g., Hall et al., 2007; Oskamp, 1965), we expect that people will pro-

duce narrower prediction intervals for forecasts on the basis of a given

scenario when they also have access to information on an opposing

scenario. Hence, we have the following hypothesis.
H4. Prediction intervals produced for a given scenario

are narrower when an opposing scenario has also been

presented to the forecaster.
3 | METHOD: EXPERIMENT 1

3.1 | Design of experiment

Experiment 1 was designed to test H1, H2, and H4. The participants'

task related to the production of demand forecasts based on the

assumption that a given “background” scenario would prevail.1 A total

of 114 business students from Bilkent and Sabancı Universities par-

ticipated in a task that had a paper‐and‐pencil format. The task

involved the use of judgment to produce the forecasts for a company

marketing high‐technology products and services such as fitness

monitoring devices, drones, and a movie streaming service. The par-

ticipants received an individual forecast form that included back-

ground information about the company and its forecasting

procedure, together with time‐series plots showing past demand for

eight products (see Appendix A for an example of an instruction form

supplied to a participant for one of the products). Each plot displayed

10 months of data. Participants received these series and their asso-

ciated scenario in a randomized order. The formula used for the gen-

erating each series was

Yt ¼ 125þ et eteN 0; 20ð Þ; (1)

where Yt is the demand in month t and et is the level of noise in

month t.

Because the focus of the study was on the possible interaction

between scenarios, the plots were intended to have, as far as possible,

a neutral effect, providing guidance only on the typical level and
a clear distinction between scenarios and forecasts, and the terms are not being

here. In the experiment, the scenarios provided the context and the forecasts pro-

estimates of future demand conditional on that context.
variation of demand. Hence, they did not contain autocorrelations,

trends, or seasonal patterns.

The participants were randomly assigned to one of three groups.

Those in Group 1 were presented with a single best or worst case sce-

nario. Depending on the product or service, this scenario was either

extreme or moderate in its pessimism or optimism. The same level of

optimism or pessimism was always associated with a given product.

The participants were then asked to assume that this scenario applied

to market conditions in Month 20 (10 months ahead of the latest

demand figure) and to produce (a) a point forecast, (b) a best case fore-

cast, and (c) a worst case forecast of demand in this month. This pro-

cess was carried out for eight products or services. The extreme or

moderate levels of optimism or pessimism were achieved by varying

the tone of the scenario vignettes by manipulating the words used

(the full set of scenarios is available from the authors). The content

and the amount of information conveyed were kept the same across

scenarios with different levels of optimism or pessimism. In total, the

participants saw two extreme and two moderate worst case scenarios

and two extreme and moderate best case scenarios (i.e., a total of

eight scenarios, one for each product).

Participants in Group 2 received the same scenarios as those in

Group 1, but they also received a moderate second scenario that

was opposite in polarity to the first. For example, when the first sce-

nario was extremely pessimistic, the second conveyed moderate opti-

mism. Having read the two scenarios, they were then asked to

produce a point forecast and a best and worst case forecast of

demand in Month 20 assuming that the first scenario was applicable

to the market conditions in that month. Following this, they were

asked to produce a second set of forecasts, assuming that the second

scenario was applicable. The main purpose of asking for the second

set of forecasts was to ensure that both scenarios were read by the

participants.

Participants in Group 3 carried out the same task as those in Group

2, except that the second scenario was extreme in tone. For example,

when the first scenario was extremely pessimistic, the second con-

veyed extreme optimism. Having made all their forecasts, participants

completed an exit questionnaire that was designed to ascertain their

feelings about the task and the role of the scenarios.

One‐way analyses of variance (ANOVAs) were conducted to com-

pare the mean point forecasts of the groups for cases where the target

scenario was (a) extremely pessimistic, (b) moderately pessimistic, (c)

moderately optimistic, and (d) extremely optimistic. It was considered

to be reasonable to average the pairs of point forecasts for each con-

dition as the underlying generating mechanism was the same (see

Equation 1).

In the exit poll, the participants were given questions that asked

them to indicate on a 1 (totally disagree) to 5 (totally agree) scale their

evaluation of the scenarios they were given. In particular, they rated

whether they believed the scenarios “enhanced their future‐focused

thinking,” “were useful in constructing the forecasts,” “were clear to

understand,” “were realistic,” and “provided important additional infor-

mation that helped in constructing the forecasts.” Again, one‐way

ANOVAs were applied to the responses.
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3.2 | Results of Experiment 1

3.2.1 | Point forecasts

Table 1 (a–d) shows the results of the ANOVAs. All indicated signifi-

cant differences between the groups' mean point forecasts (in all

cases, the test statistic was F (2, 111); this had values between 3.6

and 19.5, and p values ranged from .03 to below .0005). Also, in all

cases, apart from the results in Table 1 (b), eta‐squared suggested that

the presence of “opposing” scenarios tended to have a medium‐to‐

large effect on the forecasts (Cohen, 1988). The results provide evi-

dence of a significant contrast effect in all cases. For example, those

who only received a moderate pessimistic scenario tended to produce

higher point forecasts than did those who also received a moderate or

extreme optimistic scenario and who were asked to assume that the

pessimistic scenario would prevail (see Table 1, a). Access to an opti-

mistic scenario appeared to make people more pessimistic when judg-

ing the implications of the pessimistic scenario. The reverse was true

when people were asked to make point forecasts assuming that an

optimistic scenario would ensue. In this case, access to a pessimistic

scenario tended to make them more optimistic. In addition, stronger
TABLE 1 Analyses of variance comparing mean point forecasts in
Experiment 1

Table Group
Target
scenario

Context
scenario

Mean point
forecast SD

(a) 1 Extreme

pessimism

None 98.3 21.0

2 Extreme

pessimism

Moderate

optimism

88.7 18.7

3 Extreme

pessimism

Extreme

optimism

79.4 18.8

F (2, 111) = 9.1 p < .0005 η2 = 14.1%

(b) 1 Moderate

pessimism

None 107.3 17.5

2 Moderate

pessimism

Moderate

optimism

103.5 13.6

3 Moderate

pessimism

Extreme

optimism

97.8 15.6

F (2, 111) = 3.6 p = .03 η2 = 6.1%

(c) 1 Moderate

optimism

None 137.9 18.3

2 Moderate

optimism

Moderate

pessimism

148.3 19.1

3 Moderate

optimism

Extreme

pessimism

158.3 20.7

F (2,

111) = 11.0

p < .0005 η2 = 16.5%

(d) 1 Extreme

optimism

None 135.0 21.6

2 Extreme

optimism

Moderate

pessimism

149.7 17.5

3 Extreme

optimism

Extreme

pessimism

152.1 17.3

F (2,

111) = 19.5

p < .0005 η2 = 14.6%
“opposing” scenarios tended to lead to a greater contrast effect,

though this effect was relatively small when point forecasts were

being made for an extreme optimistic scenario (see Table 2, d). These

results provide support for H1 and H2.
3.2.2 | Prediction intervals

As indicated above, participants were also asked to produce best and

worst case forecasts under the assumption that a given scenario

applied. The width of the interval between these two forecasts can

be interpreted as a measure of the degree of uncertainty that the par-

ticipant associated with their point forecast. Table 2 displays the

results of one‐way ANOVAs that were used compare, for the three

groups, the mean interval widths of forecasts made for the four types

of scenario. It can be seen in all cases that the mean intervals became

significantly narrower when opposing scenarios were presented (in all

cases, the test statistic was F (2, 111); this had values between 3.3 and

35.3, and p values ranged from .041 to below .0005). They were also

narrower when the opposing scenario was extreme rather than mod-

erate. Thus, ironically, participants typically were more confident
TABLE 2 Mean width of prediction intervals in Experiment 1

Table Group Target scenario
Context
scenario

Mean
width SD

(a) 1 Extreme

pessimism

None 55.2 19.0

2 Extreme

pessimism

Moderate

optimism

41.4 18.7

3 Extreme

pessimism

Extreme

optimism

37.9 16.5

F (2,

111) = 10.1

p < .0005 η2 = 15.4%

(b) 1 Moderate

pessimism

None 44.5 17.3

2 Moderate

pessimism

Moderate

optimism

39.9 12.6

3 Moderate

pessimism

Extreme

optimism

32.9 17.1

F (2,

111) = 35.3

p = .006 η2 = 8.7%

(c) 1 Moderate

optimism

None 57.6 18.4

2 Moderate

optimism

Moderate

pessimism

44.1 23.2

3 Moderate

optimism

Extreme

pessimism

38.5 19.8

F (2, 111) = 9.2 p < .0005 η2 = 14.2%

(d) 1 Extreme

optimism

None 48.2 19.1

2 Extreme

optimism

Moderate

pessimism

40.5 17.5

3 Extreme

optimism

Extreme

pessimism

38.1 18.2

F (2, 111) = 3.3 p = .041 η2 = 5.6%
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about their point forecast that assumed a given scenario would prevail

when they were also presented with scenarios that described an

opposite view of possible future market conditions. Not only was

there a contrast effect, but access to opposing scenarios also appeared

to reduce the uncertainty that participants had about their point

forecasts.
3.2.3 | Exit poll

Recall that, in the exit poll, the participants rated whether they

believed the scenarios “enhanced their future‐focused thinking,”

“were useful in constructing the forecasts,” “were clear to under-

stand,” “were realistic,” and “provided important additional informa-

tion that helped in constructing the forecasts.” One‐way ANOVAs

showed that the participants' responses, summarized in Figure 1, were

not significantly different across the three groups (in all cases, the test

statistic was F (2, 111); all p values were greater than .4). Furthermore,

t tests revealed that they were significantly different than 3 (all p

values < .001, two tailed, for all comparisons), indicating that the par-

ticipants found the scenarios to be meaningful and helpful. The exit

poll also asked the participants to indicate on a 1 to 5 scale whether

they found the products and services of the company attractive and

appealing. The average response to this question was 3.6 for those

receiving a single scenario (Group 1), 3.77 for those receiving two sce-

narios including a moderate opposing scenario (Group 2), and 3.51 for

those receiving two scenarios including an extreme opposing scenario

(Group 3); all were significantly higher than 3 when t tests were

applied (all p values < .001, two tailed), suggesting that the participants

found the task interesting and were motivated to complete the

forecasts.
FIGURE 1 Radar chart summarizing the exit poll
4 | METHOD: EXPERIMENT 2

4.1 | Design of experiment

Experiment 2 was conducted to investigate (a) whether the findings of

contrast effects in the first experiment also applied in a different con-

text (this was to assess how generalizable the findings might be) and

(b) to test H3, that is, to establish whether a contrast effect only

applied when a point forecast was also made for the context scenario.

Recall that the literature suggests that requiring a point forecast would

make the context scenario more concrete in the forecast's mind and

hence be more likely to lead to a contrast effect. To further test the

robustness of the findings of Experiment 1, in this second experiment,

the forecasts for the target scenario were elicited after the forecasts

for the context scenario, rather than before. All the scenarios in this

experiment were extreme.

This time, the participants' task related to the production of stock

market forecasts based on the assumption that a given scenario relat-

ing to the economic health of a country would prevail in 10 months'

time. A total of 90 business students from Bilkent and Sabancı Univer-

sities participated in a task that, once again, had a paper‐and‐pencil

format. The participants assumed the role of forecasters in an interna-

tional consulting company. They each received an individual forecast

form that included background information about the consultancy

company and its forecasting procedure, together with time‐series

plots showing the values of each country's stock market index for

the past 10 months. Forecasts for eight countries, presented in ran-

dom order, were required (see Appendix B for an example of an

instruction form supplied to a participant for one of the countries).

The formula used for the generating each series was

It ¼ 100þ it iteN 0; 30ð Þ; (2)

where It is the value of the index in month t and et is the level of

noise in month t.

Again, because the focus of the study was on the possible interac-

tion between scenarios, the plots were intended to have, as far as pos-

sible, a neutral effect, providing guidance only on the typical level and

variation of the index.

The participants were randomly assigned to one of three groups of

30. Those in Group 1 were presented with a single scenario. Depend-

ing on the country, this scenario was either extremely pessimistic or

optimistic. The participants were then asked to assume that this sce-

nario applied to economic conditions in Month 20 and to produce (a)

a rating of the scenario for its degree of optimism or pessimism on a

−5 (extreme pessimism) to +5 (extreme optimism) scale, (b) a point fore-

cast, (c) a best case forecast, and (d) a worst case forecast of the

index's value in this month. In total, each participant received four

extreme worst case scenarios and four extreme best case scenarios.

Participants in Group 2 received the same best and worst case sce-

narios as those in Group 1, but they also received a second extreme

scenario that was opposite in polarity to the first. As far as possible,

the aspects of each economy that was described in the worst and best
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case scenarios for a given country were the same; they simply differed

in their polarity. For example, when the first scenario was extremely

optimistic, the second conveyed extreme pessimism. Having read the

two scenarios, they were then asked to give a rating of the degree

of optimism or pessimism implied by the scenarios. However, the

point, best, and worst case forecasts were only required for the sec-

ond scenario. This was to establish whether not being required to

make a forecast for the context scenario reduced the likelihood of a

contrast effect (as suggested by H3). The requirement to rate both

scenarios was intended to ensure that both had been read.

Participants in Group 3 carried out the same task as those in Group

2, except that they were also required to produce forecasts for both

scenarios.

Having made all their forecasts, participants completed an exit

questionnaire that was designed to ascertain their feelings about the

task and the role of the scenarios. One‐way ANOVAs were conducted

to compare the mean point forecasts of the groups for cases where

the target scenario was (a) extremely pessimistic and (b) extremely

optimistic. The exit poll asked the same questions as those in Experi-

ment 1, plus questions on whether the participants had carefully read

the provided scenario and whether, overall, they felt satisfied with

their forecasts (the responses were again on a scale from 1, totally dis-

agree, to 5, totally agree). As before, one‐way ANOVAs were applied to

the responses.
4.2 | Results of Experiment 2

4.2.1 | Point forecasts

Table 3 shows the results of the ANOVAs. Both indicated significant

differences between the groups' mean point forecasts, F (2, 87)

equaled 13.4 and 7.1, yielding p values of less than .0005 and .001,

respectively. The eta‐squared values suggested that the nature of

the task carried out by each group tended to have a medium‐to‐large
TABLE 3 Analyses of variance comparing mean point forecasts in
Experiment 2

Group
Target
scenario

Context
scenario

Mean point
forecast SD

1 Extreme

pessimism

None 93.4 15.0

2 Extreme

pessimism

Extreme

optimism

99.8 18.1

3 Extreme

pessimism

Extreme

optimism

78.9 15.0

F (2, 87) = 13.4 p < .0005 η2 = 23.5%

1 Extreme

optimism

None 111.9 16.2

2 Extreme

optimism

Extreme

pessimism

102.0 18.2

3 Extreme

optimism

Extreme

pessimism

118.3 16.1

F (2, 87) = 7.1 p = .001 η2 = 14.0%
effect on the forecasts (Cohen, 1988). The tasks of Group 1, who

received a single scenario, and Group 3, who received two scenarios,

including an extreme opposing scenario, largely replicated those in

Experiment 1. Forecasts made for worst case scenarios tended to be

more pessimistic when an opposing best case scenario had also been

read, indicating a contrast effect (p = .0004 in a one‐tailed pairwise

comparison t test of the Group 1 and Group 3 mean forecasts, which

is easily significant after Bonferroni adjustment). Similarly, forecasts

made for a best case scenario tended to more optimistic when an

opposing worst case scenario had also been read—though here the

effect was not as large and is not quite significant at the 5% level

(p = .073 in a one‐tailed pairwise comparison t test). Despite this,

the results broadly provide further support for H1.

However, Group 2, who received two scenarios, including an

extreme opposing scenario, did not exhibit a contrast effect. Recall

that, despite seeing and rating the two scenarios this group, unlike

Group 3, Group 2 only made a forecast for one of them. The forecasts

of participants in this group tended to move in the direction of the

context scenario, indicating a small assimilation effect (though this

was only significant at the 5% level, after Bonferroni adjustment,

when forecasts were made for best case scenarios). This finding sup-

ports H3. It appears that, for a contrast effect to occur, a forecast also

has to be made for the context scenario. This is consistent with the

idea that the act of making a forecast based on a scenario reifies that

scenario, so it is more likely to act as a comparison standard.

4.2.2 | Prediction intervals and ratings of scenarios

Table 4 shows that the finding of Experiment 1, that providing two

scenarios leads to a narrowing of the mean prediction intervals, was

also replicated in the second experiment. The mean interval width

for the target scenario of participants in Group 1, who received one

scenario, was significantly narrower than that of Group 3, who

received two scenarios (p < .0005 in one‐tailed pairwise comparison
TABLE 4 Mean width of prediction intervals in Experiment 2

Group
Target
scenario

Context
scenario

Mean interval
width SD

1 Extreme

pessimism

None 59.0 25.4

2 Extreme

pessimism

Extreme

optimism

72.1 32.0

3 Extreme

pessimism

Extreme

optimism

36.8 20.1

F (2, 87) =

13.64

p < .0005 η2 = 22.1%

1 Extreme

optimism

None 74.2 28.1

2 Extreme

optimism

Extreme

pessimism

74.0 26.0

3 Extreme

optimism

Extreme

pessimism

44.5 22.5

F (2, 87) = 13.3 p < .0005 η2 = 21.7%
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t test for both worst and best case target scenarios). This provides fur-

ther support for H4. However, once again, the result for Group 2, who

received two scenarios but only produced a forecast for one, did not

conform to this pattern. Indeed, the mean interval widths for this

group were not significantly different at the 5% level from those of

Group 1 who only saw the target scenario (p = .084 in a one‐tailed

pairwise comparison t test for worst case target scenarios; p = .975

for best case target scenarios).

Table 5 shows the mean ratings made by the participants of the

degree of optimism and pessimism of the target and context scenarios.

Although they are all in the expected directions, the mean ratings

tended to be conservative. Despite the scenarios representing

extreme economic conditions, their mean absolute rating was 2.8

(recall that the maximum absolute value was 5 for extreme optimism

or pessimism). ANOVAs indicated that Group 2, who saw two scenar-

ios, but only produced a forecast for one, produced ratings that were

significantly more conservative than the other group(s) when the tar-

get scenario was extremely pessimistic and the context scenario was

extremely optimistic, F (2, 87) = 4.1, p = .02 for the target scenario,

and F (1, 58) = 5.7, p = .02 for the context scenario. However, there

was no significant difference between the groups when the target sce-

nario was extremely optimistic. Nor were there any significant differ-

ences between the mean ratings of the target and context scenarios

by the participants who saw both scenarios.

4.2.3 | Exit poll

The ANOVAs showed no significant differences between the three

groups in their responses to any of the questions (p values ranged from

.1 to .9). On all questions, themean response of all 90 of the participants

was significantly greater than 3 (p values < .001 on two‐tailed t tests, for

all comparisons), suggesting, in particular, that they agreed that the
TABLE 5 Mean ratings of scenarios in Experiment 2

Group
Target
scenario

Context
scenario

Mean rating of
target scenario

Mean rating of
context scenario

1 Extreme

pessimism

None −2.7 n/a

2 Extreme

pessimism

Extreme

optimism

−1.8 1.9

3 Extreme

pessimism

Extreme

optimism

−2.8 2.7

p = .02 p = .02

1 Extreme

optimism

None 2.8 n/a

2 Extreme

optimism

Extreme

pessimism

2.3 −2.6

3 Extreme

optimism

Extreme

pessimism

2.4 −2.3

p = .18 p = .48

Note. Ratings of scenarios from −5 (extreme pessimism) to +5 (extreme

optimism). p values are from analyses of variance comparing means for

each group.
scenarios enhanced their future‐focused thinking, were useful in con-

structing the forecasts, were clearly understood, were realistic, and pro-

vided important additional information when the forecasts were

constructed (for brevity, we have not included a radar chart for this

experiment).
5 | DISCUSSION

The experiments yielded four main findings. First, people tended to

manifest a contrast effect. When asked to judge the implications of

a best case scenario, individuals made forecasts that were more posi-

tive if they also had access to a worst case scenario. Similarly, when

asked to judge the implications of a worst case scenario, their fore-

casts were more negative if they also had access to a best case sce-

nario. Second, as shown by the results of Experiment 1, the extent

of the contrast effect was dependent on the extremity of the context

scenario—less extreme context scenarios tended to have a smaller

contrast effect. Third, the contrast effect was dependent on the par-

ticipant making a forecast for the context scenario. Fourth, access to

the opposing scenario made participants more confident about their

point forecasts, but again only if they had made a forecast for the con-

text scenario.
5.1 | Contrast effects

The results are therefore consistent with research in other contexts,

which suggests that a contrast effect will occur when the target sce-

narios is unambiguous (Herr et al., 1983) and the context scenario is

regarded as a standard for comparison because it is extreme (Herr

et al., 1983), distinct, rather than abstract, relevant to the dimension

of the target stimulus (Stapel & Winkielman, 1998) and reified by

being subject to an evaluation. The short time interval between the

reading of the context and target scenarios may also have contributed

to the contrast effect (Manis & Moore, 1978). As discussed earlier,

Chien et al. (2010) suggested that contrast effects are more likely

when the plausible ranges of the context and target stimuli are per-

ceived to be nonoverlapping. In both experiments where participants

made a forecast for both scenarios, we examined the extent to which

their prediction intervals overlapped. In Experiment 1, where a moder-

ate context scenario was presented, the prediction intervals were non-

overlapping 55% of the time; when an extreme context scenario was

presented, they were nonoverlapping 81% of the time. In Experiment

2, 69% of the intervals did not overlap. Hence, a perception of non-

overlapping scales may also have contributed to the observed contrast

effects when the context scenario was extreme.

One possibility is that the contrast effects observed in Group 3 (who

saw two scenarios and produced forecasts for both) in both experi-

ments merely reflected a superficial tendency of the participants to

set their two point forecasts widely apart to indicate that they had read

both scenarios. Indeed, the failure to observe a contrast effect for

Group 2 (who saw two scenarios but only produced forecasts for one

of them) in Experiment 2 would be consistent with this. Given that this
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group saw both a context scenario and a target scenario but only pro-

duced a forecast for the latter, they would have had no need to distin-

guish their forecast from one on the basis of the opposing scenario.

However, the results of Experiment 1 provide evidence that this super-

ficial tendency did not apply. In this experiment, those who saw two

scenariosmade the forecast for the target scenario first, so, at this point,

there was no forecast for the context scenario from which they might

try to diverge—though the participants would have been aware that a

forecast for the context scenario would subsequently be required (see

Appendix A). Also, as shown in Table 1, moderate context scenarios

led to a smaller contrast effect and then more extreme context scenar-

ios, as predicted by the literature (e.g., Sherif et al., 1958). If the partici-

pants were merely arbitrarily setting their two forecasts widely apart,

then there was no reason to expect this effect. In addition, recall that

a contrast effect was not observed in the participants' rating of the sce-

narios in Experiment 2. Had the participants simply been signaling that

they had read the scenarios, it seems likely that the groups who saw

both scenarios would also have produced more divergent ratings, as

well as more divergent point forecasts.

This raises the question of why the act of merely rating the context

scenario in the task carried out by group2 in Experiment 2, who saw two

scenarios but onlymade forecasts for one of them, did not lead to a con-

trast effect like that observed in Group 3, who produced forecasts for

both scenarios. Recall that the ratings were made on scale from −5

(extremely pessimistic) to +5 (extremely optimistic). It is possible that,

when the participants rated the pessimistic and optimistic scenarios,

they regarded the negative and positive parts of the scale as two sepa-

rate scales—a pessimism scale and an optimism scale. For example, they

would be unlikely to think in terms, such as “this best case scenario is six

points more optimistic than the alternative worst case scenario.” As

such, the rating element of the task, unlike the forecasting element,

would not lead to a direct comparison of the scenarios. The focus would

be on each scenario in turn. This would be unlikely to engender

dissimilarity‐orientated, or comparative, processing. For each country,

we also calculated the correlation of the participants' rating for the tar-

get scenario with their point forecast. The mean correlations (averaged

across the scenarios) ranged from only .16 to .24 for the three groups,

suggesting that the ratings had little relationship with the forecasting

element of the task. This further supports the idea that the rating and

forecasting aspects of the task drew on different modes of thinking.
5.2 | Prediction intervals

The higher confidence, represented by the narrower intervals around

the point forecasts of the people in Group 3 in both experiments

who were presented with two scenarios, is consistent with earlier

findings that confidence in forecasts can increase as more, and even

irrelevant, information becomes available to the forecaster (e.g., Hall

et al., 2007; Oskamp, 1965). Normatively, the opposing forecast was

irrelevant when determining the range between the worst and best

case forecast for the target scenario. Again, it is possible that the

narrower intervals produced by participants who saw two scenarios
in both experiments merely reflected a desire to keep the prediction

intervals for the two scenarios apart by avoiding an overlap. However,

as we pointed out earlier, in Experiment 1, the prediction interval for

the target scenario was elicited before that of the context scenario,

so, at this stage, there was no alternative prediction interval with

which overlap needed to be avoided. In Experiment 2, despite having

access to information about two scenarios, the mean width of inter-

vals produced by Group 2 in Experiment 2 was not significantly

narrower than that of Group 1, who only saw one scenario. This

may be because the act of merely rating the context scenario did

not make the information in this scenario as salient as it was for mem-

bers of Group 3, who produced a forecast for this scenario, but further

work would be needed to establish this.

Other studies have found that there were unwarranted increases

in confidence in predictions when people were supplied with scenar-

ios (Kuhn & Sniezek, 1996; Önkal, Sayım, & Gönül, 2013; Schnaars &

Topol, 1987). However, it is important to distinguish between a pre-

diction interval constructed with each limit in turn being based on an

optimistic and a pessimistic scenario, respectively, as in these studies

and a prediction interval based on the assumption that a single sce-

nario will prevail, as in the current study. Although these earlier stud-

ies have reported a tendency for forecasters to be overconfident—in

that their intervals are overly narrow—the findings of a contrast effect

in the current study may actually offer a means of counteracting over-

confidence in that the presentation of an opposing scenario can push

the target best and worst case forecasts to more extreme values. For

example, eliciting a best case forecast under an optimistic scenario

(with a pessimistic scenario also presented) and then a worst case

forecast under the pessimistic scenario (with the optimistic scenario

also still presented) should lead to the production of wider interval

than one where the opposing scenarios were not present.

Of course, further research would be needed to establish how far

overconfidence would be mitigated and whether there is a danger that

the resulting interval would be so wide that it manifested under con-

fidence. However, the extent to which the procedure can lead to wide

intervals is evidenced by those obtained from participants in Group 3

in Experiment 1. Recall that participants in this group produced fore-

casts for the two scenarios they saw. When, in each case, the context

and target scenarios were extreme, the mean difference between their

best case forecast, based on the optimistic scenario, and worst case

forecast, based on the pessimistic scenario, was 5.4 times the standard

deviation of noise (recall this was 20 units) in the demand series. Of

course, the potential uncertainty about the future demand level would

be determined not only by noise but also by events like those

described in the scenarios. However, for comparison, it is worth noting

that a statistically based 99% prediction interval, given this level of

noise, would have a width of 5.2 SDs.
5.3 | Limitations

Our study has a number of limitations. The scenarios were entirely

qualitative. For example, in Experiment 1, they did not contain
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quantitative data such as potential market size, demographic statistics,

market research figures, and likely prices relative to those of compet-

itors. Nor did they contain historic statistics, which showed the past

impact of factors like competition or regulatory changes, or probabili-

ties that given scenarios would ensue. In these respects, they are typ-

ical of scenarios often used in strategic planning (van der Heijden,

1996) where high levels of uncertainty preclude the estimation of spe-

cific values. For example, consider these phrases used in scenarios

produced by Statoil, a Norwegian oil and gas company (Ringland,

1998 p. 253). “The gradual resolution of budget and trade deficits

result in higher levels of growth worldwide,” “oil prices rebound,”

“commodity and energy prices plunge,” and “material and energy

intensity declines dramatically.” There are no specifications of what

the future levels of growth, prices, or intensity will be. The emphasis

is on direction, and magnitude is expressed in semantic terms. In addi-

tion, probabilities are absent because the role of the scenarios is not to

specify the relative likelihood of particular futures but to establish

bounds on the range of possible futures that may play out.

Nevertheless, the participants may have been justified in asking, for

example, how do I translate a statement like “Improvements to the

model's touchscreen and battery life are successfully implemented

and praised in themedia” into a quantitative forecast? Andmany of their

freeform comments in the exit questionnaire to Experiment 1 hinted at

such questions. Although experience in companies (Fildes, Goodwin,

Lawrence, & Nikolopoulos, 2009) suggests that forecasts are often

based on qualitative information like our scenarios, there may be an

underlying incompatibility between the qualitative nature of much sce-

nario planning and the quantitative requirements of demand forecasts.

Despite this, we believe that our results are interesting in that our main

aim was to detect the direction of any context effect, rather than its

magnitude. It is even possible that the observed effect may have been

more marked if the scenarios had contained more specific quantitative

information as the literature review indicated that less vague stimuli

are more likely to result in contrast effects.

Second, although we asked individuals to make forecasts in both

our experiments, often, forecasts are agreed in social situations, such

as forecast review meetings in companies (Fildes et al., 2009). In this

case, different managers may present alternative scenarios—often

based on their specialism—and the ensuing discussion will aim to take

these into account. In these situations, the resolved forecast may also

be dependent on factors such as the force of personality and status of

individual managers and the salience their scenarios have within the

discussion.

A third potential limitation is that the time series in our experi-

ments covered only a few months and were purely random. However,

again, this reflects many practical contexts where product life cycles

are short (e.g., Hankammer & Steiner, 2015; Yelland, 2010)—particu-

larly for the type of products used in Experiment 1. In such short

series, characteristics such as trends and seasonal patterns may be

difficult to discern anyway. Recall also that the role of the series

was simply to provide guidance on typical levels and variation of

the variables to be forecast so that the focus could be on the implica-

tions of the scenarios.
A final potential limitation of this study is that the results are based

on the participation of students in a laboratory experiment, rather than

practising managers making forecasts at their place of work. However,

the laboratory provided the benefits of a controlled environment so that

other issues, such as company or national politics or having vested inter-

ests in the outcome, could be excluded. Moreover, several studies have

suggested that management students can act as reliable proxies for the

behavior of practising managers (Bolton, Ockenfels, & Thonemann,

2012; Remus, 1986; Trottier & Gordon, 2016).
6 | CONCLUSIONS

The main finding of this study is that, when individuals made assess-

ments of the implications of scenarios, their forecasts were subject

to context effects in the form of contrast effects. This conflicts with

the normative way in which scenarios should be treated; that is, they

should be regarded as belonging to separate independent worlds so

that one scenario does not have any implications for another.

Our findings suggest a number of possible pathways for future

research. We found that presenting two opposing scenarios implicitly

increased participants' confidence in their forecasts based on the target

scenario, in that the prediction intervals they produced were narrower.

However, our studywas not designed to investigate the effect of this on

the calibration of the resulting prediction intervals. These consider-

ations are important because recent research has suggested that well‐

calibrated prediction intervals can improve decision making (Ramos,

Van Andel, & Pappenberger, 2013; Savelli & Joslyn, 2013).

Second, although our results may have implications for scenario

planning methods that generate just two scenarios such as the

extreme world method (e.g., Goodwin & Wright, 2014), it would be

interesting to examine the extent to which context effects are likely

to occur when other scenario planning methods, which yield more

than two scenarios, are applied. For example, the intuitive logics

method normally generates four scenarios with each scenario

representing factors that are associated with extremes of impact or

uncertainty (Wright, Bradfield, & Cairns, 2013).

Third, the participants in our experiments had no role in the formu-

lation of the scenarios. It would be interesting to investigate whether

the same effects would be observed in situations where forecasters

are also involved in the development and writing of scenarios.

Fourth, because scenarios often represent sequences of events

that unfold as a target future date is approached, their relationship

to psychological work on how people perceive sequences may also

be worth investigating (e.g., see Oskarsson, Van Boven, McClelland,

& Hastie, 2009). For example, if people believe in the gambler's fallacy,

they may perceive that a scenario that portrays a series of unmitigated

negative events is implausible and attach less weight to its implica-

tions, or alternatively, they may judge that a turn in fortunes is over-

due and make their forecasts accordingly.

Given that the focuses of our study have been on medium‐term

demand and stock market forecasting, further research would be

needed to establish the extent to which the findings apply in other
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situations. For example, it might even be extended to examine the

effects of presenting of positive and negative scenarios in advertising

designed to encourage people to make better health‐related decisions

(Krishen & Bui, 2015). If context effects are found to be common and

potentially damaging when scenarios are being used as part of deci-

sion making processes, then it will be necessary to adopt methods that

are likely to mitigate these effects while benefiting from the richness

provided by alternative scenarios when judgments are being elicited.

Efforts to support and enhance scenario technologies in decision mak-

ing will benefit from examining the comparative impact of alternative

scenario generation techniques on context effects.
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APPENDIX A.

AN EXAMPLE OF AN INSTRUCTION SHEET
USED IN EXPERIMENT 1 FOR ONE PRODUCT

Group 3

Name: … … … … ……………… … … … …

University: … … … … ………… … … … …

TechGeek Company

TechGeek Company manufactures high‐technology products (such

as drones, smart phones, and wearable fitness devices) and offers

technology‐related services such as high‐speed Internet and

movie/series streaming. Competition in this industry is very harsh in

general. One of the major costs is related to research and develop-

ment (R&D) for new products and innovations. As new technologies

are being constantly introduced to the market, speed is essential for

remaining competitive in today's digital era. Moreover, as new

https://doi.org/10.1016/j.tics.2011.09.008
https://doi.org/10.1016/j.tics.2011.09.008
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GOODWIN ET AL.548
products and services are introduced into the market very quickly,

existing ones have a very short span of life. If not sold, such “aged”

products increase the overall costs drastically. Finally, there are other

potential costs to be minimized for technological products: first, the

cost of overproduction and the associated storage costs, and second,

the cost of lost sales for running out of stock as a result of underpro-

duction. Combined together, these factors amplify the importance of

forecasting the demand correctly (with minimal error) for TechGeek

Company's various products and services.

In order to improve the accuracy of its forecasts, TechGeek

employs a combination approach that involves using the scenario

method. Ten‐month‐ahead demand forecasts are generated at the

beginning of each month (e.g., in the beginning of January, demand

forecasts of the coming November are constructed). This process

works as follows:

1. “Worst case” and/or “best case” scenarios for each product and

service's demand in the coming 10‐month period are developed

by a team of experts in the company using all the information

available. The basic rule in preparing and using these scenarios is

that every scenario is equally plausible—these scenarios are con-

structed to depict “best” and “worst” plausible futures that need

to be considered and prepared for regarding each product and ser-

vice's potential demand for the next period.

2. The scenarios (generated by the expert team) are given to execu-

tives in charge of making forecasts. These people produce various

forecasts (a point forecast, a best case forecast, and a worst case

forecast) in light of the scenario(s) and the demand history provided

for each product and service. Your task in this study replicates this

process.

Product A: Tablet computer Group 3

Worst case scenario

We start to receive many complaints that the built‐in applications

(apps) do not work properly with upgrades to our operating system.

In addition, we receive reports that many touch screens are causing

severe problems after a long period of use. A competitor launches a

rival product, which is slightly cheaper than Product A and offers sig-

nificant advantages over it, including a more stylish look and superior
screen display. The rival product receives much publicity and many

positive reviews in the media. Market research reports indicate that

potential new purchasers strongly favor the rival product.

Best case scenario

Product A has an expanding and loyal user base. It is improved

with some significant and attractive modifications and more built‐in

applications (apps), and these receive enthusiastic reviews in industry

magazines and in the wider media. In particular, the product continues

to be regarded as the best of its type for its reliability and touch screen

display. No models directly compete with this product in its market.

Market research reports indicate that the product's popularity is very

high and that it is likely to continue to attract a significant number

of new purchasers.

Product A: Tablet computer Group 3

Assume that the worst case scenario applies to market conditions

in Month 20

Please provide a point forecast for demand in Month 20: … … … …

… .

Please provide a best case forecast (highest value predicted) for

Month 20: … … … … …

Please provide a worst case forecast (lowest value predicted) for

Month 20: … … … … … .

Assume that the best case scenario applies to market conditions in

Month 20

Please provide a point forecast for demand in Month 20: … … … …

… .

Please provide a best case forecast (highest value predicted) for

Month 20: … … … … …

Please provide a worst case forecast (lowest value predicted) for

Month 20: … … … … … .
APPENDIX B.

AN EXAMPLE OF AN INSTRUCTION SHEET
USED IN EXPERIMENT 2 FOR ONE COUNTRY

Group 3

Name: … … … … ……………… … … … …

University: … … … … ………… … … … …

EconGlobal Company

EconGlobal Company is an international consulting company that

generates stock market index forecasts for various countries to pro-

vide guidance to investors all over the world. Given the overall volatil-

ity of macroeconomical conditions worldwide, in order to improve the

accuracy of its forecasts, EconGlobal employs a combination approach

that involves using the scenario method. Ten‐month‐ahead stock mar-

ket index forecasts are generated at the beginning of each month (e.g.,

in the beginning of January stock market index forecasts of the com-

ing November are constructed). This process works as follows:

1. “Worst case” and/or “best case” scenarios for each country's over-

all economic outlook in the coming 10‐month period are devel-

oped by a team of experts in the company using all the

information available. The basic rule in preparing and using these
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scenarios is that every scenario is equally plausible—these scenar-

ios are constructed to depict “best” and “worst” plausible futures

that need to be considered and prepared for regarding each

country's potential economy for the coming periods.

2. The scenarios (generated by the expert team) are given to execu-

tives in charge of making forecasts. These people produce various

forecasts (a point forecast, a best case forecast, and a worst case

forecast) in light of the scenario(s) and the stock market index his-

tory provided for each country. Your task in this study replicates

this process.

Country: Tegoland Group 3

BEST CASE scenario for Month 20

The new government's much anticipated “grow‐the‐economy”

budget is already proving to be effective with retail sales soaring

according to the latest Bloomberg monthly survey of retail purchasing

managers. The positive economic outlook and declining oil prices have

also boosted consumer confidence and household spending,
encouraged by the U.S.‐led boom in the world economy. Growth in

theTegoland economy has been particularly responsive to these buoy-

ant international conditions, and some economists think that this quar-

ter may see the highest growth rates for the last quarter of a century.

Rate this scenario for its degree of pessimism or optimism (circle

the appropriate number).

WORST CASE scenario for Month 20

Retail sales in Tegoland declined in most of the last 6 months as a

bleaker economic outlook damped consumer demand, according to

the latest Bloomberg retail purchasing managers index monthly sur-

vey. Record oil prices have pushed up fuel costs, crimping household

spending. Retail sales will tumble this quarter amid worsening eco-

nomic conditions. The global outlook is darkening by the day, and

Tegoland's low potential growth rate makes it particularly vulnerable

to these dire international economic conditions. It looks almost certain

that this quarter will be recorded as one of the deepest recessions in

the last quarter of a century.

Rate this scenario for its degree of pessimism or optimism (circle

the appropriate number).




