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ABSTRACT:
In this paper, SNR maximization in coded diverging waves is studied, and experimental verification of the results is

presented. Complementary Golay sequences and binary phase shift keying modulation are used to code the

transmitted signal. The SNR in speckle and pin targets is maximized with respect to chip signal length. The

maximum SNR is obtained in diverging wave transmission when the chip signal is as short a duration as the array

permits. We determined the optimum diverging wave profile to confine the transmitted ultrasound energy in the

imaging sector. The optimized profile also contributes to the SNR maximization. The SNR performances of the

optimized coded diverging wave and conventional single-focused phased array imaging are compared on a single

frame basis. The SNR of the optimized coded diverging wave is higher than that of the conventional single-focused

phased array imaging at all depths and regions. VC 2022 Acoustical Society of America.
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I. INTRODUCTION

The conventional ultrasound imaging techniques using

phased arrays employ focused beam transmissions for every

image line.1 The transmitted signals are superimposed

constructively in the focal region, and, hence, the signal-to-

noise ratio (SNR) improves in the focal region as the trans-

mitted signal duration increases. However, the transmitted

signals are spread over a broader region in diverging wave

imaging (DWI) and add up destructively in the field due to

the unmatched phases.2–9 This effect imposes a limitation

for SNR and penetration depth in DWI.1 The effect is fur-

ther aggravated when the DWs propagate in a multiple-

scattering and diffracting medium since the medium also

causes the ultrasound beam to diverge and produces interfer-

ence in the sound field.10–12 Furthermore, when the beam

width in DWI is determined using only geometric consider-

ations, a significantly larger insonified sector emerges due to

multiple scattering and diffraction, which causes a waste of

available energy.

In this respect, we investigated the effect of the chip sig-

nal duration on SNR experimentally in a multiple-scattering

and diffracting medium. We obtained the maximum SNR at

the longer distance when the chip signal duration is short

enough to correspond to the transducer bandwidth. SNR dete-

riorates when the signal duration increases. We also determine

the required beam width in coded DWI, which adequately

confines the ultrasound beam energy into the sector to be

imaged and contributes to SNR maximization. We compared

the SNR of optimized coded DWI to that of the conventional

single-focused phased array imaging (CSFI).13,14

The use of several steered DWs with the coherent spa-

tial compounding technique increases the SNR and penetra-

tion depth.15–17 However, this method is susceptible to

motion artifacts, and the number of the compounded waves

must be limited.17 The motion compensation integrated with

the compounding technique further improves the SNR and

penetration depth.18

Coded excitation also increases the SNR and penetra-

tion depth. Takeuchi19 uses the coded excitation for medi-

cal ultrasound imaging. Encoding with chirp signals,20–23

Barker codes,24 m-sequences,25,26 and complementary

Golay sequences (CGSs),27,28 have been studied. Some

researchers used both chirp signals and CGSs to make a

performance comparison.29–34 Only CGSs provide range

lobe cancellation among all coding sequences. However,

they require two successive transmissions and reduce the

frame rate to half.33 Using CGSs and orthogonal CGSs

with DW transmission enables SNR improvement com-

pared to uncoded DW transmission.35–37 The studies on

coded excitation employ different chip lengths such as

half,34 one,24,28,34,36 one and a half,35,37 two,27,30–33 and

five-cycle/chip.29 The other studies25,26 reviewed in this

work have no relevant data on chip length.

In addition to the coding sequences, another approach

to obtain coding is to use matrix-based coding techniques.

Hadamard coding,38,39 its extended versions,40–42 and S-

sequence coding43 techniques benefit from the matrix-based

coding. The experimental results show that encoding with

matrices also improves the SNR and penetration depth.

The attenuation in the tissue impairs the performance of

coded signals in medical ultrasonic imaging. The correlation

between the received signal and the reference signal deterio-

rates at the deeper imaging regions. The attenuation
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compensation with various compression filters44 or a fre-

quency downshift estimator45 for coded transmission offers

SNR improvement.

The layout of this paper is as follows: In Sec. II, we pre-

sent the methods used in this study. Section III describes the

construction of the reference signal used in the receiver and

the compensation of the reference signal for the frequency-

dependent attenuation. Section IV gives the optimization of

the DW profile for a given field of view. We experimentally

evaluate the effect of chip signal length on SNR in Sec. V.

We compare the performances of the optimized coded DWI

and CSFI in terms of SNR and signal-to-speckle ratio (SSR)

in Sec. VI. In Sec. VII, we discuss the limitations and poten-

tial improvements of SNR maximization in coded DWI.

II. METHOD

We used coded DWI in this study. We coded the trans-

mitted signals using 8-chip length CGSs with 0.5, 1, 1.5,

and 2 cycle/chip to investigate the chip length effect on the

SNR. The CGSs used for coding are discussed in Sec. II A.

The receiver for coded signals incorporates a matched filter

(MF) at reception. MF is implemented as a correlation

receiver, the structure of which is presented in Sec. II B.

We compared the SNR performance of a single DWI

frame to CSFI using the same chip signal duration. The

CSFI provides the constructive addition of the pressure sig-

nals in the focal zone and yields high resolution and maxi-

mum achievable SNR in the region. Therefore, we used the

focal zone of CSFI as a reference for SNR comparison. We

used 181 steered and focused beam transmissions to con-

struct the image scan lines. The steering angle ranged from

�45� to 45�, and was spaced at 0:5� intervals. We focused

each transmission at a 40 mm distance from the transducer

array center. All array elements were used in each transmit

and receive event. We applied receive beamforming, a

delay-and-sum beamformer, directly on the raw data at each

array element to form a scan line along the beam axis.

A Gaussian filter (GF) centered around 7.5 MHz was

applied to the beamformed signal to reduce the out-of-band

noise and interference components before envelope detec-

tion. The transfer function of the GF is given by46

HGF xð Þ ¼
ffiffiffiffiffiffi
2p
p

rx
e�jx=c0 e� x�xcð Þ2=2rx

2

; (1)

where c0 is 1450 m/s, xc is the center angular frequency,

and rx/(0.425 xc) is the –6 dB fractional bandwidth of the

GF. The fractional bandwidth is 63% when rx is

1:25� 107. We then applied envelope detection.46 We

referred to this technique as CSFI-GF.

Applying matched filtering to CSFI is expected to

increase the SNR further in the focal region. Therefore, we

also implemented CSFI with MF to compare with coded

DWI, although this method is not employed in practice. We

referred to this scheme as CSFI-MF in this study. The MF

implementation in CSFI is exactly similar to the implemen-

tation used in coded DWI.

We did not employ transmit and receive apodization in

this study.

A. Coded transmission

The use of coded signals increases the available energy

at a given peak transmitted pressure without sacrificing

bandwidth.31 This property improves the SNR and related

performance in ultrasound imaging. We used coded trans-

mission in this work because it enables sufficiently large

penetration depth so that the SNR dependence to chip signal

length is clearly observable.

The coded transmission correlation coefficient is at a

maximum only when the coefficient phases match.47 The

lower correlation levels are referred to as code range lobes.

The CGSs have a unique property in that they offer a zero-

code range lobe. A CGS consists of a pair of sequences,

CGS(A) and CGS(B). The sum of the autocorrelation func-

tions of two sequences doubles at zero phase shift, at other

phase shifts this sum is zero.48 We used the regular imple-

mentation of the coded signals and binary phase shift key-

ing (BPSK) for modulation, where the bit value of “þ1”

corresponds to the 0� chip signal phase, and “�1” corre-

sponds to the 180� phase. In coded signals, the symbol

used for each code bit is referred to as a chip (e.g., the

length of an 8-bit coded signal is 8-chip long). Table I

shows the bipolar representation of the CGSs used in this

study.

B. Receiver structure

The MF properties are determined by the properties of

the coded transmit signal, which is modified by the trans-

ducer and medium attenuation. We employed the correlation

receiver implementation, which is common in real-time

applications.49

Figure 1 shows the transmitter and receiver configura-

tion used in this work for CGS-coded DW excitation. Time

delays are applied to each array element to achieve the

required wave profile. First, we transmit CGS(A) coded sig-

nals from the transducer array. The same array receives the

reflected waves. We filtered the received signals at each

array element using the MF consisting of a mixer and

integrator.

The MF output for the ith array element R̂ys;i is

expressed as

TABLE I. Bipolar representation of the 8-chip CGSs used in DWI. BPSK

is used for modulation. The bit value “þ1” corresponds to the 0� chip signal

phase, and “�1” corresponds to the 180� chip signal phase. 180� phase tran-

sition occurs in the coded signals when the bit in the sequence changes

from “þ1” to “�1” or vice versa.

Code length Sequence type Bipolar representation

8 CGS(A) {þ1þ 1� 1 �1� 1þ 1� 1þ 1}

8 CGS(B) {þ1þ 1 þ1þ 1� 1þ 1 þ1� 1}
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R̂ys; i mð Þ ¼
XK�1

k¼0

yi mþ kð Þsr kð Þ; (2)

where yiðlÞ is the lth sample of the received signal at the ith
array element, and sr kð Þ is the kth sample of the reference

signal with length K. For example, K is 146 for the 8-chip

coded signal with 1-cycle/chip and 218 for 2-cycle/chip.

Note that the increase in reference signal length is less than

two folds due to the presence of the transducer transient

response in each chip.50 We compensated the reference sig-

nal for the attenuation in the medium, and it was updated 12

times at every 0.5 cm depth. The depth index, r, refers to the

updated reference signal, where r ranges from 1 to 12. We

describe the attenuation compensation method in Sec. III.

The MF output for CGS(A) coded transmission is buffered

until the CGS(B) coded transmission data is collected. Then,

we added the MF outputs at each array element for two

transmissions. The resulting signals are then beamformed

using a delay-and-sum receive beamformer46 to form the

image scan lines. We employed Hilbert transform-based

envelope detection,46,51 on the scan line data to obtain enve-

lope information, which was subsequently used for SNR

calculation.

C. Measurement setup

We collected the data using the ultrasound research scan-

ner; Digital Phased Array System (DiPhAS, Fraunhofer IBMT,

Frankfurt, Germany). The receive record length is 95 ls,

and the sampling rate is 80 MHz. We used a phased array

transducer (Fraunhofer IBMT, Frankfurt, Germany) operat-

ing at 7.5 MHz center frequency with a nominal fractional

bandwidth of 70%. There are 128 elements in the array,

and the element pitch is 0.1 mm. The transmitted signals

are pulse width modulated (PWM) signals.50 The driving

signal amplitude is kept constant at 70 V, which yielded

140 V peak-to-peak amplitude. The fractional bandwidth

of the two-way transfer function of the transducer is 67%.

We used a phantom constructed of rubber-based tissue-

mimicking material (model 550, Breast & Small Parts

Phantom, ATS Laboratories, Bridgeport, CT) for the mea-

surements. Figure 2 shows the phantom structure consisting

of monofilament nylon line targets (pin targets) and tissue-

mimicking cylindrical targets of varying sizes and contrasts.

The pin targets have a diameter of 50 lm. The attenuation in

the phantom is 0.5 dB/cm/MHz, and the sound velocity is

1450 m/s at 23 �C. We recorded the phantom temperature

and the ambient temperature during the measurements.

D. Signal energy

The amplitude unit in this study is the least significant

bit (LSB) of the analog to digital converter in DiPhAS. We

refer to the squared instantaneous amplitude (LSB2) as the

instantaneous signal power in this work. The signal energy

over a certain period is proportional to the sum of the

squares of instantaneous amplitude over that period multi-

plied by the receiver sampling interval, Dt, as given in Eq.

(3). It has units of LSB2-s. Dt is 12.5 ns in this study,

Ei ¼ Dt
XQ

q¼1

y2
i qð Þ: (3)

E. SNR measurement

Though generically, SNR is defined as the ratio of the

signal power to noise power and expressed in dB,52 in

FIG. 1. Transmitter and receiver configuration for coded excitation in DWI.

CGS(A) is a Golay sequence, and CGS(B) is its complementary sequence.

The transducer elements are driven by CGS(A) and CGS(B) coded signals

successively with appropriate time delays to form a diverging wavefront.

The same transducer is used for both transmission and reception. A matched

filtering is applied to received data. The resulting MF output is beamformed

and post-processed to construct the ultrasound image.

FIG. 2. (Color online) The structure of the commercial ultrasound phantom

used in the measurements. The rubber-based tissue-mimicking material has

an attenuation of 0.5 dB/cm/MHz and a sound speed of 1450 m/s at room

temperature. The solid and dashed rectangles indicate the horizontal pin tar-

gets at 40 mm depth and the vertical pin targets, respectively. The cross-

hatched rectangle indicates the speckle region. The dotted rectangle indi-

cates the anechoic cysts with 4 mm, 3 mm, and 2 mm diameter.
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medical ultrasound imaging, SNR is regarded as speckle to

noise ratio and measured as SNRþ1, as given in Eq. (4).53

Since the received signal already contains noise,

SNRþ1 ¼ 10 log10

Pspeckle

Pnoise
þ 1

� �
; (4)

where Pspeckle is the speckle power, and Pnoise is the noise

power. SNRþ1 is similar to SNR for large values. The

speckle power is equal to noise power when SNRþ1 is 3 dB.

Penetration depth is the depth at which SNRþ1 falls below

6 dB (Ref. 53) and can be determined from SNR

measurements.

1. Noise level estimation using noise measurements

We recorded the received noise in each channel without

any transmission. The array was kept acoustically in contact

with the phantom surface to ensure the noise contribution of

the radiation resistance. We processed each channel noise

exactly similar to the way the received signal is processed in

the respective imaging technique. We calculated the noise

power at every delay (depth) as the average of the squared

noise signal amplitude (in units of LSB2) of independently

taken 13 noise measurements.

The noise analysis in this study illustrates the correct

contribution of radiation resistance noise (which has a col-

ored spectrum), noise due to transducer losses, and pream-

plifier noise. The total of the transducer originated noise and

electronic noise power at each channel and at all delays

must be accurately measured to assess the SNR reliably.

This is ensured by using adequate fixed gain at the preampli-

fier stage in both noise and signal measurements to keep the

total noise level well above the quantization noise.

Therefore, we applied a 22 dB (of 45 dB, the total dynamic

range for programmable gain in DiPhAS) fixed gain to

ensure an accurate noise contribution in every channel at all

delays in all measurements. We limited the time-varying

gain to 2.3 dB/cm to avoid any accidental signal saturation.

Any further gain can be applied in post-processing without

affecting the SNR since all the noise in the received signal

is recorded with high fidelity.

2. Speckle signal level estimation using
speckle measurements

The speckle signal is the consequence of ultrasonic

waves traveling in inhomogeneous media.12 The signal tem-

poral variation has a random nature due to the random distri-

bution of the inhomogeneities and the multiple-scattering

structure of the media. The variance of the signal amplitude

can be quite large but smoothing the speckle signal is possi-

ble by averaging statistically independent signals. The signal

temporal variation changes if either the signal spectrum

changes or the transducer spatial position is changed. The

frequency spectrum is determined by the signal properties,

particularly the duration, which is an optimization parameter

in this work.

We made 11 transmissions at different transducer posi-

tions for each chip length to have statistically independent

speckle data. We moved the transducer array across the

phantom surface at approximately 1 mm steps. The speckle

region (no targets) is cross-hatched in Fig. 2. We calculated

the average speckle signal amplitude as follows: We first

calculated the speckle power (in LSB2) at every delay as the

square of the amplitudes in each recording. Then, we calcu-

lated the average power of 11 recordings. Finally, we calcu-

lated the average speckle amplitude as the square root of the

average power.

III. REFERENCE SIGNAL IN ATTENUATING MEDIUM

The correlation receiver requires a reference signal to

compress the received signal. SNR is maximized if the

received data contains the replicas of the reference signal.54

The transducer transfer function modifies the driving trans-

mit waveform significantly. Furthermore, the pressure wave-

form changes as the wave travels through the medium. The

energy in the higher frequency range is absorbed more, and

the signal mean frequency decreases with depth. Therefore,

the reference signal must be modified to match the received

pressure from different depths for higher correlation. We

compensated the two-way transmitted-and-received signal

for the nominal frequency-dependent attenuation. We used

the resulting signal as the reference signal in the correlation

receiver. We showed that using the compensated signal as

the reference signal improves the SNR at the correlator out-

put by up to 6 dB compared to an uncompensated signal.

Using the driving transmit waveform as a reference signal

causes SNR degradation, since the driving transmit wave-

form differs significantly from the received echoes.

We used two reference signals in DWI, one for each

CGS. The reference signal must be a two-way transmitted-

and-received signal to include the effect of the transducer

transfer function. We measured the two-way transmitted-

and-received signal in freshwater. A highly reflective mate-

rial, a thick iron plate, was immersed in the water at a depth

of 5 cm (approximately). We transmitted from the mid-

element, the 64th element, of the phased array transducer

and conducted pulse-echo measurements for all chip

lengths. The attenuation in freshwater is negligible com-

pared to tissue attenuation. These signals approximate the

unattenuated reference signals for each array element since

the two-way electro-mechanical transfer functions of all

combinations of the transducer elements are not exactly the

same.

The attenuation prevents the perfect cancellation of

code range lobes of the Golay pairs.31 This attenuation

effect must also be imposed on the reference signal to

improve the MF output in the attenuating medium. We

applied attenuation compensation to the two-way transmit-

ted-and-received signal at every 0.5 cm up to 6 cm depth.

We performed this compensation on the reference signal in

the frequency domain by applying exponential attenuation

at the aforementioned depths. We first transformed the
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uncompensated reference signal, sðtÞ, into the frequency

domain and obtained S fð Þ. We performed the attenuation

compensation on S fð Þ as

Sr fð Þ ¼ S fð Þ e�af 2rð Þ (5)

to obtain the compensated reference signal Sr fð Þ transform

for depth r in cm, where f is the frequency in MHz and a is

the nominal attenuation coefficient of the phantom, which is

0.057 Nepers/cm/MHz. We then transformed Sr fð Þ back to

the time domain and obtained sr tð Þ.
After applying attenuation correction, we normalized

the energy of each signal. The energy of each signal is

8 LSB2-s for all coded signals, regardless of their duration.

We used these fixed-energy reference signals in the MF.

When a fixed energy reference signal is used in the corre-

lator, the gain in the correlator remains the same for all ref-

erence signals. Figure 3 shows the 8-chip CGS(A) coded

reference signals with 0.5, 1, 1.5, and 2 cycle/chip. The

amplitude of the reference signals with longer chips is lower

in fixed energy reference signals. The bit and phase transi-

tions are delineated in Fig. 3(d). Note that 180� phase transi-

tions are clearly visible at 0.5 cm and 1.5 cm depths when

the coded signal bits go from “þ1” to “�1” or vice versa.

The phase transition instants are also visible. Attenuation

compensation distorts the reference signal. The phase transi-

tions become visually less observable at longer ranges,

2.5 cm and 4.5 cm depths. Similar behavior is also visible in

Figs. 3(a)–3(c).

On the other hand, since the reference signal used in the

MF of CSFI-MF is only a 1-cycle signal, i.e., 1 chip of

1-cycle/chip, its energy is 1 LSB2-s.

IV. CONFINING THE ENERGY INTO THE REGION
OF INTEREST

Keeping the transmitted ultrasound energy within the

region of interest is crucial for SNR improvement in DWI.

We determine an optimum DW profile to adequately confine

the transmitted energy into the sector to be imaged. Using

this profile yields the required beam width and contributes

to the SNR improvement.

A. Geometry for DW transmission

We obtained the DW profile by applying appropriate

phases to array elements so that a cylindrically DW ema-

nates from the array. We determined the phase profile used

for a particular DW by the geometry given in Fig. 4, where

the transmitted wave is assumed to be generated by an

equivalent virtual source.16 The assumed virtual source is a

cylindrical omnidirectional line source positioned behind

the transducer array center at a distance of rv. The omnidi-

rectional cylindrical wave is assumed to be windowed by

the array aperture; thus, the insonification sector is estab-

lished. The element pitch, d, is half of the wavelength at

7.5 MHz. The aperture length is Nd, where N is 128. When

the delay profile is configured for a short rv, the virtual

source is close to the aperture, and the total available energy

FIG. 3. (Color online) Received signals on the 64th element of the phased

array transducer after attenuation compensation. All signal energy is fixed

at 8 LSB2-s. 8-chip CGS(A) coded received signal with (a) 0.5-cycle/chip,

(b) 1-cycle/chip, (c) 1.5-cycle/chip, (d) 2-cycle/chip. The bit transitions and

phase transition instants are marked for convenience. Every row within

each figure corresponds to adaptive attenuation compensation with respect

to depths of 0.5, 1.5, 2.5, and 4.5 cm (return path length of 1, 3, 5, and

9 cm), respectively.

FIG. 4. (Color online) The geometry used to derive a phase profile for a

particular DW. For a given aperture, the virtual source distance, rv deter-

mines the geometrical divergence sector. u is the geometrical divergence

sector angle. The time delays applied to each array element is calculated for

the geometrical beam width of u. Insonification sector is wider than the

geometrical divergence sector due to the diffraction. The arc in speckle

region is also shown along which SNR is measured to determine the appro-

priate virtual source distance, and thus, the required beam width.
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diverges to a wide insonification sector. When the profile is

set for a long rv, energy is confined to an acute sector.

Actual energy distribution in the sector differs from the geo-

metrical predictions due to diffraction and multiple

scattering.

Maximum SNR at the central region is obtained when

rv is as large as possible, yet rv must be low enough to ade-

quately insonify the imaging sector, which is 90� in this

study. We adopted a criterium based on the SNR for ade-

quate insonification within the imaging sector. We deter-

mined the rv such that the SNR difference between the

center and the outermost regions in the imaging sector is

3 dB. We measured the SNR of the coded DWI in the

speckle region along arcs for different virtual source posi-

tions. An arc, shown in Fig. 4, constitutes equidistant imag-

ing points from the transducer array center.

A 10.5 mm virtual source distance yields an adequate

insonification and uniform SNR distribution in 90� imaging

sector.

B. Noise in DWI

We performed the noise measurements using the

method described in Sec. II E 1. Figure 5 shows the noise

contribution for the total noise in DWI [for CGS(A) and

CGS(B)] and one transmission in CSFI. The noise level in

CSFI is discussed in Sec. VI.

We calculated the noise contribution in coded DWI

using the respective reference signals, which are 8-chip

coded signals with 0.5, 1, 1.5, and 2-cycles/chip. The unit of

the received noise amplitude is dB//LSB. The noise contri-

bution to the signal remains at the same level for all chip

lengths since all reference signals in DWI are normalized to

have the same energy, 8 LSB2-s. Therefore, the correlator

gain is the same for all reference signals.

C. SNR along the arcs in speckle region

We measured the SNR of 8-bit coded DWI with 1-

cycle/chip in the speckle region along the arcs positioned at

different ranges. Figure 6 shows the SNR level and variation

along the arcs at 20, 25, 40, and 50 mm ranges for 10.5 mm

virtual source distance. The mean values of the SNR where

the measurement variance is relatively high are also shown

with a dotted line in Fig. 6. We estimated the imaging sector

coverage based on the angle at which SNR drops by 3 dB

from the mean value.

The imaging sectors are 95� and 90� for the arcs at 20

and 25 mm ranges, when rv is 10.5 mm. At 20 mm range dis-

tance, a portion of the transmitted energy is wasted due to

the five degrees of excess in the imaging sector. Therefore,

it is possible to use a larger rv to insonify the imaging sector

at this range adequately. In the deeper regions, e.g., 40 and

50 mm ranges, the imaging sectors are 83� and 81�, respec-

tively. In this case, using a smaller rv would extend the

imaging sector at these regions and provides 90� for the

imaging sector. The imaging sector has approximately 88�

(�90�) �6 dB beam width for both 40 and 50 mm ranges,

and it is larger than 90� at closer ranges. Similar beam width

is also obtained when other chip lengths are used in 8-bit

coded transmission.

The geometrical divergence sector prediction for

10.5 mm virtual source distance and a 12.8 mm array size

(64k at 7.5 MHz) is u ¼ 62:7� and not 90�. We achieved

approximately 90� imaging sector at all ranges when rv is

10.5 mm. The difference between the geometrical prediction

and the actual (achieved) coverage is due to diffraction. If

only geometrical considerations were used, the required

source distance would be 6.4 mm. A source distance of

6.4 mm spreads the ultrasonic energy outside the region of

interest and causes significant loss in SNR. Confining the

insonification to the region of interest improves the SNR

significantly.

Adequate insonification of the imaging sector must be

considered in conjunction with the penetration depth since

there is a trade-off between the SNR level and insonification

FIG. 5. (Color online) Noise measurement results for coded DWI (8 chips

and rv ¼ 10:5 mm) with 4 different chip lengths. The noise amplitude varia-

tion with respect to depth is same for all chip lengths. This graph also shows

the noise level in CSFI-GF and CSFI-MF. Note that the noise analysis for

coded DWI (implemented with MF), CSFI-GF, and CSFI-MF have differ-

ent gains. The average noise power is measured over independently taken

13 measurements without any transmission. The received noise amplitude

is plotted in dB//LSB.

FIG. 6. (Color online) SNR of 8-bit coded DWI with 1-cycle/chip along the

arcs at 20, 25, 40, and 50 mm ranges when rv is 10.5 mm. The arcs consti-

tute equidistant imaging points at which the attenuation remains same. The

mean SNR values are also plotted with dashed lines where the measurement

variance is relatively high.
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angle. For example, if a single chip signal were used instead

of an 8-bit coded signal, the penetration depth would be

much lower, and a long rv would yield the required beam

width.

V. EFFECT OF CHIP SIGNAL LENGTH ON SNR

A. SNR in speckle

We investigated the effect of chip signal length on SNR

for coded DWI. We measured SNR in the speckle region of

the phantom.

Figure 7 shows the SNRþ1 as a function of depth,

obtained for coded DWI for four different chip signal lengths

when rv is 10.5 mm. An SNR level of 6 dB is marked to com-

pare the penetration depth of different signals. The penetra-

tion depths obtained with 0.5, 1, 1.5, and 2 cycle/chip signals

are 5.3, 5.6, 5.3, and 4.8 cm, respectively. The maximum pen-

etration depth is obtained with 1 cycle/chip signal.

The SNRþ1 obtained by coded DWI with longer chips is

higher at closer depths. For example, SNRþ1 of 2-cycles/

chip signal is 2, 4.4, and 11.1 dB higher at 1 cm depth com-

pared to SNRþ1 of signals with 1.5, 1, and 0.5 cycle/chip

lengths, respectively. This result conforms with the expecta-

tion that the correlator output will increase if the signal

energy is increased.

SNRþ1 difference decreases as the DW propagates and

the order among 1, 1.5, and 2 cycle/chip lengths become

reversed at about 2.5 cm depth. The coded signal with a 1-

cycle/chip has the highest SNRþ1 beyond 2.5 cm depth. The

penetration depth is 8 mm larger than that of the 2-cycle/

chip.

This result is counter-intuitive since a coded signal with

1-cycle/chip length has lower transmitted energy than 1.5

and 2 cycle/chip signals. More transmitted energy leads to

SNR improvement if the transmitted signals are coherently

superimposed in the field. However, the coherent addition is

not possible in general unless the signals are focused to a

particular region by proper phasing. On the other hand, DWI

inherently avoids the coherent addition of the transmitted

signals in the field, which is more aggravated as the propa-

gation distance increases. The signals with longer chip dura-

tion suffer more and undergo the destructive addition of

chip signals. Furthermore, the signals scattered in the media

interfere each other at every point in the field. Combined

with propagation in multiple scattering medium, the diverg-

ing wave effect favors shorter chip signals for better SNR.

The shortest chip duration in this study also has a

remarkable performance, as shown in Fig. 7. The penetration

depth obtained by 0.5 cycle/chip signal is 5.3 cm, which is

higher than the penetration depth of 2 cycle/chip signal. This

signal is the shortest duration signal and has the lowest trans-

mitted pressure amplitude. The SNR difference between this

signal and the 1-cycle/chip signal is 6.6 dB at 0.5 cm depth,

whereas it is 2.7 dB at 5 cm. Indeed, the received signal

amplitude of the 0.5-cycle/chip signal in water is approxi-

mately half of the 1-cycle/chip signal (peak power is also

6 dB lower) because the 67% bandwidth of the transducer

transfer function affects the 0.5-cycle signal more.50 If the

driving transmitted energy were the same for 0.5 and 1 cycle/

chip signals energy, the peak amplitude would be approxi-

mately 100 V instead of 70 V for 0.5 cycle/chip signal. This

equalization would result in a 3 dB increase in SNR and

make 0.5 cycle/chip signal best in penetration depth.

Figure 7 also shows the SNRþ1 for pulsed (uncoded)

DWI with four different pulse lengths when rv is 10.5 mm.

The same dependence of SNRþ1 to the chip length also exists

in uncoded transmission, except the SNR levels are 12 dB

lower. A difference of 3 dB is due to single transmission in

uncoded case and 9 dB for 8-bit coding (see Sec. V C).

Therefore, it is conjectured that SNR in any linear coding

scheme will have a similar dependence on the chip length.

We show that the 67% two-way transducer bandwidth

limits the maximum amplitude, and hence, the received

signal’s peak power.50 The received 1-cycle signal has a

maximum amplitude, which is only 80% of 2-cycle and

1.5-cycle signals. The latter two have the same maximum

amplitude since there is sufficient time for the transient to

develop. The 0.5-cycle signal suffers the most and remains

at 40%. The 0.5-cycle received signal has approximately

nine times less energy than the 2-cycle pulse, whereas the

ratio of the energies of the respective drive signals is

approximately 4-to-1.

B. SNR for pin targets

We also measured the SNRþ1 at pin targets. Figure 8(a)

shows the SNRþ1 along the horizontal pin targets positioned

at 40 mm depth. We achieved the maximum SNRþ1 at the

central pin target for all chip signal lengths. The SNRþ1 of

the coded signal with 1-cycle/chip is higher than that of the

FIG. 7. (Color online) SNRþ1 measurement results in speckle region for

coded DWI (8 chips and rv ¼ 10.5 mm) with 4 different chip lengths and

for pulsed DW transmission (1 chip and rv ¼ 10.5 mm) with 4 different

pulse lengths. The ellipses show the pulsed and coded transmission curve

families. Speckle amplitude is measured over 11 different measurements

each yielding statistically independent data. 6-dB reference is also plotted

with dotted line for penetration depth analysis.
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other coded signals in all horizontal pin targets. For exam-

ple, it is 4.1 dB higher than that of the coded 2-cycle/chip

signal at the central pin target (see inset A). The SNRþ1

decreases along the line of horizontal pin targets away from

the center for all chip lengths. This decrease is due to the

effect of the attenuation on the increased path length at the

outermost pin targets. Nevertheless, the SNRþ1 of the coded

signal with 1-cycle/chip is 5 dB higher than that of the coded

signal with 2-cycle/chip (see inset B).

The speckle level variation between two pin targets is

large and not smooth in Fig. 8(a). This is because the data

had to be taken in a single transducer position in the pin tar-

get region. The SNR along the horizontal direction at 40 mm

depth measured in the speckle region is also plotted in Fig.

8(a) for comparison.

Figure 8(b) depicts the SNRþ1 variation along the line

of vertical pin targets for all chip signal lengths. The varia-

tion is similar to the case in the speckle region. At closer

depths, SNR is higher when chip length is longer (see inset

C). For depths larger than 2.5 cm, again, the coded signal

with 1-cycle/chip offers the maximum SNR (see insets D

and E). The results shown in Fig. 8 are in agreement with

those given in Fig. 7.

C. Effect of the code length on SNR

We also studied the performance of DWI with different

code lengths.55 We varied the code length from 2-to-10 bits

and measured the SNR for a fixed chip signal length.

Theoretically, the SNR gain achieved by matched filter-

ing is expressed as the time-bandwidth product of the signal.

The time-bandwidth product of an uncoded signal is on the

order of unity.31 However, the coded signals have larger

time bandwidth products,31 which are equal to code

sequence length, N. Therefore, the SNR gain in dB for a

code length of N is 10� log10 Nð Þ, if the coded signal is per-

fectly compressed with a matched filter.24,28 We observed

that the SNR improves when we increase the code length

while the chip signal length is fixed. SNR increases by 3 dB

for every doubling of the code length.

The SNR gain in 2-chip CGS coded signal compared to

pulsed excitation (1-chip) is 10� log10 2Nð Þ.28 We mea-

sured that the SNR improves by 6 dB in 2-chip CGS coded

signal compared to pulse transmission. The additional 3 dB

in SNR gain is due to the two transmissions in 2-chip coded

signal.

The SNR gain achieved from the measured data is in

good agreement with the theoretical analysis.

VI. COMPARISON WITH FOCUSED IMAGING

We compared the SNR for DWI and CSFI on a single

frame basis. Two different image features, the speckle and

the pin targets, are used for comparison.

A. Noise in CSFI

The noise contribution per transmission is lowest in

CSFI-GF as shown in Fig. 5. The noise amplitude is approx-

imately 10 dB larger at every depth when MF is employed

in CSFI. We calculated the noise contribution in CSFI-MF

using 1-cycle pulse reference signal. Since there is an 8-to-1

energy difference between the reference signals of the

CSFI-MF and DWI, the correlator provides a 9 dB gain to

any signal detected using an 8-bit coded reference signal.

There are two transmissions in the coded DWI, which adds

another 3 dB to the noise level. In Fig. 5, the 12 dB noise

level difference between DWI and CSFI-MF is clearly

observable. Since the gains are different in each transmis-

sion scheme, the noise contributions in the received signals

are also different. Therefore, the noise analysis for each

scheme is required to obtain an accurate SNR measurement.

B. SNR comparison in the speckle region

The SNRþ1 of the 8-chip coded DWI with 1-cycle/chip

is compared to CSFI-GF and CSFI-MF in the speckle region

FIG. 8. (Color online) The SNRþ1 for coded DWI (8 chips and

rv ¼ 10.5 mm) with 4 different chip lengths. (a) SNRþ1 along the line of

horizontal pin targets positioned at 40 mm depth. The SNRþ1 along the hori-

zontal direction in speckle region is also plotted on the same graph to make

a comparison for speckle level variation. (b) SNRþ1 along the line of verti-

cal pin targets.
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in Fig. 9. To assess the compensation effect on SNRþ1,

Fig. 9 also shows the SNRþ1 of the coded DWI when the

uncompensated two-way transmitted-and-received signal is

used as the reference signal in MF. The SNRþ1 of the coded

DWI is 6.5 dB higher than the CSFI-GF up to 3 cm depth.

SNR obtained by CSFI-GF is inferior to the coded DWI at

all depths even in the focal region. The SNR values of the

coded DWI and CSFI-GF are the same only at the focal

depth (4 cm).

Coded DWI also offers better SNR compared to CSFI-

MF up to 3 cm depth. However, the SNR of the latter

scheme increases at the focal region and exceeds the SNR of

coded DWI, reaching a maximum difference of 7.1 dB.

Using MF with CSFI increases the effect of focusing gain,

producing the highest SNR in the focal region.

It is clear from Fig. 9 that the compensation of the refer-

ence signal improves the SNRþ1 of the coded DWI as the

depth increases. At lower depths (e.g., 1 cm), compensation

gives the same SNRþ1 as the uncompensated case because

the coded ultrasound beam does not alter significantly due

to the attenuation. The effect of compensation becomes very

significant at larger depths. For example, the SNRþ1 of the

compensated case is 5 dB larger at a depth of 4 cm. The pen-

etration depth improves by approximately 7 mm (15%).

Figure 9 also shows the 6 dB reference for penetration

depth. The 8-chip CGS-coded DWI offers a larger penetra-

tion depth (5.6 cm) than CSFI-GF. The penetration depth of

the CSFI-GF is 5 cm, which is very close to the focus point.

The penetration depth of the CSFI-MF (6 cm) is 4 mm larger

than that of the coded DWI.

C. SNR comparison in the pin target region

The SNR variation along the horizontal pin targets posi-

tioned at 40 mm depth is shown in Fig. 10(a). The SNRs of the

8-chip coded DWI and CSFI-GF are similar (see inset F). If

MF is used instead of GF in CSFI, the SNR improves by

6–8 dB and exceeds the SNR attained by coded DWI. The SNR

of coded DWI is 6.5 dB less at the center pin (see inset F).

Figure 10(b) clearly shows that the coded DWI has a sig-

nificant SNR advantage over the CSFI-GF in the nonfocal

region. For example, it is 7.6 dB larger at 1 cm depth (see inset

G) and 3.8 dB larger at 6 cm depth (see inset I) compared to

CSFI-GF. Coded DWI does not lose its SNR advantage even

in the focal region. In the focal region, the CSFI-MF offers

6 dB better SNR than coded DWI (see inset H). However, the

SNR of coded DWI is superior in the nonfocal regions. For

example, it exceeds CSFI-MF by 7 dB at 1 cm depth.

D. SSR in DWI and CSFI

SSR is the ratio between the signal amplitude and the

speckle amplitude in a pin target region. It reduces the per-

ceived resolution of the pin target.56

We measured the SSR along the vertical line of pin tar-

gets. We calculated SSR as the difference between the sig-

nal amplitude at the pin targets and the speckle amplitude.

Figure 11 shows the SSR in DWI, CSFI-GF, and CSFI-MF.

FIG. 9. (Color online) Speckle region SNRþ1 measurement results for

CSFI-GF, CSFI-MF and coded DWI (8 chips and rv ¼ 10.5 mm). The maxi-

mum SNR is available in the vicinity of the focal region when CSFI-MF is

used. In the nonfocal region, the coded DWI offers the highest SNR when

attenuation compensation is applied. Note that the coded DWI with com-

pensation offers higher SNR than the uncompensated case, while the results

are similar at closer range. A 6-dB reference is plotted with a dotted line for

penetration depth analysis.

FIG. 10. (Color online) SNR for CSFI and coded DWI (8 chips and

rv ¼ 10.5 mm). CSFI-GF and CSFI-MF are shown for comparison. (a) SNR

for horizontal pin targets at 40 mm depth (b) SNR for vertical pin targets.
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SSR in DWI maintains a level of 19 dB between 1.5 cm and

4.5 cm depths. SSR of CSFI is similar to that of the DWI

with minor differences.

The pin targets in the phantom are relatively small

and made of monofilament nylon. The pin target radius, a, is

1/8 of the wavelength at the center frequency, 7.5 MHz. The

ka is 0.785, where k is the wavenumber. The average ka is

even lower for the acoustic pulse in the medium since the

acoustic signal energy is dominated by a lower frequency

band as the attenuation becomes effective.50 The nylon pin

targets’ reflection coefficient leads to a reflected signal

amplitude which is 10 dB less than that of steel wire tar-

gets.57 Hence, these pin targets are particularly suitable for

SNR and SSR assessment.

VII. DISCUSSION OF RESULTS

A. Performance variation

DW transmission inherently avoids the coherent addi-

tion of the transmitted signals while the energy propagates

in the medium. Coded signals, however, perform best when

the signals are coherently summed up for maximum energy.

This contradiction in combining the physics of DWs and the

mathematics underlying coded signals manifests itself as

maximum SNR is obtained in DWI when the chip signal is

as short duration (wideband) as possible.

Short-duration signals have comparatively more energy

at lower frequencies,50 which also emerges as an advantage

in a multiscattering environment where the attenuation is

significant. As the depth increases, energy at lower frequen-

cies prevail, and attenuation compensation is more effective

in short-duration signals.

Coded DWI offers approximately 90� imaging sector

when virtual source distance, rv, is 10.5 mm. For this opti-

mum virtual source distance, we compared the SNR perfor-

mance with respect to the chip duration when the drive

voltage amplitude is kept constant. Therefore, the energy of

the shorter chip signals is lower. The signal with the shortest

duration chip that the transducer can deliver to the medium

with adequate peak power provides maximum SNR in DWI

despite its lower energy. We used an array with a 67% two-

way bandwidth in this work; signals with 1-cycle/chip yield

the maximum SNR in coded DWI.

The minimum chip length can be 0.5-cycle, in which

case the received signal suffers from the energy due to the

two-way transducer transfer function. Despite this energy

loss, the coded signal with 0.5 cycle/chip has excellent per-

formance as far as SNR is considered. Consequently, the

wider the transducer bandwidth, the higher the SNR.

The temporal resolution is 55.25 frames per second (fps)

in CSFI when the image frame is constructed using 181

transmissions. However, we acquired one frame of CGS

coded DW data in 200 ls in this study, which corresponds to

5000 fps. 8-chip coded DWI with 1-cycle/chip provides an

approximately 90-fold increase in frame rate without compro-

mising from SNR compared to CSFI even in the focal region.

We employed CGS as a code sequence in this study

because these codes do not have any code range lobes.

However, they require two transmissions, and the correla-

tion properties of CGS-coded signals deteriorate in attenuat-

ing medium. In this respect, we expect that similar

performance improvement is possible when other code

sequences are employed. This issue must be investigated for

possible improvements.

B. Limitations and potential improvements

The performance of coded transmission relies on main-

taining a high correlation between the received coded sig-

nals and the reference signal. The similarity between the

received signal and the reference signal determines the cor-

relator output. The attenuation compensation increases this

similarity, which yields an increase at the correlator output.

We found out that using an attenuation compensated refer-

ence signal significantly improves the SNR. Refinement in

the attenuation compensation of the reference signal will

further improve the SNR. The effects of multi-layered

medium with different attenuation conditions on code range

lobes must also be investigated.

We did not use apodization in this work. Determination

and use of appropriate apodization for DWI using optimized

pulse length is a potential area for improvement.

The dataset used in this paper is available in a GitHub

repository.58

C. Coded images

We presented the ultrasound images of the anechoic

cyst targets for CSFI-GF, coded DWI with 1-cycle/chip and

2-cycle/chip in Figs. 12(a), 12(b), and 12(c), respectively.

The anechoic cyst targets are encircled with a dotted line in

Fig. 2. Each image is normalized with respect to its own

maximum.59 The dynamic range of the displayed images is

45 dB. We complemented the 2.3 dB/cm variable gain to

7.5 dB/cm in post-processing before constructing the images

(see Sec. II E 1). Note that 7.5 dB/cm compensates for the

two-way attenuation calculated at the center frequency.

The SNR performances of different imaging settings

can be comparatively evaluated at the regions of low SNR,

where the signal power is low and noise becomes signifi-

cant. The image quality is inevitably low in such regions

FIG. 11. (Color online) SSR of CSFI-GF, CSFI-MF, and coded DWI (8

chips, 1-cycle/chip, and rv ¼ 10.5 mm) along the vertical line of pin targets.
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and main problem becomes to detect the presence of various

features. The vicinity of the penetration depth is such a

region. The anechoic cyst targets are particularly suitable

for assessing the SNR and noise-related imaging perfor-

mance. The signal level in the cyst region is similar to the

noise level at low SNR regions, whereas the speckle signal

level in the nearby region depends on the depth.

The CSFI-GF image is shown in Fig. 12(a) as a refer-

ence. The focusing gain in the vicinity of the transmit focus

at 40 mm depth manifests itself as an increased brightness in

the image. The anechoic cysts at 50 mm depth are barely

visible since the penetration depth of the CSFI-GF is

50 mm, as shown in Fig. 9. On the other hand, the anechoic

cyst targets at 60 mm depth are not visible.

DWI with 1-cycle/chip is shown in Fig. 12(b), where the

SNR and the penetration depth improvement can be observed.

All the anechoic cyst targets up to 50 mm depth are visible,

but those at 60 mm depth are barely visible. This result com-

plies with the penetration depth of the coded DWI with 1-

cycle/chip, which is 56 mm, as shown in Fig. 9. Note that the

comparison between CSFI-GF and coded DWI is performed

on a single frame basis. There are almost 90 times fewer trans-

mission events in DWI compared to CSFI-GF.

When the chip signal duration is increased from 1-cycle

to 2-cycle in coded transmission, the penetration depth

decreases to 48 mm, as shown in Fig. 7. This decrease is vis-

ible in Fig. 12(c) since the anechoic cyst targets at 50 mm

depth are not visible. It is also shown in Fig. 7 that the SNR

decreases rapidly down to 0 dB after the penetration depth

when coded signal with 2-cycle/chip is transmitted. This

decrease appears as the darker region in Fig.12(c).

The clarity and definition in all images are in agreement

with the quantitative analysis results.
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