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ABSTRACT

RAPID RELAXATION-BASED COLOR MAGNETIC
PARTICLE IMAGING

Musa Tunç Arslan

Ph.D. in Electrical and Electronics Engineering

Advisor: Emine Ülkü Sarıtaş Çukur

September 2022

Magnetic particle imaging (MPI) is a rapidly developing medical imaging modal-

ity that exploits the non-linear response of magnetic nanoparticles (MNPs). Color

MPI widens the functionality of MPI, empowering it with the capability to distin-

guish different MNPs and/or MNP environments. The system function approach

for color MPI relies on extensive calibrations that capture the differences in the

harmonic responses of the MNPs. An alternative calibration-free x-space-based

method called TAURUS (TAU estimation via Recovery of Underlying mirror

Symmetry) estimates a map of the relaxation time constant, τ , by recovering the

underlying mirror symmetry in the MPI signal. However, TAURUS requires a

back and forth scanning of a given region, restricting its usage to slow trajecto-

ries with constant or piecewise constant focus fields (FFs). In this thesis, a novel

technique is proposed to increase the performance of TAURUS and enable τ map

estimation for rapid and multi-dimensional trajectories. The proposed technique

is based on correcting the distortions on mirror symmetry induced by time-varying

FFs. Simulations and experiments in an in-house MPI scanner demonstrates that

the proposed method successfully estimates high-fidelity τ maps for rapid trajec-

tories that provide orders of magnitude reduction in scanning time (over 300 fold

for simulations and over 8 fold for experiments) while preserving the calibration-

free property of TAURUS. Additionally, the proposed method can successfully

map the effective relaxation time constants in a relatively wide field-of-view at

frame rates exceeding 5 frames-per-second. This thesis presents the first simu-

lation results demonstrating that the proposed method is capable of generating

high fidelity and high frame-rate color MPI images in real time.

Keywords: Magnetic particle imaging, color MPI, nanoparticle relaxation, mirror

symmetry, x-space MPI, rapid trajectory.
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ÖZET

HIZLI RELAKSASYON-TABANLI RENKLİ
MANYETİK PARÇACIK GÖRÜNTÜLEME

Musa Tunç Arslan

Elektrik ve Elektronik Mühendisliği, Doktora

Tez Danışmanı: Emine Ülkü Sarıtaş Çukur

Eylül 2022

Manyetik parçacık görüntüleme (MPG), manyetik nanoparçacıkların (MNP)

doğrusal olmayan tepkisinden yararlanan, hızla gelişen bir tıbbi görüntüleme

yöntemidir. Renkli MPG, MPG’nin işlevselliğini genişleterek, onu farklı MNP’leri

ve/veya MNP ortamlarını ayırt etme yeteneği ile güçlendirir. Renkli MGP

için sistem fonksiyonu yaklaşımı MNP’lerin harmonik tepkilerindeki farklılıkları

yakalayan kapsamlı kalibrasyonlara dayanır. TAURUS (altta yatan ayna

simetrisinin geri kazanılması ile TAU tahmini) isimli alternatif bir kalibrasyon-

suz x-uzayı tabanlı yöntem, MPG sinyalinin altında yatan ayna simetrisini geri

kazanarak relaksasyon zaman sabiti τ ’nun bir haritasını tahmin eder. Ancak,

TAURUS bir bölgenin ileri geri taramasını gerektirdiğinden, kullanımı sabit veya

parçalı sabit odaklanma alanlı (OA), yavaş gezingelerle sınırlıdır. Bu tezde, TAU-

RUS’un performansını artırmak, hızlı ve çok boyutlu gezingeler için τ harita

tahminine olanak sağlamak amacıyla yeni bir teknik önerilmiştir. Önerilen

teknik, zamanla değişen OA’lardan kaynaklı ayna simetrisindeki bozulmaların

düzeltilmesine dayanmaktadır. Simülasyonlar ve kurum içi MPG tarayıcısındaki

deneyler, önerilen yöntemin, TAURUS’un kalibrasyon gerektirmeyen özelliğini

korurken tarama süresinde büyük düşüşler sağlayan (simülasyonlar için 300 katın

üzerinde ve deneyler için 8 katın üzerinde) hızlı gezingeler için yüksek doğruluklu τ

haritalarını başarılı bir şekilde tahmin ettiğini göstermektedir. Ek olarak, önerilen

yöntem, saniyede 5 kareyi geçen hızlarda görece geniş bir görüş alanı için etkin

relaksasyon zaman sabitlerini başarılı bir şekilde haritalayabilir. Bu tez, önerilen

yöntemin gerçek zamanlı olarak yüksek doğrulukta ve yüksek kare hızlı renkli

MPI görüntüleri üretebildiğini gösteren ilk simülasyon sonuçlarını sunmaktadır.

Anahtar sözcükler : Manyetik parçacık görüntüleme, renkli MPG, nanoparçacık

relaksasyonu, ayna simetrisi, x-uzayı MPG, hızlı gezinge.
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showing me different aspects of electronic engineering that I have not seen before

and broadening my horizons. The concepts they introduced to me have their

tracers in my work and increased the quality of it.
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Chapter 1

Introduction

Medical imaging has been dominated by anatomical imaging methods, such as

x-ray, computed tomography (CT), ultrasound (US), and magnetic resonance

imaging (MRI). Different signal origins are often of interest in medical imag-

ing applications. Methodologies that help distinguish different tissues, tissue

properties, or tracers could help maximize the diagnostic information and guide

treatments in a clinical scenario.

Parallel with the technological advancements in medical imaging, several meth-

ods were developed to differentiate tissue properties or materials within a body

by sensitizing the signals to different physical properties. Localizing different

signal responses spatially in a medical imaging scenario effectively leads to color

imaging (i.e., quantitative mapping), which enables distinguishing of tissue prop-

erties, functional markers, and environmental conditions such as temperature and

viscosity within a medium.

1.1 Current Color Medical Imaging Modalities

In MRI, there are several methods for quantitative mapping of different tissues.

The mapping of tissue relaxation times T1 and T2 takes advantage of different
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relaxation mechanisms of the nuclei under a magnetic field and an RF pulse. T1

and T2 are different for different tissue compositions, which enables the main

tissue contrast in MRI. T1 and T2 imaging are used together or with other MRI

procedures to distinguish different tissues or tissue properties for increased di-

agnostic capability. Some applications include brain imaging [1], cardiovascular

imaging [2, 3], and liver diseases [4]. Additionally, diffusion MRI quantifies the

random movement of water molecules in the human body. Different tissues have

different cellular structures and hence have characteristic diffusion properties.

Diffusion weighted imaging (DWI) provides information about the diffusion prop-

erties [5, 6]. Furthermore, axon membranes limit movement of water molecules,

and MRI enables imaging of microstructural details in the brain through diffu-

sion tensor imaging (DTI) [7, 8]. DWI and DTI are used in the diagnosis of

various white matter diseases such as Alzheimer’s disease [9] and stroke [10], as

well as various cancers [11, 12]. Functional MRI (fMRI) is another method of

mapping depending on the blood oxygenation during electrical activity in the

brain. fMRI utilizes a third relaxation mechanism, T2∗, which changes during

altered brain activity [13]. Applications of fMRI focuses on the brain injuries

[14, 15], diseases such as Alzheimer’s disease [16] or multiple sclerosis [17], and

understanding the functional role of different parts of the brain [18]. Finally, the

chemical environments of the materials cause a shift of their respective proton

resonance frequencies. Discovery of this property led to the separation of water

and fat protons and effectively enabled non-invasive imaging of two different tis-

sues in the same medium [19]. Magnetic resonance spectroscopic imaging (MRSI)

is another important MRI technique that relies on detecting the chemical shift

among various metabolites within a voxel, with numerous possible applications

in cancer and heart disease diagnosis [20, 21, 22, 23] to neuroscience [24, 25]. In

addition, several MRI methods, such as perfusion MRI [26] and dual-nuclei MRI

[27, 28], use both magnetic and non-magnetic markers as contrast agents.

In CT, differences in the X-ray attenuation rates of different materials enables

the ability to differentiate different tissue types or contrast agents, such as iodine-

based contrast media or inhaled xenon gas. Although dual-energy CT (DECT)
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was conceived early on, it was not widely used in clinical scenarios [29, 30]. How-

ever, with the recent developments in the CT equipment, there is a renewed

interest in DECT [31, 32]. The added functionality of material and tissue differ-

entiation to traditional CT increased its effectiveness for diagnosis and treatment.

The applications range from cancer [33, 34, 35] to lung diseases [36], as well as

to imaging of cardiovascular [37] and musculoskeletal system [38].

For single-photon emission computerized tomography (SPECT) and positron

emission tomography (PET), the simultaneous detection of different tracers based

on their different emission energies is utilized to quantize the amount of certain

tracers within a medium. Dual isotope SPECT and PET are often used to mea-

sure the amount of tracers absorbed by the tissue to assess certain diseases, from

cancer to diabetic infections [39, 40]. These dual isotope modes can be further

used to colorize the generated image in a wide range of medical applications

[41, 42, 40]. SPECT and PET are also used in conjunction with CT to fuse the

high sensitive metabolic image provided by SPECT or PET and the anatomic

information provided by CT [43].

Similar to SPECT and PET, near-infrared fluorescence imaging (NIRFI) aims

to achieve color images via detection of different tracers sensitive to different

wavelength photons [44, 45, 46, 43]. In addition, NIRFI can be used in conjunction

with PET, utilizing tailored tracers with simultaneous radioactive and fluorescent

properties, effectively creating a dual-purpose probe [47, 48]. NIRFI has an active

use in clinical applications in both diagnosis and treatment [44, 48], and with real-

time color imaging capabilities [45, 49].

Finally, US is also capable of color imaging. Color Doppler imaging (CDI)

utilizes the movements inside the medium to detect the flow of materials, mainly

the blood inside the arteries and vessels [50, 51]. This technique is based on dif-

ferentiating the moving parts inside a medium from the stationary tissue, which

enables detection of even the smallest blood vessels. It is mainly used for diag-

nostic purposes to identify and measure the blood flow around a targeted tissue

[52, 53, 54, 55].
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For CT, SPECT, and PET, the ionizing radiation and radioactive tracers have

detrimental effects on the human body, which in turn limit the applicable pa-

tient profile and exposure time. However, CT is the only tomographic imaging

modality that can generate high-resolution images with very short acquisition

times. This property of CT also makes it the state-of-the-art method for most

emergency imaging scenarios and cardiovascular interventions, since they require

high imaging speed and real-time imaging capability. The utilization of NIRFI

in clinical scenarios is restricted due to the toxicity levels of the required contrast

agents. Nevertheless, several NIRFI probes and contrast agents are considered to

have low toxicity levels [46, 56, 43]. Additionally, NIRFI lacks the depth penetra-

tion capability of other imaging techniques [57, 58]. US is cheap, widely available,

and safe, but it also lacks the depth penetration capability that is possible by

most other medical imaging methods. Additionally, CDI requires moving parts

(i.e., blood within the vessels) and stationary tissue around the targeted area to

generate color images [51]. This requirement limits the method’s applicability,

and the quality of the generated image is highly dependent on the attenuation of

the clutter signals originating from slowly moving tissue [59, 60]. MRI is a safe

medical imaging modality that does not use ionizing radiation or toxic contrast

agents, and has good resolution and excellent depth penetration. MRI offers

various quantitative imaging opportunities that can differentiate different tissues

(T1/T2 weighting), tissue properties (DWI), or contrast agents. The main disad-

vantage of MRI is that the imaging procedures take several minutes to an hour,

which limits the application of MRI methods to non-emergency clinical scenarios.

Different imaging modalities can also be combined together, for example, PET-

CT [61, 62], PET-MRI [62, 63] or NIRFI-PET [47], to create a composition of

anatomical image and quantitative mapping.
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1.2 Magnetic Particle Imaging as a Safe and

Fast Medical Imaging Modality

Magnetic particle imaging (MPI) is a rapidly developing tracer-based medical

imaging modality, which takes advantage of the non-linear response of magnetic

nanoparticles (MNPs) under time-varying magnetic fields [64, 65, 66, 67, 68].

The leading applications of MPI include angiography [69, 70], stem cell tracking

[71, 72, 73], inflammation imaging [74, 75], drug delivery [76, 77], traumatic brain

injury imaging [78], cancer imaging [79], and localized hyperthermia [80].

A standard MPI system utilizes three different magnetic fields to acquire an

image of the spatial distribution of MNPs. First, a field free point (FFP) is

created using a static selection field (SF) with strong spatial gradients. Then, a

sinusoidal drive field (DF) is applied to move the FFP in a field-of-view (FOV).

However, human safety concerns [81, 82] and/or hardware limitations constrain

the region covered by the DF to a relatively small partial field-of-view (pFOV)

around the FFP. Thus, additional low-frequency focus fields (FFs) are employed

to shift the FFP in a wider FOV [83].

MPI safety issues are focused on two different topics: (1) the safety of the

MNPs that are used as tracers, and (2) the safety of the magnetic fields utilized

during imaging. Accumulation and distribution of MNPs are the leading safety

concerns for the tracers. The biodistribution of MNPs depends on the particle

size, coating, and amount of particles administrated during the imaging proce-

dure. MNPs are typically removed from the bloodstream relatively quickly and

are mainly accumulated in the liver and the spleen, where they are decomposed

into non-toxic sub-particles [84, 85]. Modifying the MNP structure can further

increase biocompatibility by physical means or decrease the toxicity by increasing

the received signal intensity (i.e., by reducing the detectable dosage requirements

for MNP). Nevertheless, MNP toxicity is an active research topic [84, 86, 85].

In terms of magnetic field safety, peripheral nerve stimulation (PNS) limits and

specific absorpiton rate (SAR) tissue heating limits need to be considered [87, 88].

PNS is considered to be the main safety concern for the kHz range magnetic fields
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used in MPI [87]. PNS is the stimulation of peripheral nerves due to the rapid

changes in the magnetic field that causes sensory responses in tissue. It is de-

scribed as a tingling or poking sensation, and is a limiting factor for the gradient

magnetic fields in MRI, as well [89]. Finally, one of the main challenges of MPI

is the lack of commercial systems in the human scale. While there are several

working systems for small animal imaging, scaling an MPI scanner to human sizes

remains a critical challenge.

Despite the aforementioned challenges, MPI features numerous advantages

that makes it a highly promising imaging modality. Firstly, MPI offers high

sensitivity and high resolution, where the received signal only reflects the MNP

concentration without any background signal from the tissue [90]. The duration

of the magnetic fields used in MPI are relatively short and the MNPs respond

to the magnetic fields near instantaneously, offering a possibility for real-time

imaging capability [91, 92, 93, 94]. Furthermore, MPI does not utilize ionizing

radiation and commercial MNPs are considered to be highly biocompatible [95].

Finally, there is an active effort to scale MPI scanners to the human size in the

research settings [96, 97, 98].

1.3 Quantitative Mapping via Color MPI

Color MPI is an emerging quantitative mapping field within MPI, providing a

means to distinguish different MNPs and/or MNP environments [99]. The pri-

mary method for color MPI is identifying different MNPs through their responses

to changes in the magnetic field. However, the magnetization mechanisms in-

volved with MNPs also provide a means to distinguish the properties of the en-

vironments that MNPs reside in, such as their viscosity and temperature. Color

MPI offers various practical applications such as catheter tracking during cardio-

vascular interventions [100, 92], and identifying the characteristics of the environ-

ment such as viscosity [101, 102, 103, 104, 105] and temperature [106, 107, 108].
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Depending on factors such as the magnetic material and core diameter, differ-

ent MNPs are expected to have different MPI signal responses [66]. Additionally,

differences in the environmental conditions such as temperature or viscosity can

alter the relaxation behavior of the MNPs [109]. Recently, color MPI techniques

have been proposed to take advantage of these differences to distinguish the MPI

signals from different MNPs and/or environmental conditions. The first color

MPI study targeted distinguishing MNPs using a system function reconstruction

(SFR) approach [99]. SFR requires lengthy calibration measurements of a point

source MNP at all voxel locations within a FOV [110, 111]. For the color MPI ex-

tension, an extended linear system of equations is solved to find the concentrations

of different MNP types and/or MNPs in different environmental conditions for

each voxel. SFR-based color MPI requires separate calibrations for each MNP

type and/or environmental condition, further lengthening the calibration time

[99, 100, 93, 106].

X-space-based color MPI techniques do not require calibration, but the result-

ing images are typically blurred by the point spread function (PSF) of the imag-

ing system [112]. One approach is performing multiple measurements at different

drive field (DF) amplitudes to differentiate the relaxation behaviors of MNPs

[113]. Another approach is a relaxation time constant (τ) estimation method,

abbreviated as TAURUS (τ estimation via Recovery of Underlying mirror Sym-

metry) [101, 104, 114]. Instead of estimating the concentrations of different MNPs

like the SFR-based color MPI methods, TAURUS estimates a τ for each pFOV (or

patch) within the image to create a quantitative τ map. Importantly, it does not

require any calibrations, multiple measurements, or prior knowledge about the

MNPs to estimate the τ map. However, TAURUS relies on the underlying mirror

symmetry of the MPI signal, which is valid only for trajectories that perform a

strict back-and-forth scanning of each pFOV (e.g., a 1D DF applied together with

constant FFs). This requirement restricts the usage of TAURUS to trajectories

with constant or piecewise constant FFs, previously demonstrated for active scan

times exceeding 2.5 minutes for a 0.8 cm×8 cm FOV [114]. Reducing the scan

time can pave the way to real-time imaging applications of TAURUS [94].
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1.4 Motivation

Color MPI offers increased functionality for the diagnosis and treatment of various

diseases. For example, color MPI can be a safe alternative to CT for angiogra-

phy [115], a fast alternative to MRI for brain injury and stroke imaging [116],

and a safe alternative for monitoring cancer treatment when used together with

magnetic fluid hyperthermia [117].

Current color MPI methods require long calibration scans (i.e., separate scans

for each MNP type and/or environmental condition) and have increased compu-

tational complexity [99, 100, 106, 93]. On the other hand, calibration-free and

computationally simple methods are limited to imaging procedures with long scan

times [113, 114].

The primary motivation of this thesis is to provide a calibration-free and com-

putationally efficient method to achieve color MPI for imaging procedures with

short scan times to reach real-time scanning capability. Real-time color MPI can

provide a means for the diagnosis and treatment monitoring of many critical in-

juries and diseases such as stroke and cancer. Real-time color MPI can also enable

a safe, non-ionizing alternative for interventional imaging and cancer treatment

monitoring.

1.5 Outline

This thesis proposes a novel method for achieving color MPI with real-time imag-

ing capabilities for distinguishing different MNPs and/or MNP environments. To

achieve rapid, relaxation-based, and calibration-free color MPI, a previously pro-

posed color MPI method abbreviated as TAURUS is extended to fast and multidi-

mensional MPI scanning trajectories. Short scan sequences require time-varying,

continuous, and rapid movement of the field-free region (FFR). This movement
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distorts the primary mechanism involved in TAURUS to estimate the MNP prop-

erties, which are exploited in distinguishing the MNP types and MNP environ-

ments. This thesis investigates this distortion theoretically and experimentally

using extensive simulations and experiments in an in-house MPI system. A novel

method for the correction of this distortion is proposed. Importantly, the pa-

rameters of the proposed approach depend only on the MPI system properties

and are computationally efficient to implement. Additionally, the first simulation

work for relaxation-based real-time color MPI is presented based on the proposed

method.

The organization of this thesis is as follows:

• In Chapter 2, the theoretical background of MNPs, MPI, and the state-of-

the-art image reconstruction methods for MPI are presented. MNP relax-

ation is a primary mechanism of MNPs that is involved with identifications

of both different MNPs and different MNP environments. Relaxation mech-

anisms and how different image reconstruction methods use this property

for color MPI image generation are explained in this chapter. The original

TAURUS method is also presented.

• In Chapter 3, the proposed rapid TAURUS method is introduced. First, the

distortions caused by the time-varying, continuous, and rapid movement of

the FFR on the mirror symmetry of the MPI signal (the primary mecha-

nism involved with TAURUS) is explained. Then, this chapter introduces

the theory of the proposed novel method for correcting these distortions.

The theory is supported by extensive simulations and MPI experiments for

different scanning sequences. Details of the simulations and experiments

and the results are presented. Chapter 3 ends with discussions and possible

solutions on rapid relaxation-based MPI.

• In Chapter 4, rapid TAURUS for real-time relaxation-based color MPI is

presented. The method utilizes rapid TAURUS introduced in detail in

Chapter 3. The fast scanning sequences presented in this chapter have

scanning times on the order of milliseconds. The simulation parameters and
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results are explained, and possible improvements are discussed to decrease

the scanning time and to increase the quality of the generated color MPI

image. Additionally, the computational complexity and processing times of

the method are further explained in this chapter.

• The capabilities of rapid TAURUS presented in this thesis to generate color

MPI images are summarized in Chapter 5. The potential extensions of the

proposed work in this thesis are also briefly discussed as future work.
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Chapter 2

Theoretical Background of MPI

2.1 Magnetic Nanoparticles and MPI System

Overview

MPI aims to image MNPs introduced into the human body. There are several

FDA and EMA approved MNPs with iron oxide cores already used in MRI and

their behaviors are well known [118, 119]. MNPs consist of two main parts:

the first is the magnetic core that is responsible for magnetization and signal

generation, and the second part is a nonmagnetic coating to ensure that the MNPs

show superparamagnetic behavior and are biocompatible [120]. Magnetization

behavior of MNPs are described by the Langevin theory. On a macroscopic

scale, Brownian motion results in the net magnetic moment to be zero in the

absence of an external field. When an external magnetic field is applied, it aligns

the individual magnetic moments of the MNPs, resulting in a net magnetization.

The amount of magnetization does not have a linear relationship with the applied

external magnetic field. The magnetization changes rapidly within a narrow

region around zero field, and saturates after a certain field amplitude. This

magnetization response is illustrated in Fig. 2.1. This saturation response of

MNPs as explained by the Langevin theory is pivotal for encoding the received
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Figure 2.1: Effects of applied external field on the magnetization of an ensemble
of MNPs. (a) There is zero net magnetization in the absence of external magnetic
field. (b) The magnetization changes rapidly to align with the applied field, and
(c-d) reaches saturation as the field is further increased.

signal to a point in space in MPI.

The nonlinear magnetization behavior of the MNPs can be modeled using the

Langevin function as follows [112, 121, 120]:

M(H) = c mL(kH) = c m

(
coth(kH)− 1

kH

)
, (2.1)

where

k =
µ0m

kBT
. (2.2)

Here, M is the magnetization of MNPs, H is the applied magnetic field, c

(particles/m3) is the MNP concentration, µ0 is the vacuum permeability, kB

is the Boltzmann constant, T (K) is the temperature, and m is the magnetic

moment of a single MNP. For a single domain spherical MNP with diameter d,

m = Msatπd
3/6, and Msat = 0.6 T/µ0 for magnetite MNPs [112].

Figure 2.2 depicts the Langevin function and its derivative. After the applied

magnetic field exceeds the narrow non-linear region around H = 0, the MNPs get

saturated and can no longer react to the external applied magnetic field. This
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Figure 2.2: (a) Langevin function as given in Eq. (2.1) and (b) its derivative. In
MPI, the magnetization response is recorded using an inductive receive coil, which
results in a signal that is described by the derivative of the Langevin function.

non-linear magnetization response is utilized to create spatial encoding inside

an MPI system. The field-of-view (FOV) is magnetically saturated except a

field-free-region (FFR) at the center of the MPI system, using magnets. This

saturation generating field is called the selection field (SF). If the FOV is excited

using an additional time-varying magnetic field called the drive field (DF), only

the MNPs that are spatially within/near the FFR will be able to react. This

configuration of magnetic fields creates spatial encoding in MPI. Then, the time-

varying magnetization of the MNPs within/near the FFR induces a signal in

an inductive receive coil. Figure 2.3.(a) shows a conventional MPI system with

permanent magnets creating the SF, together with the DF coil and the receive

coil placed around the FFR. Figure 2.3.(b) shows the combined effects of the

SF and DF on the Langevin function and the received signal in different regions

within the FOV.

In Figure 2.3, when the FFR is in the shape of a point, it is called a field free

point (FFP). Then, the sinusoidal DF is applied to move the FFP in the FOV.

However, human safety concerns [81, 82] and/or hardware limitations constrain

the region covered by the DF to a relatively small partial field-of-view (pFOV)

around the FFP. Thus, additional low-frequency fields called focus fields (FFs)

are employed to shift the FFP in a wider FOV [83]. The MNP responses are

picked up using a receiver coil using the reciprocity principle. The generated
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Figure 2.3: (a) Topology of a conventional MPI system with permanent mag-
nets creating the FFR and the saturated regions. Drive and receive coils are
placed around the FFR. (b) An applied magnetic field generates minimal re-
sponse around the saturated region and generates substantial response around
the FFR, resulting in spatial encoding.

signal is then turned into an MPI image using image reconstruction technqiues,

such as system function reconstruction (SFR) or x-space reconstruction.

2.2 MPI Signal and Image Reconstruction

Methods

There are two commonly employed methods for image reconstruction in MPI.

SFR depends on calibration scans encapsulating the MNP responses in different

spatial locations for image reconstruction. X-space based image reconstruction

utilizes an analytical MPI signal equation, and grids the signal to the instan-

taneous location of the FFP to form the image. These image reconstruction

methods are briefly explained below.

2.2.1 System Function Reconstruction

The SFR method takes advantage of the idea that the MPI signal can be expressed

as a linear combination of signals from independent particle distributions within

14



a FOV. In SFR, first a system matrix is collected by placing a point source MNP

distribution within each voxel position inside the FOV. A calibration scan for

any type of FFP trajectory is utilized to collect a calibration signal for that

voxel position, and the Fourier transform of the recorded signal is placed at the

corresponding column of the system matrix, S. This process is illustrated in

Figure 2.4 and is repeated for each voxel position to build the system matrix.

Si[0]
Si[1]

Si[K-1]

Spatial position i

Fr
eq

ue
nc

y

a) b) c)

Is
(t

)I

f

System MatrixMNP Response at iMNP at Position i

Figure 2.4: (a) A point source particle is placed in the ith voxel and the imaging
sequence is applied, (b) Fourier transform of the received signal is computed, and
(c) placed into the ith column of the system matrix, S.

Once the system matrix is collected, the imaging process can begin. During the

imaging experiment, the signal response from MNP distribution of interest (e.g.,

MNPs within the blood vessels) are acquired. Then, the MNP concentrations at

all voxel positions can be calculated via solving a linear system of equations,

Sc = u, (2.3)

where u is the Fourier transform of the received signal during imaging. In addi-

tion, c is the vector of MNP concentrations at voxel positions within the FOV,

which corresponds to the vectorized version of the desired MPI image. The ad-

vantage of the SFR method is that it accounts for all possible influences of the

environment, including the system non-idealities. Therefore it has robustness

against numerous system imperfections such as SF and DF inhomogeneities and

results in good spatial resolution.

The SFR method is easy to deploy and results in high-quality reconstructions.

However, calibration scans require sensitive positioning of the point source MNP,
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which is typically achieved by high-accuracy robotic actuators. Due to the me-

chanic movement of the actuators, the calibration becomes a lengthy procedure

[110, 111]. There are several methods proposed to decrease the calibration time

with resolution trade-offs [122, 123, 124, 125]. Additionally, solving the inverse

problem in Eq. (2.3) requires several seconds to minutes, depending on the desired

image quality. In a real-time imaging scenario, this relatively high computation

time negates the primary advantage of MPI, which is fast signal encoding. How-

ever, real-time image reconstruction is a desired property for direct feedback in

several applications, such as vascular interventions.

2.2.2 X-space MPI

Compared to the SFR based methods, x-space reconstruction offers a fast and

direct reconstruction of the MPI image. The x-space reconstruction utilizes the

idea of spatial encoding, together with the Langevin response of the MNPs given

in Eq. (2.1). Under a time-varying DF, H0(t), and a position-dependent SF,

HS(x), the total magnetic field can be written as [112, 121, 120]:

H(x, t) = H0(t) +HS(x), (2.4)

where

HS(x) = −Gx, (2.5)

Here, H(x, t) is the position- and time-dependent total magnetic field. The SF is

assumed to change linearly as a function of position, with a gradient of −G (the

negative sign is introduced for convenience). Solving for H(x, t) = 0 yields the

instantaneous position of the FFP:

xs(t) =
H0(t)

G
. (2.6)

Then, the superposition of the DF and SF can be expressed in terms of the FFP

position as follows:

H(x, t) = G(xs(t)− x). (2.7)

The magnetization of MNPs were described by the Langevin function in Eq. (2.1),

which is dependent on the external field H(x, t). Then, combining Eq. (2.1) and
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Eq. (2.7), the time-varying magnetization for a 1D MNP distribution c(x) can be

written as:

M(x, t) = c(x)mL
(
kG(xs(t)− x)

)
. (2.8)

Since the magnetization is time varying, it will generate an electrical voltage in

an inductive coil. Therefore, a receive coil is utilized to collect the magnetization

response of MNPs. The received signal can be written as the volume integral of

the time derivative of the magnetization as follows:

sadiab(t) = −µ0B

∫
∂M(u, t)

∂t
dV

= −µ0Bm

∫ ∫ ∫
c(u)δ(v)δ(w)

∂L
(
kG(xs(t)− u)

)
∂t

dudvdw.

(2.9)

Here, B is the sensitivity of the inductive receiver coil. Using the chain rule, the

1D adiabatic MPI signal (i.e., the MPI signal under the assumption of instanta-

neous MNP alignment, without relaxation) can be written as [112]:

sadiab(t) = Bmc(x) ∗ L̇
(
kGx

)∣∣∣∣
x=xs(t)

kGẋs(t), (2.10)

Here, ∗ denotes convolution over x, L̇ is the derivative of the Langevin function

and is well behaved as shown in Fig. 2.2, and ẋs(t) is the time derivative of the

FFP position (i.e., the instantaneous FFP speed). Note that the spatial encoding

of the MPI signal s(t) is evident in Eq. (2.10).

Once s(t) is gathered, the x-space MPI image can be reconstructed using the

following relation:

IMG(xs(t)) =
sadiab(t)

BmkG ẋs(t)
= c(x) ∗ h(x)

∣∣∣∣
x=xs(t)

, (2.11)

where

h(x) = L̇
(
kGx

)
. (2.12)

Accordingly, the MPI image is reconstructed by speed-compensating the received

signal, and assigning it to the instantaneous FFP position. The resulting MPI im-

age is the particle distribution blurred by h(x), the point spread function (PSF).

Here, the PSF corresponds to derivative of the Langevin function, and is a func-

tion of both the MNP parameter k and the MPI system parameter G.
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Extension of the 1D x-space model to multidimensional FFP trajectories was

further explored in the literature, showing that x-space MPI is a powerful tech-

nique for fast image reconstruction [121]. X-space MPI image reconstruction

does not require any calibration scans, but the PSF of the imaging system typi-

cally blurs the resulting images as illustrated in Figure 2.5. The original x-space

method was proposed for piecewise FFs in which the FFP was moved to a con-

stant position, and a sinusoidal DF was used to excite the MNPs. This process

was repeated at many positions to densely cover the FOV. Consequently, trajecto-

ries with piecewise FFs slow down the scanning process and restrict the potential

computational speed of the reconstruction. Several other methods were proposed

to extend the x-space reconstruction to more complex and faster trajectories

[126, 127].

a) b) c)

Phantom PSF Ideal MPI Image

Figure 2.5: Ideal x-space MPI image as a result of blurring of phantom by the
PSF. (a) 7×7 cm2 vasculature phantom used in the simulation, (b) PSF of the
MPI system for a MNP with 25 nm diameter and an MPI system with (-4.8, 2.4,
2.4) T/m SF gradients in the x-, y- and z-directions, and (c) the resulting ideal
x-space MPI image.

2.3 Effects of Relaxation on the MPI Signal

The MPI signal in Eq. (2.10) is the adiabatic signal, which assumes that the

particles instantly align with the changing magnetic field. In practice, the align-

ment of the particles lag due to the relaxation phenomenon. There are two main

relaxation processes: 1) Néel relaxation due to the rotation of the magnetization

vector of the particle, and 2) Brownian relaxation due to the physical rotation of
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the particle. The Néel and Brownian rotations are illustrated in Figure 2.6.(a).

These relaxation processes are associated with relaxation time constants as fol-

lows [128, 129]:

τN = τ0

√
πeσ

2
√
σ
, (2.13a)

τB =
3νVh

kBT
, (2.13b)

where

σ =
KVc

kBT
(2.14)

In Eq. (2.13a), τ0 is the attempt time [129], K is the anisotropy constant of the

MNPs, and σ is the ratio of anisotropic and thermal energies of the MNP. In

Eq. (2.13b), ν is the viscosity of the environment, and Vh is the hydrodynamic

volume of the MNPs.

It was suggested that the Néel and Brownian relaxation mechanisms work in

parallel, resulting in a net effective time constant of [129]:

τeff =

(
1

τN
+

1

τB

)−1

. (2.15)

However, these two relaxation mechanisms describe the motion of MNPs un-

der zero-field conditions (i.e., when the applied field is removed). In contrast,

there are several superimposed and time-varying magnetic fields in MPI. Hence

the relaxation mechanism in MPI shows different properties than the Néel and

Brownian relations given above [128].

In MPI, a simplifying approach is to model the relaxation effect as a Debye

process, which can be expressed as a convolution relation [109]:

s(t) = sadiab(t) ∗ rτ (t), (2.16a)

rτ (t) =
1

τ
e
−t/τu(t). (2.16b)

Here, ∗ denotes convolution over t, s(t) is the signal with relaxation, sadiab(t) is

the adiabatic signal described by the Langevin model in Eq. (2.10), and rτ (t) is

the relaxation kernel. In the relaxation kernel, τ (sec) is the effective relaxation
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Figure 2.6: Relaxation and its effects on the MNP and MPI signal. The MNP is
illustrated with its magnetic moment (red arrow), magnetic core (green ellipse)
and coating around the core (black circle). (a) The Néel relaxation internally
rotates the magnetic moment and the Brownian relaxation externally rotates the
entire MNP. (b) The effects of the MNP relaxation on the MPI signal. The signal
with relaxation, s(t), is delayed and has reduced amplitude when compared to
the adiabatic signal, sadiab(t).

time constant of the MNP that explains the signal lag and u(t) is the Heaviside

unit step function [109]. The relaxation in this sense creates an additional layer

of blurring and lowers the amplitude of the adiabatic MPI signal as shown in

Figure 2.6(b).

2.4 Distinguishing MNP Responses via Color

MPI

Depending on factors such as the magnetic material and core diameter, different

MNPs are expected to have different MPI signal responses [66]. Additionally,

differences in the environmental conditions such as temperature or viscosity can

alter the relaxation behavior of the MNPs [109]. Color MPI techniques aim to

take advantage of these differences to distinguish the MPI signals from different

MNPs and/or environmental conditions.
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2.4.1 SFR-based Color MPI

SFR accounts for all possible influences of the environment and MNPs, including

the abovementioned relaxation properties. Accordingly, the first color MPI study

targeted distinguishing MNPs using the SFR approach [99]. For the color MPI

extension, an extended linear system of equations is solved to find the concentra-

tions of different MNP types and/or MNPs in different environmental conditions

for each voxel. The extended linear system of equations is expressed as follows:

S1c1 + S2c2 + ...+ Sncn = u, (2.17)

where Sj are different system matrices for different MNP types and/or envi-

ronmental conditions, u is the Fourier transform of the received signal during

imaging, and cj are the concentrations of different MNP types and/or MNPs

in different environmental conditions in the respective voxels. As seen in this

equation, SFR-based color MPI requires a separate calibration scan to determine

the system matrix Sj for each MNP type and/or environmental condition. This

process further lengthens the calibration time, as well as increasing the compu-

tational cost of the problem [99, 100, 106, 93].

2.4.2 TAURUS - TAU estimation via Recovery of Under-

lying mirror Symmetry

Several color MPI methods that exploit the x-space signal definition were pro-

posed. One approach is performing multiple measurements at different drive

field (DF) amplitudes to differentiate the relaxation behaviors of MNPs [113].

Another approach is a relaxation time constant (τ) estimation method, abbre-

viated as TAURUS (τ estimation via Recovery of Underlying mirror Symmetry)

[101, 104, 114]. Instead of estimating the concentrations of different MNPs and/or

environmental conditions like the SFR-based color MPI methods, TAURUS esti-

mates a τ for each pFOV (or patch) within the image to create a quantitative τ

map. Importantly, it does not require any calibrations, multiple measurements,

or prior knowledge about the MNPs to estimate the τ map. However, TAURUS
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relies on the underlying mirror symmetry of the MPI signal, which is valid only

for trajectories that perform a strict back-and-forth scanning of each pFOV (e.g.,

a 1D DF applied together with constant FFs). This requirement restricts the

usage of TAURUS to trajectories with constant or piecewise constant FFs, previ-

ously demonstrated for active scan times exceeding 2.5 minutes for a 0.8 cm×8 cm

FOV [114]. Accordingly, the original TAURUS method is computationally fast

but was limited by the scanning process. Reducing the scan time can pave the

way to real-time imaging applications of TAURUS [94].

Recall that, in MPI, the relaxation effect can be modeled as a Debye process,

which can be expressed as a convolution relation as seen in Eqn. 2.16a. TAURUS

uses the underlying mirror symmetry of the adiabatic MPI signal to estimate the

time constant τ [101, 114]. The mirror symmetry assumption is valid independent

of the MNP type or distribution in space, as long as the signal is acquired during a

back-and-forth FFP trajectory. Without loss of generality, consider the following

trajectory with a 1D DF in the z-direction together with constant FFs:

xs(t) =


x(t)

y(t)

z(t)

 =


BF,x/Gx

BF,y/Gy

BF,z/Gz


︸ ︷︷ ︸
Focus Field

+


0

0
Bp

Gz
cos(2πfdt)


︸ ︷︷ ︸

Drive Field

. (2.18)

Here, BF,i (T) are the constant FFs and Gi (T/m) are the SF gradients along each

direction, respectively. In addition, Bp (T) and fd (Hz) are the peak amplitude

and the frequency of the DF, respectively. The size of pFOV covered by the

DF alone is equal to Wp = 2Bp/Gz [66]. This trajectory is referred to as the

“piecewise trajectory” (PWT), as it utilizes piecewise constant FFs to scan a

small pFOV. Then, BF,i are stepped to different values to cover the entire FOV

piece by piece.

For PWT, the negative and positive signals are defined as the half-cycle signals

acquired during the back and forth portions of the FFP movement, respectively.

Then, the mirror symmetry in sadiab(t) can be expressed as [101, 114]:

spos,adiab(t) = −sneg,adiab(−t) = shalf(t). (2.19)
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Figure 2.7: Recovery of symmetry via TAURUS. (a) One period of the MPI
signal. (b) Shows the broken mirror symmetry before TAURUS and (c) shows
the recovered mirror symmetry after TAURUS with τ̂ = 2.91 µs. Simulations
utilized a point source MNP with τ = 3 µs positioned at z = 0.

For the signal with relaxation, however, this mirror symmetry is broken. Using

Eqs. (2.16a) and (2.19), can be written as:

spos(t) = shalf(t) ∗ rτ (t) (2.20a)

sneg(t) = −shalf(−t) ∗ rτ (t). (2.20b)

The Fourier transforms of these signals and rτ (t) are:

Spos(f) = F{spos(t)} = Shalf(f)Rτ (f), (2.21a)

Sneg(f) = F{sneg(t)} = −S∗
half(f)Rτ (f), (2.21b)

Rτ (f) = F{rτ (t)} =
1

1 + i2πfτ
. (2.21c)

Here, F denotes Fourier transformation and superscript ∗ denotes complex con-

jugation. Next, τ can be computed in frequency domain as follows [101, 114]:

τ(f) =
S∗
pos(f) + Sneg(f)

i2πf
(
S∗
pos(f)− Sneg(f)

) . (2.22)

In Fig. 2.7.(a), one period of the non-adiabatic MPI signal is shown for τ = 3 µs.

In Fig. 2.7.(b), positive and mirroded negative non-adiabatic MPI signals show

the broken mirror symmetry.

Ideally, τ(f) should be independent of frequency, f . However, the presence of

noise or deviations from the model in Eq. (2.16a) can cause frequency dependency.
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To provide robustnesss against such non-idealities, a weighted average of τ(f) is

computed using the magnitude spectrum |Spos(f)| as weights [114], i.e.,

τ =

∫ fmax

0

∣∣Spos(f)
∣∣τ(f)df∫ fmax

0

∣∣Spos(f)
∣∣df . (2.23)

Here, For the signal in Fig. 2.7.(b), TAURUS estimates τ as 2.91 µs. Once τ is

computed, the mirror symmetric sadiab(t) can be recovered by deconvolving s(t)

with rτ (t). After deconvolution the mirror symmetry is recovered, as shown in

Fig. 2.7.(c).
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Chapter 3

Rapid TAURUS for

Relaxation-Based Color Magnetic

Particle Imaging

This chapter is based on the following publication:

• M.T. Arslan, A. A. Özaslan, S. Kurt, Y. Muslu and E. U. Saritas, “Rapid

TAURUS for Relaxation-Based Color Magnetic Particle Imaging,” in IEEE

Transactions on Medical Imaging, 2022, DOI: 10.1109/TMI.2022.3195694.

3.1 Introduction

In this chapter, a novel technique that enables τ map estimation via TAURUS

for rapid and multi-dimensional trajectories that can reduce the scan time by

orders of magnitude is proposed. First, how the time-varying FFs utilized in

these trajectories distort the mirror symmetry of the MPI signal is described and

a method to compensate for the FF-induced distortions is proposed. Addition-

ally, the performance of TAURUS is improved by casting it as a weighted least
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squares (WLS-TAURUS) problem. With simulations and imaging experiments,

it is demonstrated that the proposed method is robust for a wide range of FF slew

rates (SRs) and noise, successfully estimating τ maps for rapid multi-dimensional

trajectories while preserving the calibration-free property of TAURUS. The pro-

posed method provides high fidelity τ maps and orders of magnitude reduction

in scanning time for TAURUS, demonstrated for over 300-fold reduction in sim-

ulations and over 8-fold reduction in experiments.

3.2 Time-varying FF-Induced Distortions

Trajectories that contain time-varying FFs experience a distortion in mirror sym-

metry, even for the case of sadiab(t). Without loss of generality, consider the fol-

lowing FFP trajectory, with a 1D DF and a linearly ramping FF applied along

the z-direction, and constant FFs in the x- and y-directions:

xs(t) =


x(t)

y(t)

z(t)

 =


BF,x/Gx

BF,y/Gy

Rs,zt/Gz

+


0

0
Bp

Gz
cos(2πfdt)

 . (3.1)

Here, Rs,z (T/s) is the SR of the FF along the z-direction. As shown in Fig. 3.1,

the positive and negative signals have matching amplitudes for Rs,z = 0. For

Rs,z = 20 T/s, on the other hand, the amplitude is time varying due to the global

FFP movement caused by the FF. The pFOV center moves by Rs,z/(2fdGz) in

half a DF period, so the FFP motion is no longer symmetrical around the pFOV

center. In addition, the trajectory speed is different for the positive and negative

signals, which further distorts the mirror symmetry in sadiab(t).

In Fig. 3.2.(a), the positive and mirrored negative signals for sadiab(t) (i.e.,

for τ = 0) are plotted, showing the FF-induced distortions on mirror symmetry.

The SR along the z-axis causes a lag between these two signals and a mismatch

between their amplitudes.
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Figure 3.1: Effects of a linearly ramping FF, demonstrating a time-varying sig-
nal amplitude at non-zero Rs,z. The FFP position, and the adiabatic and non-
adiabatic signals for (a) Rs,z = 0 and (b) Rs,z = 20 T/s. Simulations utilized a
point source MNP with τ = 3 µs positioned at z = 0.

3.2.1 SR Correction for Recovering FF-Induced Distor-

tions

For accurate τ estimations, an SR correction method is proposed to correct the

FF-induced distortions and recover the mirror symmetry in sadiab(t). First, the

FFP speed is assumed to be dominated by the DF for the majority of the FFP

motion. For Eq. (4.1), this assumption can be expressed as:

max

{∣∣∣∣ ddt
(
Bp

Gz

cos(2πfdt)

)∣∣∣∣} ≫
∣∣∣∣ ddt

(
Rs,z

Gz

t

)∣∣∣∣, (3.2a)

Bp2πfd ≫ Rs,z. (3.2b)

Here, ≫ indicates at least an order of magnitude difference between the left- and

right-hand sides of the inequality. Under this assumption, the overall effect of

the FF can be approximated as a global time shift and a global amplitude scaling

between the positive and negative signals.
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Figure 3.2: FF-induced distortions on mirror symmetry at Rs,z = 20 T/s for (a)
the adiabatic (i.e., τ = 0) and (b) the non-adiabatic (for τ = 3 µs) signals. After
SR correction, the mirror symmetry is recovered for the adiabatic signal. After
SR correction, TAURUS yields (a) τ̂ = 8 ns and (b) τ̂ = 2.89 µs.

A closed-form expression for the FF-induced time shift, ∆t, can be found by

solving the following equation:

z(t0) = z(t0 + T/2 + ∆t), (3.3a)

t0 = argmax
t

(|ż(t)|), t ∈ [0, T/2]. (3.3b)

Here, T = 1/fd is the period of the drive field and t0 is the time point during the

first negative half-cycle at which the FFP speed is maximum. Without loss of

generality, consider the trajectory in Eq. (4.1), where t0 can be found as 1/(4fd).

For the same trajectory, Eq. (3.3a) can be expressed as:

Rs,zt0
Gz

+
Bpcos(2πfdt0)

Gz

=
Rs,z(t0 + T/2 + ∆t)

Gz

+
Bpcos(2πfd(t0 + T/2 + ∆t))

Gz

.

(3.4)
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Inserting t0 = 1/(4fd) gives:

Bpcos

(
π

2

)
=

Rs,z

2fd
+Rs,z∆t+Bpcos

(
3π

2
+ 2πfd∆t

)
, (3.5)

which can be simplified to:

Bpsin(2πfd∆t) +Rs,z∆t+
Rs,z

2fd
= 0. (3.6)

If ∆t ≪ 1/fd, a first-order Taylor series expansion of sine yields:

∆t =
−Rs,z

2fd(Bp2πfd +Rs,z)
. (3.7)

A more accurate solution can be computed, e.g., using a higher-order Taylor series

expansion of sine.

Next, the amplitude scaling, α, can be expressed as the ratio of the FFP speeds

at t0 and t0 + T/2 + ∆t, which yields:

α =
|Bp2πfdcos(2πfd∆t) +Rs,z|

| −Bp2πfd +Rs,z|
. (3.8)

Once ∆t and α are computed using Eqs. (3.6)-(3.8), the positive signal can be

kept the same and the proposed SR correction can be applied to the negative

signal only, i.e.,

Spos,c(f) = Spos,d(f), (3.9a)

Sneg,c(f) = Sneg,d(f)e
i2π∆tfα. (3.9b)

Here, Spos,d(f) and Sneg,d(f) are the SR-distorted negative and positive signals,

respectively, and Spos,c(f) and Sneg,c(f) are their corrected versions. Finally,

Eq. (2.22) can be applied on the corrected signals to obtain SR-corrected estima-

tion in frequency domain:

τ(f) =
S∗
pos,c(f) + Sneg,c(f)

i2πf
(
S∗
pos,c(f)− Sneg,c(f)

) . (3.10)

TAURUS was originally proposed for the case of PWT, for which Rs,z = 0 and

Eqs. (3.6)-(3.8) yield ∆t = 0 and α = 1, as expected. As Rs,z increases, both
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∆t and α increase steadily. Importantly, both ∆t and α are independent of the

MNP parameters or the environmental conditions, and are purely dependent on

the system and trajectory parameters.

Estimating τ without applying any SR correction would yield erroneous re-

sults. If it is assumed that the SR correction fully recovers the mirror symmetry

property, the SR-corrected signals should satisfy Eq. (2.21), i.e.,

Spos,c(f) = Shalf(f)Rτ (f), (3.11a)

Sneg,c(f) = −S∗
half(f)Rτ (f). (3.11b)

The non-corrected estimation can be expressed by applying Eq. (2.22) directly

on the SR-distorted signal, i.e.,

τd(f) =
S∗
pos,d(f) + Sneg,d(f)

i2πf
(
S∗
pos,d(f)− Sneg,d(f)

) (3.12)

Using Eq. (3.9) and Eq. (3.11), τd(f) can be rewritten as follows:

τd(f) =
S∗
pos,c(f) + Sneg,c(f)e

−i2π∆tf/α

i2πf
(
S∗
pos,c(f)− Sneg,c(f)e−i2π∆tf/α

) (3.13a)

=
R∗(f)α−R(f)e−i2π∆tf

i2πf
(
R∗(f)α +R(f)e−i2π∆tf

) . (3.13b)

Inserting R(f) as given in Eq. (2.21) and simplifying yields:

τd(f) =
α(1 + i2πfτ)− e−i2π∆tf (1− i2πfτ)

i2πf
(
α(1 + i2πfτ) + e−i2π∆tf (1− i2πfτ)

) . (3.14)

The estimation in frequency domain for the SR-distorted case, τd(f), can be

expressed as follows:

τd(f) =
i2πfτd+ + d−

i2πf
(
i2πfτd− + d+

) , (3.15)

where d± = α±e−i2π∆tf . In the absence of FF-induced distortions (i.e., Rs,z = 0),

d+ = 2 and d− = 0, yielding τd = τ , as expected. However, for increasing FF-

induced distortions, τd diverges from τ .

In Fig. 3.2, the positive and negative signals of sadiab(t) (i.e., τ = 0) and

s(t) (for τ = 3 µs) are shown for Rs,z = 20 T/s. For accurate τ estimations,
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sadiab(t) should have a perfect mirror symmetry. However, due to the FF-induced

distortions, the positive and the mirrored negative signals of sadiab(t) are shifted

in opposite directions in time in Fig. 3.2.(a). Additionally, the amplitude of the

negative signal is smaller than that of the positive signal. When SR correction is

applied using Eq. (3.9), the mirror symmetry is recovered for sadiab(t). Computing

τ using TAURUS yields τ̂ = 8 ns in this case (i.e., within numerical error of zero,

as expected).
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Figure 3.3: (a) τ(f) for Rs,z = 10 and 20 T/s and (b) normalized power spectrum
of the positive half-cycle before and after SR correction for Rs,z = 20 T/s. The
SR-corrected τ(f) (solid lines) closely follows the reference case of Rs,z = 0, while
the non-corrected τ(f) (dashed lines) shows increasing levels of underestimation
at higher frequencies and closely follows the theoretical (Th.) τd(f) from Eq. 17
(dotted lines). The power spectra match closely. Simulations utilized a point
source MNP with τ = 3µs.

For s(t) in Fig. 3.2.(b), the relaxation effect causes a separation of the positive

and mirrored negative signals in the direction opposite to that caused by the
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SR. The relaxation effect also broadens the signal along the scanning direction.

Directly computing τ using this distorted signal yields τ̂ = 1.85 µs, a significant

underestimation. After applying SR correction, the amplitudes of the positive

and negative signals match and the effective delay between them gets visibly

larger. Then, computing τ for the SR-corrected signal gives τ̂ = 2.89 µs, a close

match to the actual value of τ = 3 µs. Finally, applying deconvolution using this

τ̂ recovers the underlying mirror symmetry of the MPI signal.

In Fig. 3.3, τ(f) and power spectrum are shown before and after SR correc-

tion for Rs,z = 10 and 20 T/s. Here, the results for Rs,z = 0 are provided as

the references without any FF-induced distortions. As seen in Fig. 3.3.(a), the

SR-corrected τ(f) closely follows the reference, whereas the non-corrected τ(f)

shows increasing levels of underestimation at higher frequencies and closely fol-

lows the theoretical τd(f) from Eq. (3.15). Here, the ripple effect on SR-corrected

τ(f) at Rs,z = 10 and 20 T/s is caused by the digital manipulations and temporal

windowing of the signal. When the FFP speed is more strongly dominated by

the DF (i.e., for smaller Rs,z), these ripples flatten and SR-corrected τ(f) con-

verges to the reference. Nevertheless, since TAURUS applies an averaging of τ(f)

weighted by the magnitude spectrum, the ripples in τ(f) at high frequencies have

a relatively minor effect on the final estimated τ . In Fig. 3.3.(b), the normalized

power spectrum of spos(t) is shown, where there is negligible difference between

the SR-corrected and non-corrected cases and the reference.

3.2.2 Extensions to Multi-dimensional FFs

The trajectory in Eq. (4.1) covers the FOV as a ”line-by-line trajectory” (LLT),

with overlapping pFOVs along the z-direction and discrete steps in the x- and

y-directions. Due to the continuously ramping FF, this trajectory is already

much faster than PWT. For example, for the FFP scanner used in this work

with Gz = 2.4 T/m, even a relatively modest SR of Rs,z = 4 T/s corresponds to

0.83 m/s speed, which can cover a human-length line segment in approximately

2 seconds.
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To cover a 2D or 3D FOV continuously, time-varying FFs, BF,i(t), can be

utilized in all directions, i.e.,

xs(t) =


BF,x(t)/Gx

BF,y(t)/Gy

BF,z(t)/Gz

+


0

0
Bp

Gz
cos(2πfdt)

 . (3.16)

Defining Rs,i(t) = d
dt
BF,i(t) as the SR for the FF along each direction, the as-

sumption in Eq. (3.2) can be generalized as:

Bp2πfd ≫ max
t

{∣∣Rs,z(t)
∣∣}, ∀t ∈ [0, Ts]. (3.17)

Here, Ts is the total scan time. For example, for Bp = 15 mT, fd = 10 kHz,

and Rs,z = 20 T/s, Eq. (3.17) yields a ratio of 47 between the left- and right-

hand sides of the inequality. Therefore, adopting the 20 T/s safety limit of MRI

gradient fields to FFs [89, 82], it can be concluded that the DF dominates the

FFP speed for all practical purposes.

3.2.3 Least Squares Extensions to TAURUS

The frequency domain division in Eq. (3.10) makes TAURUS susceptible to di-

vision by a small number or zero under the presence of noise and interference.

Therefore, Eq. (3.10) can be casted as a weighted least squares (WLS) problem

by first expressing it as a vector relation:

aτ = b, (3.18)

where a,b ∈ CK×1 such that:

a = i2πk∆f
(
S∗
pos,c(k∆f)− Sneg,c(k∆f)

)
, (3.19a)

b = S∗
pos,c(k∆f) + Sneg,c(k∆f). (3.19b)

Here, k = 0, 1, ..., K−1 with K = fs/∆f , where fs is the sampling frequency and

∆f is the resolution in frequency domain. WLS-TAURUS can then be written

as:

τ = (aHWa)−1aHWb, (3.20)
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where W ∈ RK×K is a diagonal weighting matrix with Wk,k = |Spos,c(k∆f)|2,
and the superscript H denotes Hermitian transpose. As seen in Fig. 3.3.(b),

this weighting is similar to harmonic selection, but provides better generalization

when the signal energy shows variations across harmonics depending on the MNP

distribution, or when the signal energy spreads around the harmonics at high SRs.

WLS-TAURUS avoids the problem of division by a small number or zero, and is

expected to provide robustness against noise.

3.2.4 Signal Replication for Increased TAURUS Perfor-

mance for Time-varying FFs

In Eq. (3.10), directly using the SR-corrected positive and negative signals,

spos,c(t) and sneg,c(t), results in a poor frequency resolution of ∆f = 2fd (i.e.,

the inverse of a half DF period). To improve the frequency resolution, each pe-

riod of the SR-corrected signal was first replicated Nrep times, then concatenated

with the positive signal on the right side for spos,c(t) and with the negative sig-

nal on the left side for sneg,c(t) to yield the extended versions. This procedure

improves the frequency resolution to ∆f = 2fd/(2Nrep + 1).

Example extended signals and the corresponding τ(f) for Nrep values of 0

and 4 at Rs,z = 20 T/s are given Fig. 3.4.(a). Note that the underlying mirror

symmetry feature still applies for these extended signals. Next, the effect of Nrep

on the τ(f) and the power spectra is shown in Fig. 3.4.(b). As clearly seen in the

power spectra, the frequency resolution increases as Nrep increases. In Fig. 3.4.(c),

the performances of SR-corrected TAURUS and WLS-TAURUS are evaluated as

a function of Nrep ∈ [0, 10] for the noise-free case and for relatively low signal-

to-noise ratios (SNRs) of 2 and 10. The estimation error as a function of Nrep

indicates that Nrep < 3 results in poor performance especially at SNR = 2. The

performances of TAURUS and WLS-TAURUS both converge to a constant level

for Nrep > 5, independent of the noise level. Therefore, for the rest of this work,

Nrep = 6 was utilized.

34



b) kHz

1

kHz
0 40 12080

|S
po

s(f
)|2 

(a
u)

0

Nrep = 0
Nrep = 4
Nrep = 9

τ(
f)

 (μ
s)

0

3

1

2

0 40 12080

a) Time (μs)
0 5025

1

s(
t)

 (a
u)

-1

Time (μs)
0 450225

spos(t)
-sneg(-t)

Nrep = 0 Nrep = 4

0

Es
t. 

Er
ro

r (
%

)

WLS-TAURUS
50

0 2 104 6 8
� rep

TAURUS

c)

SNR = 2
SNR = 10
Noise Free

0 2 104 6 8
� rep

Figure 3.4: Effects of signal replication on estimation error. (a) The positive and
mirrored negative signals for Nrep = 0 (i.e., no replication) and Nrep = 4. (b) τ(f)
and power spectra for different Nrep values. (c) Estimation error as a function of
Nrep at different SNR levels for SR-corrected TAURUS and WLS-TAURUS.

3.3 Methods

3.3.1 1D and 2D Simulations

The MPI simulations were carried out using a custom toolbox in MATLAB

(Mathworks, Natick, MA). The parameters were chosen to mimic the experi-

ments performed on an in-house MPI system: (−4.8, 2.4, 2.4) T/m SF gradients

in x-, y- and z-directions, 1D DF along the z-direction with fd = 10 kHz and

Bp = 15 mT, creating a pFOV of Wp = 12.5 mm. A homogeneous receive coil
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along the z-direction was utilized. The core MNP diameter, d, was assumed

to be 25 nm, a realistic value based on the literature [130, 131]. To simulate

the continuous-time nature of the physical world, the MNP responses were first

generated at 100 MS/s, and then downsampled to 2 MS/s to generate the MPI

signals. To emulate the direct feedthrough filtering utilized in the experiments,

a zero-phase finite impulse response (FIR) high-pass filter (HPF) with a cut-off

frequency of 1.5fd was utilized. Finally, before applying TAURUS, the resulting

signals were upsampled at 10 MHz to increase computational accuracy [114]. The

details of each simulation are explained in detail below.

3.3.1.1 Slew Rate Robustness

The SR robustness of the proposed method was evaluated for Rs,z ∈ [0, 20] T/s

and Rs,x ∈ [0, 20] T/s, where the estimation performances of the no correction

and SR correction cases were compared, using WLS-TAURUS. The proposed

SR correction in Eq. (3.9) incorporates a time-shift correction and an amplitude

correction. Therefore, the performances of the no correction, only amplitude

correction, only time-shift correction, and full SR correction cases were also eval-

uated for Rs,z ∈ [0, 20] T/s, using WLS-TAURUS. For these simulations, a

point source MNP distribution with τ = 3 µs positioned at the origin with the

core diameter of 25 nm was utilized.

3.3.1.2 Robustness against MNP Characteristics

Robustness of the proposed method against d and τ was evaluated for

d ∈ [15, 35] nm and τ ∈ [2, 4] µs, and SR-corrected TAURUS and WLS-

TAURUS were compared. The range for d was chosen based on the literature

[130], and the range for τ was based on earlier TAURUS results using similar DFs

[114]. These simulations utilized a point source MNP distribution positioned at

the origin, with Rs,z = 20 T/s and Rs,x = 0 T/s.
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3.3.1.3 Noise Robustness

Monte Carlo simulations were performed to compare the noise robustness of TAU-

RUS and WLS-TAURUS, for SNR ∈ [2, 20] and Rs,z ∈ [0, 20] T/s. Accord-

ingly, at a given SNR and Rs,z, simulations were repeated numerous times and the

estimation errors for SR-corrected TAURUS and WLS-TAURUS were averaged

across the repetitions. In each repetition, a different instance of white Gaussian

noise with zero mean and a given standard deviation (STD) was added to the

MPI signal as

sk(t) = s(t) + n(t), n(t) ∼ N (0, σ2), (3.21)

where k is the repetition index, s(t) is the noise-free MPI signal before direct

feedthrough filtering, and n(t) is the noise process. The noise STD was set as the

maximum signal intensity of s(t) divided by the targeted SNR level, i.e., peak

SNR:

σ =
max

{
|s(t)|

}
SNR

. (3.22)

Here, SNR is a numeric value that determines the standard deviation of the white

Gaussian noise. The number of repetitions was set to 104 for SNR ≤ 5, and 103

for SNR > 5 to ensure accurate estimation of performances. A point source

MNP distribution with τ = 3 µs positioned at the origin was utilized.

3.3.1.4 Color MPI Simulations

Finally, color MPI simulations were performed to evalute the performance of the

proposed method. A phantom containing 6 MNP distributions with τ =[2, 2.4,

2.8, 3.2, 3.6 4] µs was created. Each MNP distribution had a size of 2 mm×2 mm.

A 5 cm×6 cm FOV in the x-z plane was scanned using 3 different trajectories:

Piecewise Trajectory (PWT): The FFs along the x- and z-directions were

stepped to cover the FOV at 100×100 points in the x-z plane, providing 95.2%

overlap between the consecutive pFOVs along the z-direction. An MPI signal of

10 ms duration was simulated at each point, resulting in an active scan time of

100 s for the entire trajectory.
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Line-by-line Trajectory (LLT): A linearly ramping FF in the z-direction

was utilized with Rs,z = 4 T/s to cover each line in 36 ms, with 98.7% overlap

between the consecutive pFOVs along the z-direction. The FF along the x-

direction was stepped to cover the x-direction at 100 equally spaced lines, resulting

in an active scan time of 3.6 s.

2D Triangle Trajectory (2DTT): To cover the 2D FOV continuously, a

linearly ramping FF in the z-direction was utilized. A triangle wave FF was

applied along the x-direction, formulated as follows:

x(t) =
FOVx

π
sin−1

(
sin(2πfTt)

)
, t ∈ [0, Ts). (3.23)

Here, fT = Rs,x/(2FOVxGx) is the frequency of the triangle wave and scan time

Ts = FOVz/(Rs,z/Gz). Rs,z = 0.5 T/s and Rs,x = 20 T/s were chosen to densely

cover the whole FOV. There was no explicit overlap among the neighboring

pFOVs due to the continuous movement along the x-direction. The resulting

active scan time was 0.288 s.

Note that the active scan times listed above do not include the idle times of

PWT and LLT during which the FFP position is stepped. For example, traversing

each line back at the same SR of Rs,z = 4 T/s would automatically double the

total scan time of LLT to 7.2 s. In contrast, 0.288 s active scan time for 2DTT is

directly equal to the total scan time, as the whole FOV is scanned continuously

in a single shot.

3.3.2 Imaging Experiments

Color MPI imaging experiments were performed on the in-house FFP MPI

scanner shown in Fig. 3.5.(a), using 3 different trajectories. This scanner had

(−4.8, 2.4, 2.4) T/m SF gradients in the x-, y- and z-directions, and featured

a free bore size of 1.9 cm and air cooling to prevent system heating. Both the

drive and receive coils were oriented along the z-direction. To minimize the di-

rect feedthrough, the receive coil was designed as a tunable 3-section gradiometric

coil. Instead of utilizing FF coils to globally move the FFP, this scanner used a
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three-axis linear actuator (Velmex BiSlide), with a maximum speed of 38.1 mm/s

in all axes, corresponding to Rs,z = 0.091 T/s. The other details of the scanner

can be found in [114, 104].

a)

b) Marker Perimag Perimag+Vivotrax Vivotrax

y

z
x

Figure 3.5: (a) In-house FFP MPI scanner with (−4.8, 2.4, 2.4) T/m SF gradi-
ents and 1D DF along the z-direction at 10 kHz with a three-axis linear actuator
was utilized to move the FFP globally, instead of using FFs. (b) The imaging
phantom contained Perimag, Vivotrax, their mixture, and a marker.

The flow diagram of the experimental process is presented in Fig. 3.8.(a).

For precise synchronization of the signal transmission/reception and the linear

actuator movement, a digital trigger was sent from the VXM-2 motor controller

of the actuator to a data acquisition card (DAQ) (NI PCIe-6374). The DAQ

card sent the DF signal to the power amplifier (AE Techron 7224), which then

sent it to the drive coil via an impedance matching circuitry tuned to fd =

10 kHz. A current probe (PEM LFR 06/6/300) was used for calibrating Bp. The

received signal was pre-amplified using a low-noise amplifier (SRS SR560) and

then sampled at 2 MS/s using the DAQ.
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3.3.2.1 Trajectory Specifications

A 2D FOV of 0.7 cm×12.7 cm in the x-z plane was scanned using 3 different

trajectories, shown in Fig. 3.6 and 3.7. The experiments utilized fd = 10 kHz and

Bp = 15 mT, resulting in a pFOV size of Wp =12.5 mm. For direct feedthrough

compensation, baseline measurements were acquired before and after each line

for PWT and LLT, and before and after the entire trajectory for 2DTT.

PWT: The FOV was divided into 11×100 points in the x-z plane, providing

89.84% overlap between the consecutive pFOVs. A 150 ms signal was acquired

for each pFOV, resulting in an active scan time of 165 s. Due to the idle times

needed for actuator motion, the total scan time was approximately 46 min.

LLT: The x-direction was divided into 11 equally spaced lines. For the

z-direction, the actuator was moved continuously at its maximum speed of

38.1 mm/s, corresponding to Rs,z = 0.091 T/s for Gz = 2.4 T/m. This rela-

tively low Rs,z resulted in 99.97% overlap between the consecutive pFOVs. Each

line was covered in 3.46 s, resulting in an active scan time of 38 s. The total scan

time was 76 s due to the idle times needed for the backward actuator movement

along each line.

2DTT: A continuous triangle wave movement with Rs,x = 0.061 T/s and

Rs,z = 0.03 T/s was applied using Eq. (3.23). The active scan time was 19.8 s,

with no idle time.

3.3.2.2 Phantom Preparation

As shown in Fig. 3.5.(b), an imaging phantom was prepared with 3 different sam-

ples, containing Perimag (Micromod GmbH), Vivotrax (Magnetic Insight Inc.)

and their equal volume mixture. The samples were placed with 2.3 cm center-

to-center separations. Each sample had 3 mm diameter in the x-z plane and

contained a total volume of 20 µL. Perimag (17 mg Fe/mL undiluted concen-

tration) was diluted 10.5 times to approximately equalize its signal level to that
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Figure 3.6: Trajectories with the superimposed 1D DF along the z-direction. (a)
PWT, with stepped x- and z- directions. (b) LLT, with stepped x-direction and
a linear z-direction. (c) 2DTT with a triangle-wave x-direction and a linear z-
direction.
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Figure 3.7: Focus field movements of the trajectories on x-z plane for, (a) PWT,
(b) LLT, and (c) 2DTT. The trajectories do not reflect the DF.

of Vivotrax (5.5 mg Fe/mL undiluted concentration). For computing signal tim-

ing (see Sec. 3.3.2.4), an additional marker sample containing 10 µL undiluted

Perimag was placed at a 4.6 cm separation from the leftmost sample.

3.3.2.3 Signal Preprocessing

As outlined in Fig. 3.8.(b), the received and baseline signals were individually low

pass filtered using a zero-phase FIR filter with a cut-off frequency at 120 kHz to

denoise the signal and remove the self-resonance of the receive coil at 280 kHz.

Potential system drifts (e.g., due to heating or vibration) can cause slight delays

between these two signals. This delay was negligibly small for PWT due to the

short DF signals separated by extensive idle times that allowed system cooling.

For LLT and 2DTT, the delay was more prominent due to the longer DF signals.

The relative delay was computed by first upsampling the received and baseline

signals at 100 MHz sampling rate, followed by a cross-correlation operation. The

baseline signal was then time-shifted and subtracted from the received signal.

Finally, the direct feedthrough at the fundamental harmonic was filtered out

using a zero-phase FIR HPF with a cut-off frequency of 1.5fd.
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3.3.2.4 Digital Fine-Tuning of Signal Timing

TAURUS requires a precise (sub-sample level) adjustment of signal timing, as

unaccounted delays can cause a bias in τ̂ . The signal timing, ti, of the pre-

processed signal was fine tuned using the marker signal. To achieve sub-sample

precision, first the signal was upsampled at 100 MHz sampling rate. The tuning

process took advantage of the underlying mirror symmetry: when rτ (t) computed

at the correct ti is used to deconvolve the signal, the mirror symmetry should be

achieved [114], i.e.,

t̂i = argmin
ti

MSE(spos,d(t),−sneg,d(−t)). (3.24)

Here, t̂i is the estimated signal timing that minimizes the mean square error

(MSE) in mirror symmetry. In addition, spos,d(t) and sneg,d(t) denote the posi-

tive and negative signals after deconvolution with rτ (t) computed at ti, respec-

tively. Finally, the estimated t̂i was applied to the entire signal. As outlined in

Fig. 3.8.(b), the resulting signal is then fed to the image reconstruction step.

3.3.3 Color MPI Image Reconstruction

Color MPI image reconstruction was composed of three steps: MPI image recon-

struction, τ̂ map reconstruction, and color overlay formation.

MPI Image Reconstruction: The MPI images for PWT and LLT were re-

constructed using Partial FOV Center Imaging (PCI) reconstruction [127]. PCI

requires the pFOV centers to be aligned on a line and to have a high overlap per-

centage, and hence is suitable for PWT and LLT. Since 2DTT does not have any

explicit overlap between pFOVs, PCI is not directly applicable. Taking advan-

tage of the continuous signal acquisition of this trajectory, Harmonic Dispersion

X-space (HD-X) reconstruction was utilized [132]. Since the data points in 2DTT

were on a non-Cartesian grid, an automated gridding algorithm for non-Cartesian

MPI reconstruction was utilized on the HD-X data [126]. This gridding algo-

rithm automatically tuned all reconstruction parameters, including the grid size.
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Figure 3.8: (a) The flow diagram of the experimental process. A digital trigger
from the VXM-2 motor controller was sent to the DAQ for synchronization. (b)
The digital signal processing and image reconstruction stages for color MPI.

To reduce the blurring introduced by the gridding operation, the Cartesian out-

put image was deconvolved with the gridding kernel using the Lucy-Richardson

deconvolution[133]. The final reconstructed images had 500×600 pixels for the

simulations and 200×2133 pixels for the imaging experiments.

τ̂ Map Reconstruction: After SR correction of each DF period, τ̂ was

estimated using WLS-TAURUS with Nrep = 6. The estimated τ̂ values were

placed on the corresponding pFOV center locations to form a τ̂ map. For 2DTT,

the above-mentioned gridding algorithm was utilized to grid the τ̂ values to a

Cartesian grid [126]. In the background regions, τ̂ can have unexpectedly high

or low values due to low SNR. To ensure that these outlier τ̂ values do not

contaminate the τ̂ map, the gridding kernel was reduced to one-fourth of that

used during image reconstruction. Finally, the τ̂ map was interpolated to match

the size of the MPI image. To suppress the noise-like τ̂ values in the background
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regions, the τ̂ map was multiplied with a binary mask of the MPI image, with a

threshold of 10% of the maximum pixel intensity.

Color Overlay Formation: The τ̂ maps were overlayed with the recon-

structed MPI images by multiplying the RGB pixel intensities of the two images,

channel by channel.

3.4 Simulation Results

3.4.1 SR Robustness Results

The slew rate robustness of the proposed method is presented in Fig. 3.9.(a) as a

function of Rs,z and Rs,x, ranging between 0-20 T/s. Here, both the no correction

and SR correction results utilized WLS-TAURUS. These results indicate that the

estimation error does not depend on Rs,x, but is rather dominated by Rs,z for

the no correction case, reaching 37% error at Rs,z = 20 T/s. SR correction

successfully reduces the estimation error to below 3.6% at all Rs,z and Rs,x values

tested.

Figure 3.9.(b) shows the estimation error at Rs,x = 20 T/s as a function of

Rs,z. Even at this large Rs,x, SR correction maintains a low estimation error at

all Rs,z values tested. Next, Fig. 3.9.(c) shows the estimation error at Rs,z =

20 T/s, displaying a less than 0.05% increase as a function of Rs,x for both the

no correction and SR correction cases.

The component-wise performances of the proposed SR correction method were

also evaluated for Rs,z ranging between 0-20 T/s (results not shown). Amplitude

correction alone had minimal effect (less than 0.01%) on the estimation perfor-

mance with respect to the no correction case. In contrast, time-shift correction

alone provided a performance improvement that is only slightly (less than 0.06%)

lower than the full SR correction case.
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Figure 3.9: SR robustness results. The estimation error (a) as a function of
Rs,x and Rs,z for no correction and SR correction, (b) as a function of Rs,z for
Rs,x = 20 T/s, and (c) as a function of Rs,x for Rs,z = 20 T/s. SR correction
reduces the estimation error to below 3.6% at all Rs,z and Rs,x values.

3.4.2 MNP Characteristics Robustness Results

The robustness against MNP characteristics for SR-corrected TAURUS andWLS-

TAURUS are given in Fig. 8 for d ranging between 15-35 nm and τ ranging

between 2-4 µs. Figure 8 shows comparable performances for both methods,

with estimation errors below 3.7% for d > 19 nm, nearly independent of τ . The

estimation error is approximately 8.6% at d = 15 nm and τ = 2 µs, whereas it

decreases down to 3.1% for TAURUS and 2.9% for WLS-TAURUS at d = 35 nm

and τ = 4 µs.
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Both TAURUS and WLS-TAURUS show low estimation error for d > 19 nm.

3.4.3 Noise Robustness Results

Noise robustness results for SR-corrected TAURUS and WLS-TAURUS are given

in Fig. 3.11 for SNR ranging between 2-20 and Rs,z ranging between 0-20 T/s.

This analysis did not include Rs,x, as Fig. 3.9 indicated that Rs,x does not have an

impact on the estimation error. As seen in Fig. 3.11.(a), the estimation error after

SR correction is almost independent of Rs,z, but depends largely on the noise level.

At high SNR levels, WLS-TAURUS provides a relatively small improvement over

TAURUS. At low SNR levels, TAURUS shows high estimation errors, particularly

for SNR < 5. In contrast, WLS-TAURUS maintains robustness against noise even

at SNR = 2.

In Fig. 3.11.(b), SR-corrected τ(f) in Eq. (3.10) is plotted at 4 different SNR
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Figure 3.11: Noise robustness results. (a) The estimation error for SR-corrected
TAURUS and WLS-TAURUS with respect to SNR and Rs,z. (b) τ(f) for 4
different SNR levels at Rs,z = 20 T/s. (c) TAURUS vs. WLS-TAURUS with
respect to SNR at Rs,z = 20 T/s. WLS-TAURUS shows improved robustness,
especially for SNR < 5.

levels at Rs,z = 20 T/s. At SNR = 2, τ(f) shows large ripple-like deviations from

the ideal value of τ = 3 µs. These deviations increase at high frequencies, as the

signal energy gets smaller and the computation of τ(f) gets dominated by noise.

In addition, these ripples decrease at high SNR and converge to the noise-free

case. As previously shown in Fig. 3.3, the ripples also increase with Rs,z. Hence,

τ(f) shown for SNR = 2 and Rs,z = 20 T/s corresponds to the most challenging

scenario.

Next, Fig. 3.11.(c) shows a direct comparison of TAURUS and WLS-TAURUS

at Rs,z = 20 T/s as a function of SNR, where the improved noise robustness of

WLS-TAURUS is clearly visible for SNR < 5. At SNR = 2, the estimation errors

for TAURUS and WLS-TAURUS are 37% and 21%, respectively. At SNR =

20, the estimation errors fall down to 5.5% and 5.0% for TAURUS and WLS-

TAURUS, respectively. In comparison, the estimation errors are 3.8% and 3.6%

in the noise-free case for TAURUS and WLS-TAURUS, respectively.
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3.4.4 Color MPI Simulation Results

Figure 3.12 shows the color MPI simulation results for 3 different trajectories.

The digital phantom used in these simulations is displayed in Fig. 3.12.(a), with

τ values between 2-4 µs. Fig. 3.12.(b), where the error bars denote the mean and

STD of the estimation errors in τ̂ within the 2 mm×2 mm region for each MNP

distribution. In Fig. 3.12.(c)-(e), the color overlays show comparable performance

for PWT, LLT, and 2DTT, despite their vastly different speeds. The estimation

performances are compared quantitatively in

As seen in these results, 2DTT has the best performance, whereas LLT shows

slightly improved performance over PWT. The mean estimation errors across

all MNPs were 1.5±0.2%, 0.6±0.2% and 0.4±0.4% for PWT, LLT, and 2DTT,

respectively. Figure 3.12.(b) also demonstrates the importance of SR correction:

the estimations errors were 9.0±1.2% and 2.2±1.8% for the non-corrected cases

of LLT and 2DTT, respectively. Here, consistent with the results in Fig. 3.9, the

non-corrected case of LLT displayed a larger error due to utilizing higher Rs,z.

Additionally, the results directly reflect the effect of trajectory density and τ̂

map fidelity for the SR-corrected cases. While LLT is denser than PWT along

the z-direction, both LLT and PWT are relatively sparse along the x-direction.

In contrast, 2DTT provides a dense coverage along both the x- and z-directions,

resulting in improved estimation performance.

3.5 Experiment Results

Figure 3.13.(a)-(c) displays the imaging experiment results, showing the recon-

structed MPI images, τ̂ maps, and color overlay images for 3 different trajectories.

For PWT and LLT, τ̂ shows a large variation along the x-direction due to the low

trajectory density in that direction. For 2DTT, τ̂ map is visibly smoother with

reduced variations along both x- and z-directions, as this trajectory is consider-

ably denser than the other two trajectories. Since Vivotrax has worse full-width
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Figure 3.12: Color MPI simulation results for 3 different trajectories. (a) The
digital phantom with τ between 2-4 µs. (b) The estimation performances, where
the error bars denote the mean and STD of the estimation error in τ̂ for the
non-corrected (semi-transparent bars) and SR-corrected (solid bars) cases. SR
correction does not apply to PWT. The τ̂ maps (top row) and the corresponding
color overlays (bottom row) for (c) PWT, (d) LLT, and (e) 2DTT, showing com-
parable performance despite their vastly different trajectory speeds. SR correc-
tion provides a significant improvement in accuracy. 2DTT shows high accuracy
estimation with fast scanning and dense coverage.
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Figure 3.13: Imaging experiment results. The reconstructed MPI images, τ̂ maps,
and color overlays for (a) PWT, (b) LLT, and (c) 2DTT. τ̂ map for 2DTT is visibly
smoother. (d) The estimated τ̂ for each sample, where the error bars denote the
mean and STD within the FWHM region of the respective MPI image for that
sample and trajectory. The displayed FOV is 0.7 cm×7.3 cm.
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at half-maximum (FWHM) resolution than Perimag, its τ̂ values extend in a

wider region along the z-direction [114].

The estimated τ̂ for each sample are given as bar plots in Fig. 3.13.(d). Here,

the error bars denote the mean and STD of τ̂ of each sample within the FWHM

region of the respective MPI image for that sample and trajectory. For PWT,

the τ̂ values were 2.06±0.14 µs, 2.58±0.13 µs, and 2.83±0.16 µs for Perimag,

mixture, and Vivotrax, respectively. For LLT, the τ̂ values were 1.94±0.05 µs,

2.51±0.16 µs, and 2.82±0.17 µs for Perimag, mixture, and Vivotrax, respectively.

For 2DTT, the τ̂ values were 1.78±0.03 µs, 2.36±0.02 µs, and 2.83±0.12 µs

for Perimag, mixture, and Vivotrax, respectively. These results indicate that

τ̂ for Vivotrax is consistent, showing less than 1% variation across trajectories.

This consistency is potentially due to the worse FWHM resolution of Vivotrax,

which provides a paradoxical robustness against the low densities of PWT and

LLT along the x-direction. In addition, τ̂ for Perimag is also consistent between

PWT and LLT, with only 5.8% difference, as their densities match along the x-

direction. In contrast, τ̂ for Perimag for 2DTT is approximately 13.6% and 8.2%

lower than for PWT and LLT, respectively. These differences potentially stem

from the substantially increased density of 2DTT along the x-direction. For each

trajectory, τ̂ for the mixture closely matches the average of τ̂ for Perimag and

Vivotrax, as expected [114].

Overall, these results indicate that 2DTT provides reliable τ̂ estimations

thanks to its dense coverage, while also providing the shortest scan time among

the tested trajectories.

3.6 Discussion

In this work, the techniques that enable relaxation-based color MPI for rapid and

multi-dimensional trajectories have been proposed and experimentally demon-

strated. The proposed SR correction method provides excellent robustness

against FF-induced distortions for a wide range of SR values. Importantly, this
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method solely depends on the system and trajectory parameters. In addition,

using a weighted least squares approach, WLS-TAURUS, successfully improves

the noise robustness.

3.6.1 Alternative SR Correction Approaches

The proposed algorithm applies ∆t time-shift and α scaling on the negative signal

to align it with the positive signal. An alternative approach could be to apply

∆t/2 time-shift and
√
α scaling on the negative signal and ∆t/2 time-shift and

1/
√
α scaling on the positive signal, so that they meet at the center of the half

period. It can be shown that, in theory, this approach yields identical τ as the

proposed approach given in Eq. (3.10). In practice also, it provides identical

performance to the proposed SR correction, given that FF-induced shifts are

within 1% of the DF period even at Rs,z = 20 T/s.

Another approach could be to fully correct for the time-varying nature of

the FF-induced distortions, so that the corrected sadiab(t) attains perfect mirror

symmetry. However, such a correction would essentially stretch or compress one

(or both) of the half-cycle signals, perturbing the temporal properties of the

relaxation effect in Eq. (2.20). Since frequency-domain relations for TAURUS

given in Eqs. (2.21)-(2.22) would no longer apply, this approach is not suitable

for relaxation mapping. In contrast, the proposed SR correction preserves the

relaxation effects within individual half cycles.

3.6.2 SR Robustness

The simulations presented in this work were based on the in-house MPI scanner,

with both the drive and receive coils along the z-direction. As shown in Fig. 3.9,

the SR correction is very robust against Rs,z and does not depend on Rs,x. The

latter effect stems from two reasons: the collinear PSF is relatively wide along

the x-direction [121], and the DF is not along that direction.
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For the simulation parameters in this work, the collinear PSF has 1.8 mm

and 2.1 mm FWHM along the z- and x-directions, respectively. Even for Rs,x =

20 T/s, the FFP moves approximately 0.2 mm along the x-direction in half the

DF period, which is considerably smaller than the FWHM along that direction.

Even in theory, reaching a comparable FWHM would require an effective MNP

diameter greater than 55 nm. For the same reasons, Rs,y is expected to have a

similarly negligible effect.

Visual explanation of robustness against Rs,x for the trajectories used in this

work is presented in Fig. 3.14. For the simulation parameters in this work, the

collinear PSF has 7.5 mm and 7.5 mm FWHM along the z- and x-directions,

respectively. The higher FWHM along the x-direction is due to the fact that

both the drive and receive coils are oriented along the z-direction. Even for

Rs,x = 20 T/s, the FFP moves approximately 0.2 mm along the x-direction in

half the DF period (i.e., between the centers of the positive and the negative half

cycles). The fact that this movement is considerably smaller than the FWHM

along the x-direction is the fundamental reason behind the robustness against

Rs,x. For the same reasons, Rs,y is expected to have a similarly negligible effect.
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Figure 3.14: The collinear PSF overlayed with a trajectory for Rs,z = 20 T/s and
(a) Rs,x = 1 T/s, (b) Rs,x = 10 T/s, and (c) Rs,x = 20 T/s. The trajectories are
displayed for 11 DF periods, with the consecutive periods shown in alternating
colors of red and blue. Simulation parameters were G = [−4.8, 2.4, 2.4] T/m
along the x-, y- and z-directions, MNP with 25 nm core diameter, Bp = 15 mT,
and fd = 10 kHz.
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3.6.3 Effects of MNP Diameter

According to the Langevin theory, increasing the MNP diameter or the SF gra-

dients decreases the FWHM of the PSF in all directions [121]. Regardless, the

MNP diameter is not expected to have any major effects on the τ estimation per-

formance, as confirmed by the low estimation errors maintained for d > 19 nm

in Fig. 3.10. First of all, SR correction is independent of the MNP parameters.

Secondly, in terms of resolution, increasing the MNP diameter is equivalent to

increasing Gz instead. The trajectory can still be kept identical if Bp and Rs,z

are increased at the same rate as Gz. Because the assumption in Eq. (3.17) re-

mains unchanged, the estimation performance with respect to Rs,z should not be

affected.

With Bp and Gz fixed, the increase in estimation error for d < 19 nm is

a result of the excessive widening of the PSF, which causes the MPI image to

appear flat within the fixed pFOV size. In general, a flat MNP distribution

can be problematic for τ estimation, as it causes the entire signal to fall on

the fundamental harmonic. Then, the corresponding pFOV will have low signal

after direct feedthrough filtering, despite having a non-zero pixel intensity in the

reconstructed MPI image. A potential solution is to fill in the corresponding

τ̂ regions using neighboring pFOVs, as proposed in [114]. Another alternative

solution is to utilize active cancellation methods to preserve the fundamental

harmonic [134, 135].

The effective d for the MNPs in the imaging experiments can be calculated

using Fig. 3.13, where the FWHM values along the z-direction are 3.73 mm for

Perimag and 4.40 mm for Vivotrax samples. Taking into account the 2.9 mm

inner diameter of each sample together with the estimated τ̂ values, the effective

MNP diameters are computed as 24.7 nm for Perimag and 21.7 nm for Vivotrax.

Note that these diameters are close to the 25 nm diameter used in the simulations,

and are well above the 19 nm threshold mentioned above.
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3.6.4 Resolution of τ Map

When creating the τ̂ map, a single τ̂ is estimated for each period of the signal and

assigned to the center of the corresponding pFOV. Consequently, the resolution

of τ̂ map is directly proportional to the trajectory density. For PWT, improving

the resolution requires increasing the number of stepped points along both the x-

and z-directions, increasing the scan time quadratically for a 2D FOV. For LLT,

the resolution along the continuously scanned z-axis is sufficiently high and can

be further improved by reducing Rs,z (e.g., even at Rs,z = 20 T/s, the resolution

along the z-axis is 0.83 mm for the parameters in this work). However, improving

the resolution along the x-direction requires more lines to be scanned, which

would increase the scan time linearly for a 2D FOV. In 2DTT, the resolution is

considerably improved along the x-direction, but is position dependent. For a

fixed scan time and FOV, Rs,z and the number of pFOVs are also fixed. Then,

a trade-off between the resolutions in the x- and z-directions can be achieved

by adjusting Rs,x. By increasing the scan time and reducing Rs,z, the overall

resolution of τ̂ map can be further improved in both directions.

It should be noted that controlling the trajectory density in a systematic fash-

ion is challenging for 2DTT, as the trajectory parameters are coupled. For ex-

ample, doubling fd alone will double the density on the exact same trajectory.

The same effect can also be achieved if Rs,x and Rs,z are both reduced to half

with a doubling in scan time to cover the same FOV. However, in both cases, the

off-trajectory points will not benefit from this seeming increase in density. In con-

trast, if only Rs,z is reduced to half with a doubling in scan time, the trajectory

itself will have twice as many triangles covering the same FOV. This time, the in-

creased density will benefit the entire scanned FOV. Furthermore, the differences

in scan time also need to be considered for a fair comparison of trajectories with

respect to the noise level, as previously done in a thorough trajectory analysis of

SFR-based image reconstruction [136]. Note that the color MPI simulations in

Fig. 3.12 were noise-free and the experiments in Fig. 3.13 were performed using

relatively high MNP concentrations showing negligible noise. Therefore, the dif-

ferences in scan times did not cause any unfair bias in performance evaluations
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in this work.

3.6.5 Hardware and Safety Constraints on SR

In human-size applications of rapid TAURUS, both hardware and safety con-

straints will affect the imaging speed. The large imaging bore needed for human-

size MPI scanners can require coils with large inductances [96, 137], with FF coil

inductances in the mH range [138]. These large inductances can in turn limit

the applicable SR, necessitating hardware solutions to reduce the inductances

[139]. For FF safety limits, the 20 T/s safety limit of MRI gradient fields [89] was

adopted, given the similarity of their operating frequencies. In MPI, the domi-

nating safety constraint for both DF and FF is magnetostimulation [81]. During

simultaneous application of DF and FF, the safety limits and the allowable SR

for FF can further reduce [82]. Therefore, 20 T/s can be considered as an upper

limit for the SR of FF. Note that while the limitations on SR can hinder the

imaging speed of MPI in general, they in turn make the speed assumption in

Eq. (3.17) easier to satisfy.

3.6.6 Extension to Other Rapid MPI Trajectories

This work utilized constant SRs in both the simulations and the experiments.

In fact, a constant but high SR (e.g., 20 T/s) is the worst-case scenario for FF-

induced distortions. If the assumption in Eq. (3.17) is satisfied, extending the

proposed method to time-varying SRs should not pose a challenge.

In this work, a 1D DF was utilized. Trajectories with multi-dimensional DFs,

such as the Lissajous trajectory, can cover a 2D/3D pFOV in a relatively short

scan time [136]. For such trajectories, the assumption in Eq. (3.17) has to be

satisfied for each DF axis. Since TAURUS requires a back-and-forth scanning,

the multi-dimensional DFs may need to be applied twice, once forward and once

backward [114]. Note that, while x-space reconstruction was previously proposed
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for such trajectories [126], an experimental demonstration is yet to be shown.

3.6.7 Signal-to-Noise Ratio and Clinical Applicability

For the noise robustness simulations in this work, the STD of the added noise

was calculated using the peak signal amplitude before the direct feedthrough

filtering (i.e., filtering of the first harmonic). However, the rapid TAURUS method

was applied after the direct feedthrough filtering. Therefore, the SNR of the

signal utilized in the τ estimations was in fact lower than the reported value.

Considering this fact together with the results in Fig. 3.11, the proposed rapid

TAURUS method is expected to be robust even at very low SNR levels.

In clinical applications, the administered particle concentrations are expected

to be low, always imposing a boundary on in vivo SNR, since the iron concentra-

tion and corresponding MPI signal have a linear relationship. Detecting picogram

levels of iron content has been shown to be possible using specialized equipment

in in vivo mice experiments [97] and for stem cell tracking applications [71].

There are several opportunities to increase sensitivity, i.e., to reduce the mini-

mum detectable iron content. For example, for the in-house MPI scanner used in

this work, the primary source of noise was the low-noise amplifier in the receive

chain. SNR is expected to increase substantially with specialized preamplifiers

with lower noise figures, resulting in lower requirements for particle concentra-

tions [140, 97]. Additionally, several scans can be averaged to improve the SNR

by a factor of the square root of the number of averages at the expense of total

scan time. Considering the possibility of real-time applications of rapid TAU-

RUS, signal averaging will result in lower frame rates. However, such a trade-off

can be considered depending on the application’s requirements. Another method

could be to use tailored MPI tracers that result in higher MPI signals. Tailored

MPI tracers can reduce the required concentration for the same SNR [131, 141].
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Chapter 4

Feasibility of Rapid TAURUS for

Real-Time Color MPI

This chapter is based on the following publication:

• M.T. Arslan, and E. U. Saritas, “Rapid TAURUS for Real-Time Color

MPI: A Feasibility Study,” in International Journal on Magnetic Particle

Imaging, 2022, DOI: 10.18416/IJMPI.2022.2203060.

4.1 Introduction

Real-time color MPI can provide a safe alternative to x-ray fluoroscopy for

catheter tracking during cardiovascular interventions [92], and a fast alternative

to magnetic resonance imaging for the diagnosis of stroke [93].

TAURUS was previously proposed for relaxation-based color MPI [114, 104].

This thesis proposed rapid TAURUS to boost the performance of TAURUS to

make it applicable for rapid and multi-dimensional trajectories [142]. Rapid
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TAURUS utilizes time-varying FFs to rapidly scan a FOV, and corrects the FF-

induced distortions on the signal before estimating the effective relaxation time

constant, τ [142].

This chapter presents the first simulation results for real-time color MPI using

rapid TAURUS. For a 5×6 cm2 FOV. Frame rates exceeding 5 frames-per-second

(FPS) are demonstrated. Higher frames can be achieved by zooming into a smaller

region of interest (ROI). The results demonstrate the feasibility of real-time color

MPI using rapid TAURUS.

4.2 Rapid TAURUS for Real-Time Color MPI

Figure 4.1 shows an example 2D triangle trajectory used for real-time color MPI

adaptation of rapid TAURUS. A triangle shaped FF along the x-direction and a

linearly ramping FF along the z-direction is utilized:

xs(t) =


FOVx

π sin−1
(
sin(2πfTt)

)
0

Rs,zt
Gz

+


0

0
Bp

Gz
cos(2πfdt)

 . (4.1)

Here, xs(t) is the FFP position, fT = Rs,x/(2FOVxGx) is the frequency of the

triangle wave, and Bp and fd are the amplitude and frequency of the DF along

the z-direction, respectively. In addition, Rs,i (T/s) is the SR of the FF, Gi is the

selection field gradient, and FOVi is the FOV along direction i. The total scan

time per frame is equal to Ts = FOVzGz/Rs,z. The frame rate is then FPS = T−1
s .

Due to time-varying FFs, the FFP movement is not symmetrical around pFOV

centers. This movement causes an additional distortion in the mirror symmetry

of the signal, even for the adiabatic case of τ = 0. Assuming that the FFP

speed is dominated by the DF, the FF-induced distortion can be modeled as a

time shift and an amplitude scaling between the two half cycles of a signal [142].

After distortion correction, τ was computed for each pFOV using TAURUS, by

recovering the underlying mirror symmetry between the two half cycles of a DF

period of the signal [114].
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Figure 4.1: An example 2D trajectory for the case of FPS = 3. The trajectory
covers a 5 × 6 cm2 FOV. A triangle-wave motion along the x-direction, a linear
motion along the z-direction, and a DF along the z-direction are utilized.

4.3 Simulations

The simulations were carried out using a custom toolbox in MATLAB

(Mathworks, Natick, MA), using the following parameters: (Gx, Gy, Gz) =

(−4.8, 2.4, 2.4) T/m, fd = 20 kHz, and Bp = 10 mT. The MNP responses

were generated at 50 MS/s, and then downsampled to 2 MS/s. A zero-phase

finite impulse response band-pass filter with the low and high cut-off frequencies

of 1.5fd and 10.5fd was utilized for simultaneous direct feed-through filtering and

high frequency noise removal. The flow diagram of the signal processing steps

are given in Fig. 3.8.(b).

In Fig. 4.2.(a), the 5 × 6 cm2 vasculature phantom used in the simulations

is shown. The vessel structure had ≥2.5 mm diameter around the main branch

and the catheter had 0.83 mm diameter. The relaxation effects were incorporated

using the phenomenological model in [109]. The vessel structure contained MNPs

with τ = 4 µs and the catheter was labeled with MNPs that had τ = 2 µs. Single-

core monodisperse MNPs with 25 nm core diameter were assumed.
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Two different simulations were performed. In the first simulation, the perfor-

mances at three different FPS levels were compared for a 5 × 6 cm2 FOV. FPS

levels of 3, 4.2, and 7 were achieved by setting Rs,z to 0.43, 0.6, and 1 T/s, re-

spectively. In the second simulation, a reduced FOV of 2.5× 3 cm2 was scanned

to zoom into a smaller ROI. A higher FPS level of 9.25 was achieved by setting

Rs,z to 0.7 T/s. In all of the simulations, Rs,x was 20 T/s.

Image reconstruction consisted of three steps: First, Harmonic Dispersion X-

space (HD-X) reconstruction was utilized to reconstruct the MPI images [132].

Because the data points from the 2D triangle trajectory were on a non-Cartesian

grid, an automated gridding algorithm for non-Cartesian x-space reconstruction

was adapted on the HD-X data [126]. Next, FF-induced time-shift and amplitude

scaling distortions were corrected [142]. TAURUS was then applied for each DF

period and the estimated τ value was placed on the corresponding pFOV center

location to form a non-Cartesian τ map. The aforementioned gridding algorithm

was utilized to reconstruct the Cartesian τ map. Finally, the color MPI image

was generated by overlaying the τ map with the MPI image.

4.4 Results

Figure 4.2 shows the results for the FPS levels of 3, 4.2, and 7. The labeled

catheter can be easily distinguished in the color overlay images at all FPS levels

tested. In Fig. 4.2.(c), rapid TAURUS estimates τ within the vasculature struc-

ture as 4 µs. On the other hand, τ for the labeled catheter is estimated as 3.4 µs,

which is higher than the original 2 µs. This result is expected, since TAURUS

estimates a weighted average τ in regions that contain a mixture of MNPs with

different τ values, as explained in [114].

As seen in Fig. 4.2, the fidelity of both the MPI image and the color overlay

decreases with FPS. This result is a direct consequence of the reduced trajectory

density at higher FPS levels. Note that the trajectory density is a function of

the SRs due to Eq. (4.1). Increasing the FPS requires Rs,z to be increased. To
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Figure 4.2: Color MPI simulation results. (a) The vasculature phantom con-
taining a labeled catheter. (b) 1D cross-sections of MPI images at different FPS
levels. (c) MPI images and color overlays for FPS = 3, 4.2, and 7. The colored
lines mark the 1D cross-sections shown in (b). The labeled catheter can be easily
distinguished in the color overlay images at all FPS levels.

maintain trajectory density and image resolution, Rs,x would have to be increased

at the same rate as Rs,z. In this work, Rs,x was fixed to 20 T/s considering poten-

tial hardware and safety limitations With Rs,x fixed, higher FPS levels resulted

in reduced trajectory density, and thereby reduced image resolution.

Figure 4.3 shows that higher FPS levels can be achieved by zooming into a

smaller ROI (chosen manually in this case). In Fig. 4.3.(a), first, the 5 × 6 cm2

FOV was scanned at 3 FPS to locate the catheter tip. In Fig. 4.3.(b), a reduced

FOV of 2.5 × 3 cm2 was scanned at 9.25 FPS, resulting in a slightly higher

resolution image with more than 3 times the FPS.
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FOV = 5x6 cm2 FOV = 2.5x3 cm2

Figure 4.3: Color MPI simulation results at a higher FPS level for a zoomed-in
ROI. Color overlay images are shown for (a) 5× 6 cm2 FOV imaged at FPS = 3
and (b) a reduced FOV of 2.5× 3 cm2 imaged at FPS = 9.25.

4.5 Discussion

For the real-time application, image reconstruction should be faster than Ts. For

a single DF period, the average execution time of rapid TAURUS followed by τ

map gridding was 0.75 ms, and that of HD-X followed by gridding was 0.6 ms, on

an Intel i5-10600k with Windows 10. Considering that fd = 20 kHz, the execution

time per period corresponds to approximately 15 periods. Rapid TAURUS, HD-

X, and gridding only require the individual DF periods and can be parallelized

to run on different processor cores or a GPU for each DF period. Additionally,

τ map generation and image reconstruction are completely separate processes.

Therefore, an efficient implementation in a different programming language and

parallelization can enable real-time reconstruction.
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

In this thesis, a novel SR correction method to compensate for the FF-induced

distortions in the underlying mirror symmetry of the MPI signal was proposed.

The proposed method depends only on the system and scanning parameters, and

enables high-fidelity relaxation map estimations via TAURUS for rapid and multi-

dimensional trajectories. The performance is further boosted via a weighted least

squares approach. The results show robustness against a wide range of SRs and

noise, together with orders of magnitude reduction in scan time. The proposed

rapid relaxation mapping method will have important applications in developing

the functional imaging capabilities of MPI.

Furthermore, in this thesis, the first simulation results demonstrating the fea-

sibility of real-time color MPI via rapid TAURUS was shown. The results show

that color MPI images can be successfully generated for a relatively wide FOV

at frame rates exceeding 5 FPS. Additionally, a smaller ROI can be scanned at

frame rates exceeding 9 FPS, without sacrificing from image fidelity. The analy-

sis of the methods indicate that real-time reconstruction of both the τ̂ map and

the MPI image are readily possible indicating that rapid TAURUS is an effective
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method for real-time color MPI.

The main disadvantage of the original TAURUS for x-space-based color MPI

was the requirement of long scan times due to slow FFP trajectories. This re-

quirement has been overcome with the novel method presented in this thesis.

TAURUS can now be adapted to a wide variety of MPI scan sequences with

possibilities of real-time applications.

5.2 Future Work

Controlling the trajectory density in a systematic fashion is challenging for 2DTT,

as the trajectory parameters are coupled. Considering this coupling between

the scan parameters, the effects of trajectory density on τ̂ map fidelity must be

analyzed thoroughly with an appropriate definition of density, which remains an

important future work.

Additionally, the main trajectory movement in this thesis was achieved through

the modification of FF. On the other hand, trajectories with multi-dimensional

DFs, such as the Lissajous trajectory, can cover a 2D/3D pFOV in a relatively

short scan time and are commonly implemented, especially in systems that use

SFR. X-space reconstruction was previously proposed for such trajectories, but

an experimental demonstration is not presented yet. Extending TAURUS and x-

space reconstruction to such multi-dimensional DFs remains an important future

work.

The methods presented in this thesis were implemented in a custom toolbox

implemented in MATLAB. As mentioned earlier, image reconstruction should

be faster than the scanning sequence for real-time imaging applications. For a

proper evaluation of the color MPI reconstruction speed, the presented algorithms

must be implemented efficiently and possible parallelization opportunities must

be exploited, which remain to be investigated.
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Finally, in this thesis, the imaging experiments were conducted using an in-

house MPI scanner. Due to the hardware limitations of this scanner, the FFs

were realized through the mechanical movement of the phantom, which limited

the slew rates substantially. The presented experimental work clearly shows the

promise of the proposed rapid TAURUS method, and the experimental results are

consistent with the simulation work. With that said, to achieve high slew rates

in an experimental setting, the FFs should be implemented using magnetic field

generating coils with relatively low inductance. Such an MPI system would be

suitable to demonstrate the full potential of the proposed rapid TAURUS method

for relaxation mapping, as well as for real-time imaging applications.
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