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ABSTRACT

Compressive Sensing (CS) based techniques generally discretize the signal space and assume that the signal has a sparse support restricted on the discretized grid points. This restriction of representing the signal on a discretized grid results in the off-grid problem which causes performance degradation in the reconstruction of signals. Sensor calibration is another issue which can cause performance degradation if not properly addressed. Calibration aims to reduce the disruptive effects of the phase and the gain biases. In this paper, a CS based blind calibration technique is proposed for the reconstruction of multiple off-grid signals. The proposed technique is capable of estimating the off-grid signals and correcting the gain and the phase biases due to insufficient calibration simultaneously. It is applied to off-grid frequency estimation and direction finding applications using blind calibration. Extensive simulation analyses are performed for both applications. Results show that the proposed technique has superior reconstruction performance.

© 2018 Elsevier Inc. All rights reserved.

1. Introduction

Sparsity based Compressive Sensing (CS) methods have gained high importance in recent years, since they play a central role in many practical application areas. CS methods make it possible to operate under Nyquist rate if the signal is sparse in a perfectly known transform domain satisfying certain constraints [1–3]. Because of very promising properties and possible advantages, CS based techniques have received considerable attention in radar, sensor and civilian applications [4,5].

In radar and sensor systems, calibration is an important issue, which directly affects the system performance thus must be addressed carefully. Aging and/or environmental effects such as temperature changes introduce system errors making calibration capability an unavoidable need for a given system. Furthermore, imperfect knowledge of the system parameters may cause calibration errors [6–8]. Guided calibration solutions can be used to achieve desired performance in which a known training signal is used. However, such a technique increases the cost and complexity of the underlying system. In systems such as sensor and/or radar systems, phased array antennas, MIMO systems, blind calibration is an alternative technique that estimates the signal first and performs the calibration using the estimated signal. It is beneficial in terms of reducing maintenance costs and/or complexity of the system; as well as avoiding the need for a training signal.

In the literature, there are various methods for blind sensor calibration. In [9], sparsity based convex optimization methods for blind sensor calibration are studied. Signal reconstruction and calibration are performed simultaneously. Phase only, gain only and joint phase and gain blind calibration methods are proposed [9]. In [6], blind calibration of sensor networks is performed using ordinary sensor measurements. In [7], sensor networks are calibrated using signal sources with known locations. Sensor positions, phase and gain errors and mutual coupling between sensors are estimated. A sparsity based conjugate gradient algorithm is used for blind sensor calibration in [10]. In [11], sparsity based blind calibration of sensor networks is studied using total least squares approach. Sparsity based blind sensor calibration is also studied in [12] for phased array sensors. In [13], a moments based blind calibration method is studied for mobile sensor networks. It is assumed that the sensors are located in the same region and observed signals have almost identical statistics which is exploited for calibration. In [14], a non-convex blind calibration method is presented for linear random sensing models with positive non-complex gain errors. A similar compressive sensing based greedy blind calibration method for positive non-complex gain errors is also presented in [15].
As mentioned, there are sparsity based methods which are capable of jointly estimating the signal and correcting the phase and the gain errors. However, another source of error that invalidates the exact sparsity assumptions and affect the reconstruction performance of sparsity based techniques is the basis mismatch. These techniques discretize the signal space and assume that the signal is sparse on the discretized grid. Due to continuous nature of the signals, representing the signal on a discretized grid results in the off-grid problem which causes performance degradation. In the CS literature the off-grid problem also exists in frequency estimation [16], angle of arrival (AOA) estimation [16], delay-Doppler imaging [17], and SAR imaging [18]. There are various types of solutions to off-grid target problem in CS [18,17,19–22].

The current sparsity based blind sensor calibration methods, as to best of our knowledge, do not deal with the off-grid signals. Therefore, development of such a method, which is capable of jointly estimating the signal and handling the phase and the gain calibration and off-grid phase errors, is mandatory.

In [18], our group developed a sparsity based Spotlight mode Synthetic Aperture Radar imaging and autofocus method for off-grid sparse scenes. From a mathematical point of view, the proposed method [18] estimates a two dimensional off-grid signal and performs phase error calibration simultaneously.

In this work, our method in [18] is expanded to blind sensor calibration with multiple snapshots and a novel sparsity based blind sensor calibration method for off-grid signals is developed. We also apply the proposed method to two different problems and show the effectiveness for these example application areas. The proposed method handles the off-grid problem using a gradient search based optimization algorithm while being capable of estimating and calibrating phase and gain errors as well as off-grid perturbations simultaneously for multiple measurements as a novel contribution. The current blind calibration techniques do not take care of off-grid signal errors, and the proposed technique, as to best of our knowledge, is the first technique that does blind sensor calibration under both phase, gain and off-grid signal errors jointly. The proposed off-grid blind sensor calibration algorithm (Perturbed Calibration Orthogonal Matching Pursuit, PC-OMP) is first derived for the frequency estimation problem and corresponding simulation analysis is given in detail. Then, PC-OMP algorithm is adopted to off-grid direction finding problem with certain required variations and simulation analysis is also given for this case. Although the proposed algorithm is applied to the frequency estimation and direction finding problems, it can be easily adopted to any other application concerning array processing as long as a convenient measurement model can be constructed. For example, the proposed technique can be applied to phased array radar systems, Electronic Warfare reconnaissance systems such as frequency spectrum sensing, direction finding, target localization. Simulation results show that the proposed methods have superior performance in terms of the calculated metrics.

The organization of this paper is as follows: the off-grid signal model with calibration errors is given in Section 2. The detailed derivation of the proposed method for the general case is given in Section 3 and simulations are given in Section 4. Off-grid direction finding and blind calibration method is explained in Section 5 with simulations for this case and conclusions are drawn in Section 6.

The notation throughout the text is as follows: lowercase bold letters (i.e. \( \mathbf{x} \)) indicates column vectors, uppercase bold letters (i.e. \( \mathbf{G} \)) indicates matrices, \( \| \cdot \|_2 \) indicates \( l_2 \) norm and \( | \cdot | \) indicates absolute value.

2. Signal model

A sensor array is considered in which individual sensors samples the received signal at the same time, then the measurements are processed together. It is assumed that each sensor has calibration errors (i.e. phase and gain errors) which are constant over time and independent from other sensors. For such an array system, let \( y_i(n) \) be the signal measured by nth sensor at time instance \( i \). For \( K \) sources, \( y_i(n) \) can be expressed as:

\[
y_i(n) = d_n e^{j\phi_n} \sum_{k=1}^{K} \alpha_{i,k} g_n(f_{i,k}^n) + w_i, \quad (1)
\]

where \( d_n \) and \( \phi_n \) are the gain and phase calibration errors respectively, \( \alpha_{i,k} \) are the complex signal gains, \( g_n(.) \) is the equivalent basis vector, and \( f_{i,k}^n \) is the signal parameter.

For \( N_y \) number of sensors, writing the measurements in vector form yields \( \mathbf{y} = [y_1(1) \ldots y_1(N_y)]^T \). The on-grid based techniques assumes that the signal parameters relies exactly on a grid, and using the grid parameters they populate the relevant basis vectors which (by assumption) spans the signal space completely. Thus a measurement model matrix can be constructed. Using the vector form notation and measurement model matrix, the blind sensor calibration signal model for the on-grid case can be expressed as:

\[
[\mathbf{y}_1 \quad \mathbf{y}_2 \ldots \quad \mathbf{y}_D] = \Phi \mathbf{G} \begin{bmatrix} \mathbf{x}_1 \quad \mathbf{x}_2 \ldots \quad \mathbf{x}_D \end{bmatrix} + \mathbf{w}, \quad (2)
\]

where \( D \) is the number of measurements; \( \mathbf{x}_i \) and \( \mathbf{y}_i \) are the desired signal to be estimated and corresponding measurement vectors, whose dimensions are \( N_x \times 1 \) and \( N_y \times 1 \), respectively. \( N_y \) is the number of sensors and \( \mathbf{w} \) is the additive zero-mean white noise \( N_y \times D \) matrix. Let \( \Psi \) be the measurement model matrix, then \( \mathbf{G} = \Psi \mathbf{A} \), where \( \mathbf{A} \) is the basis matrix on which the signal \( \mathbf{x}_i \) is sparse, and \( \Phi \) is \( N_y \times N_y \) diagonal matrix whose entries contain calibration errors. Then, \( \Phi \) is defined as:

\[
\Phi = \begin{bmatrix} d_1 e^{j\phi_1} \\ d_2 e^{j\phi_2} \\ \vdots \\ d_{N_y} e^{j\phi_{N_y}} \end{bmatrix}. \quad (3)
\]

\( \Phi \) being a diagonal matrix makes the calibration errors independent among different sensors. In blind calibration, the error parameters \( d_n \) and \( \phi_n \) are to be jointly estimated and corrected in the proposed method PC-OMP.

For the off-grid signal case, the signal parameters \( f_{i,k}^n \) are assumed to be rely on anywhere in the signal space rather than a known grid locations. Thus, a predefined measurement model matrix can not be constructed, instead it must also be estimated along with other desired signal parameters. In the off-grid case \( \mathbf{y}_i \) is expressed as:

\[
\mathbf{y}_i = \Phi \sum_{k=1}^{K} \alpha_{i,k} \mathbf{g}(f_{i,k}^n) + \mathbf{w}_i, \quad (4)
\]

where \( \alpha_{i,k} \) are the complex signal gains, \( \mathbf{g}(\cdot) \) the equivalent basis vector used to represent the signal and defined as \( \mathbf{g}(f_{i,k}) = \Psi \mathbf{a}(f_{i,k}) \). Here, \( f_{i,k}^n \) causes the off-grid problem and is the continuous parameter for ith measurement and kth signal component.

We propose to solve the following optimization problem to estimate the unknown parameters. The cost function is defined as the sum of the squared errors:

\[
\min_{\alpha_{i,k}, f_{i,k}^n, \delta f_{i,k}, \phi_n, d_n} \sum_{i} \left\| \mathbf{y}_i - \Phi \Psi \sum_{k=1}^{K} \alpha_{i,k} \mathbf{a}(f_{i,k}^n + \delta f_{i,k}) \right\|_2^2, \quad (5)
\]

such that: \( \sum_{n} d_n = c, |\delta f_{i,k}| < \Delta/2, 1 \leq i \leq D, 1 \leq n \leq N_y \).
First, the complex amplitude vector $\bm{a}_i$ is found using:

$$\bm{a}_i = \arg\min_{\bm{a}} \left\| \bm{y} - \sum_{p=1}^{k} \alpha_p \mathbf{g}(f_{p,i}) \right\|_2^2,$$

(7)

where $l$ is the iteration index of $\mathbb{S}(\cdot)$ and $f_{p,i}$ is the $f_p$ vector in $l$th iteration. Then, the perturbations are performed, $f_{p,i+1} = f_{p,i} + \delta f_{p,i}$, and $\{\delta f_{1,i}, \ldots, \delta f_{l,i}\}$ is calculated by the following minimization [17,18]:

$$\min_{\delta f_{p,i} \triangleright \Delta_1/2} \left\| \bm{y} - \sum_{p=1}^{k} \alpha_p \mathbf{g}(f_{p,i} + \delta f_{p,i}) \right\|_2^2.$$

(8)

The solution to Eq. (7) is found using the well known least squares method. On the other hand, Eq. (8) is a constrained non-linear optimization problem. A possible approach to solving this problem is to use a gradient descent technique. For this purpose, the cost function in Eq. (8) can also be linearized around $f_{p,i}$. Further, the expression $\mathbf{g}(f_{p,i} + \delta f_{p,i})$ can be approximated using the first order Taylor series [17,18]. Using first order Taylor series makes it possible to use linear expressions and solve the unknown parameters with a gradient descent approach.

$$\mathbf{g}(f_{p,i} + \delta f_{p,i}) \approx \mathbf{g}(f_{p,i}) + \frac{\partial \mathbf{g}}{\partial f_{p,i}} \delta f_{p,i}.$$  

(9)

Using Eq. (9) and dropping constraints, expression (8) can be rewritten as:

$$\{\delta f_{1,i}, \ldots, \delta f_{l,i}\} = \arg\min_{\bm{u}} \left\| \mathbf{J}_u \right\|,$$

(10)

$$\mathbf{J}_u = \arg\min_{\bm{u}} \left\| \bm{r}_l - \mathbf{B}_l \bm{u} \right\|_2^2,$$

where $\bm{r}_l = \hat{\bm{y}} - \sum_{p=1}^{k} \alpha_p \mathbf{g}(f_{p,i})$ is the orthogonal residual and $\mathbf{B}_l \in \mathbb{C}^{N \times k}$ contains the partial derivatives at the linearization point:

$$\mathbf{B}_l = \left[ \Delta \alpha_{1,j} \frac{\partial \mathbf{g}}{\partial f_{1,j}}, \ldots, \Delta \alpha_{l,j} \frac{\partial \mathbf{g}}{\partial f_{l,j}} \right].$$

(11)

Here $\bm{u} = [f_{1,i}, \ldots, f_{k,i}]^T \in \mathbb{R}^{k \times 1}$ contains the updates at the $l$th iteration. When $f_{p,i}$ is calculated, $\mathbf{B}_l$ is also updated at each iteration, and the search is performed in the direction of negative gradient. After calculation of the perturbations, the parameters are updated and the updates are limited to single resolution cell of the grid.

For the cost function in Eq. (10), the negative gradient of $f$ at $\bm{u} = 0$ is given as $-\nabla_u f(\bm{u})|_{\bm{u}=0} = \text{Re}\{\mathbf{B}_l^H \mathbf{r}_l\}$, which can be used in the following iterative solution of the optimization problem in the Eq. (8):

$$\alpha_i = [\mathbf{g}(f_{1,i}) \cdot \mathbf{g}(f_{2,i}) \cdot \ldots \cdot \mathbf{g}(f_{k,i})]^T \bm{y},$$

(12)

$$f_{p,i+1} = f_{p,i} + \mu_{p,i} \text{Re}\{\mathbf{B}_l^H \mathbf{r}_l\},$$

where $\mu_{p,i}$ is the properly chosen step size parameter. The value of the step size can be chosen as a sufficiently small ratio of the initial grid size of the OMP structure given in Table 1. Note that, setting a too small value will increase the convergence time, and a too large value will increase the estimation error.

In the proposed method, there is no assumption on the measurement sets. Amplitudes and the perturbation parameters are calculated independently for each measurement $\bm{y}$. Then using the calculated parameters, the blind calibration procedure is applied jointly to all measurements.
In the process flow of the algorithm given in Table 1, for each measurement, a grid point is selected usingOMP [23] and it is added to the cluster $T_k$. Using $T_k$ and $y_i$, signal estimation and blind calibration is performed. Then using the calibrated signal and OMP selected grid points, perturbation procedure, given in Table 2, is applied. Finally, using perturbed parameters, blind calibration procedure is re-applied for further improvement in estimation of the phase and the gain errors.

The performance of the iterative method given in Table 1 depends on the choice of stopping criterion for the iterations. When the stopping criterion is not properly chosen, it degrades the performance of the algorithm. To avoid this issue and achieve more clarified performance analysis, the source number, the sparsity level of the signals, is assumed to be known. The iterations are terminated when the estimated signals attain a certain level of sparsity. In the literature, there are methods for estimation of number of sources [24–26]. One of these techniques can be applied prior to the iterations of the proposed technique.

### Estimation and correction of the calibration errors

In this section, estimation of the gain and the phase calibration errors is explained. The phase and the gain error estimation is performed minimizing the cost function $J_C(d_n, \phi_n)$ which is defined as $l_2$ norm of the error between the measurements $y$ and their estimate $\hat{y}$:

$$J_C(d_n, \phi_n) = \arg \min_{d, \phi} \| y(n) - d e^{j \phi} \hat{y}(n) \|_2^2.$$  

Using the calculated parameters in Eq. (4), estimated measurement vector $\hat{y}_i$ is constructed as $y_i = \sum_{k=1}^K u_i(k) g(f_{i,k})$. Then using these estimates, $y(n)$ the samples of the $n$th sensor and the $n$th row of the $\hat{y}$ is constructed and is given as $\hat{y}(n) = [\hat{y}_1(n), \hat{y}_2(n), \ldots, \hat{y}_N(n)]$ where $\hat{y}_i(n)$ is the $n$th element of the $\hat{y}_i$.

To estimate the phase and the gain calibration errors, the partial derivatives of the cost function in (13) with respect to $\theta$ and $\delta$ are formed and equated to zero independently for each parameter.

Then the phase error $\phi_n$ is estimated as:

$$\hat{\phi}_n = \angle \hat{y}(n)^H y(n).$$  

Using Eq. (14), the gain error is estimated as:

$$\hat{d}_n = 0.5 \left( \frac{e^{j \phi} y(n)^H \hat{y}(n) + e^{-j \phi} \hat{y}(n)^H y(n)}{\hat{y}(n)^H \hat{y}(n)} \right).$$  

Using the estimates in (14) and (15) the calibration is performed as:

$$y_c(n) = e^{-j \hat{\phi}_n} y(n) / \hat{d}_n,$$  

where $y_c(n)$ is the calibrated measurement. That is, a part of our optimization problem has a closed form solution and is used as such.

In following sections the proposed PC-OMP (Perturbed Calibration Orthogonal Matching Pursuit) technique is applied to two different problems. In Section 4, the proposed PC-OMP technique without any modification is applied to the frequency estimation and joint blind calibration, and simulations studies for this case are also given in the same section. In Section 5, a variant of the PC-OMP algorithm Perturbed Calibration Orthogonal Matching Pursuit Direction Finding (PC-OMP-DF) is introduced for the off-grid direction finding and joint blind calibration problem, the simulation studies for this case are also given in Section 5.

### 4. Application to frequency estimation

In this section, simulation studies are performed in order to analyze the performance of the proposed method PC-OMP for the frequency estimation problem. In this case, $x_i$ contains the frequency domain components of the corresponding measurement $y_i$. $\Lambda$ becomes the inverse DFT matrix with a proper size. Without loss of generality $\Psi$ is chosen to be a complex random Gaussian matrix whose elements are drawn from $N(0,1)$, although any other proper $\Psi$ matrix can be used with the proposed PC-OMP technique.

In addition to the proposed method PC-OMP, a state-of-the-art technique, Scalable Complete Calibration technique (CCAL) [9] is used in simulations for comparison. Signal reconstruction and blind calibration performance is dependent on various parameters such as sensor number, measurement number, Signal to Noise Ratio (SNR), sparsity level and intensity of the calibration errors. For the varying values of these parameters, different scenarios and measurement sets are generated synthetically, and Monte-Carlo runs are performed. Results are analyzed and comments are drawn.

In the simulations, the proposed off-grid blind sensor calibration algorithm PC-OMP given in Table 1, the proposed algorithm without perturbation capability (Calibration Orthogonal Matching Pursuit, C-OMP) and the Scalable Complete Calibration algorithm (CCAL) [9] are used for comparison. In the simulations, MatlabM codes for the CCAL that are available at the website given in [9] are used.

In the simulations, 20 Monte-Carlo runs are performed for each case of the scenarios. Calibrated signal reconstruction as well as the phase and the gain estimation performances are analyzed. It is important to note that the true sparse signals contains values that can be anywhere on a continuous parameter space rather than a discretized grid. While compared techniques reconstruct the signal on a discrete grid, the output of the proposed algorithm is calibrated complex amplitudes and frequency estimates of off-grid signals. Hence classical mean-square-error (MSE) metric is not a proper way of evaluating the performance of any algorithm under off-grid target scenarios. Instead, Earth mover distance (EMD) [27, 28], which is also used to measure sparse off-grid reconstructions in various applications [29, 18], is used in quantitative analysis of signal reconstructions. In addition, MSE for the phase and the gain estimations are also calculated. The EMD metric is defined as follows:

- Earth Movers Distance (EMD): $P = (p_1, u_i)_{i=1}^M$ and $Q = (q_1, v_j)_{j=1}^M$ are the reconstructed and the original signals respectively, $p_i$ and $q_i$ denote amplitudes, $u_i$ and $v_j$ denote values of the $i$th and $j$th frequencies respectively. The EMD value is the minimum work that is required for mass transportation needed for the reconstructed signal to match the original signal. The EMD is defined as [27, 28]:

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Proposed Solver $\hat{S}(\cdot)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong></td>
<td>$\left{ \left{ f_{i,k} \right}_{k=1}^K, y, \mu \right}$</td>
</tr>
<tr>
<td><strong>Initialize:</strong></td>
<td>$t = 0, f_{k,0} = f_k, p = 1:k$</td>
</tr>
<tr>
<td><strong>Until</strong> Stopping Condition is met, $d_{k,0} = \hat{y} - \hat{y}$, $u_{i,k} = \hat{y}<em>{i,k} + \mu \alpha</em>{i,k}$, $r = y - \hat{y}$, $\alpha_{i,k}$, $G_{i,k}$</td>
<td></td>
</tr>
<tr>
<td><strong>FOR</strong> $p = 1:k$</td>
<td></td>
</tr>
<tr>
<td>$f_{i,k+1} = f_{i,k+1} \pm \beta_{i,p} \hat{d}_{i,p}$</td>
<td></td>
</tr>
<tr>
<td>$\alpha_{i,k+1}$</td>
<td></td>
</tr>
<tr>
<td><strong>END FOR</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Output:</strong></td>
<td>$\left{ \left{ f_{i,k} \right}_{k=1}^K \right}$</td>
</tr>
</tbody>
</table>
\[
EMD(P, Q) = \min_{\mathbf{r}} \sum_{i,j} \hat{r}_{i,j} \| \tilde{d}_{i,j} \|
\]

with constraints \( \sum_{j} \hat{r}_{i,j} \leq p_i, \sum_{i} \hat{r}_{i,j} \leq q_j, \sum_{i,j} \hat{r}_{i,j} = \min(\sum_i p_i, \sum_j q_j) \) and \( \hat{r}_{i,j} \geq 0 \). \( d_{i,j} \) is the difference between frequencies \( i \) and \( j \), \( F = \{ \hat{r}_{i,j} \} \) denotes set of flows. The flow \( \hat{r}_{i,j} \) denotes the mass transported from the 1st frequency to the jth frequency. EMD is calculated as defined in [28].

Since the \( \mathbf{y} = \mathbf{d}^T \mathbf{y} \) can have infinitely many solutions, the gain error estimates can be ambiguous especially for low SNR values. When this issue is not addressed, the calculated metric will be misleading. To overcome this problem, the real and the estimated signal values are normalized by its \( l_2 \) norm before EMD calculation. For the same reason, the sum of the gain error estimates are equalized to the real gain error sum before MSE calculation.

For the frequency estimation, synthetic data time domain signals with off-grid frequency components are generated, then, phase and gain errors are injected to the data as explained later in detail. Simulations are performed using this data.

### 4.1. Comparative study of various SNR levels

For comparative analysis, simulations are performed on on-grid and off-grid signals at different SNR levels. For each SNR level, synthetic data for the on-grid and the off-grid signals are generated and average results of the Monte-Carlo runs are plotted. It must be noted that CCAL is implemented using the alternating direction method of multipliers (ADMM) [9], and its performance is dependent to the proper choice of the ADMM parameter \( \mu \). Although the default value is set to \( \mu = 50 \) in the codes supplemented in [9], in the reported simulations the best performance of CCAL is obtained for \( \mu = 0.01 \). Monte-Carlo runs are performed and results are plotted for PC-OMP, C-OMP and CCAL for \( \mu = 0.01 \) and \( \mu = 50 \) for comparisons. The scenario parameters are set as: the number of sensors \( N_s = 50 \), the number of measurements \( M = 50 \), the grid size (i.e. the length of \( x_i \)) \( N_x = 50 \) and the sparsity level \( K = 3 \). Each simulated signal has \( K \) frequency components. The gain errors are drawn from \( N(1, 0.05) \), and the phase errors are drawn from a uniform distribution between \( [0, 0.02\pi] \) for each sensor. As a benchmark EMD metric is also calculated for the least squares estimator (LSE) for the signal reconstruction without performing any phase or gain error calibration.

For the on-grid signal case, the results of the compared techniques are given in Fig. 1. It can be seen that C-OMP has higher performance. CCAL gives better results for higher SNR levels, although CCAL with \( \mu = 50 \) is very close to the LSE values. PC-OMP has a performance between CCAL and C-OMP. The C-OMP has advantage of using the exact knowledge of the grid points resulting better performance than PC-OMP which would not be applicable to off-grid signals.

For the off-grid signal case, the results of the compared techniques are given in Fig. 2. CCAL with \( \mu = 50 \) being slightly better than LSE, the performances of CCAL and C-OMP degrades compared to the on grid case especially for the EMD metric. Meanwhile, PC-OMP has similar performance compared to the on grid case. This results shows the effectiveness of the proposed PC-OMP algorithm for the off-grid signals. Since C-OMP considers only on-grid parameter solution, its performance decreases for off-grid signals. On the other hand, PC-OMP uses parameter perturbations to estimate the off-grid signal parameters which results in better performance than C-OMP. Note that, the performance of the proposed PC-OMP decreases below SNR = -10 dB which can be considered as a performance bound.

In terms of the estimation of the phase and the gain errors, PC-OMP has better results than C-OMP, while both techniques have higher performance compared to CCAL.

Runtime of the compared techniques are also calculated for computational complexity analysis. Simulation studies are performed on a PC with Intel® Core™ i5-6200u processor and 12GB of RAM with Matlab® 2016b. Although the runtime of an algorithm depends on the implementation, they are calculated on the average as for C-OMP 0.028, PC-OMP 8.462 and CCAL 15.739 in seconds. Note that implementations of C-OMP and PC-OMP follows very closely to Table 1 and Table 2. Main algorithmic difference between C-OMP and PC-OMP is that PC-OMP uses perturbations to solve off-grid signal parameters. Runtime of C-OMP is negligible compared to PC-OMP, thus it can be said that almost all computational complexity of PC-OMP originates from perturbation process. Note that, computational complexity of the proposed PC-OMP method mainly depends on the sparsity of the signal. When the sparsity level increases, the runtime of PC-OMP decreases. To clarify the performance of the methods, algorithms are implemented in a straightforward manner, thus other factors (such as calibration errors) do not effect the computational complexity.

### 4.2. Phase calibration error analysis

Another simulation study is performed for the phase calibration error performance analysis. The same scenario parameters used as the SNR analysis with SNR = 30 dB, a relatively high SNR value is selected to focus on the phase calibration. The phase calibration error is drawn from a uniform distribution between \( [0, \phi] \) where \( \phi \) is the corresponding scenario parameter.

Results are provided in Fig. 3. PC-OMP and C-OMP performance degrades as phase calibration error increases while CCAL results have small fluctuations around a mean. CCAL \( \mu = 0.01 \) has better results than CCAL \( \mu = 50 \). Proposed PC-OMP has the highest performance amongst compared techniques.

Note that CCAL method includes a parameter \( \mu \) considerably affecting the performance with no particular method of selecting it.

Since its performance decreases after 0.3\( \pi \), the phase calibration error below this level can be considered as save operating regime for the proposed PC-OMP technique.

### 4.3. Gain calibration error analysis

Gain error performances of the compared techniques are also analyzed in the simulation studies. The same scenario parameters used as the SNR analysis with SNR = 30 dB. Monte-Carlo runs depending on gain error standard deviation are performed for two different cases with normal and log-normal distributed parameters. The standard deviation of the gain error is varied, then the scenarios are generated and results are calculated.

The results are given in Fig. 4(a) and (b). For Fig. 4(a). The gain errors are drawn from \( N(10, d_{STD}) \) where \( d_{STD} \) is the gain error standard deviation scenario parameter. Although, PC-OMP gives better results amongst the compared techniques, results of the compared techniques do not change considerably depending on the standard deviation with normal distribution. Thus, to emphasize the robustness of the proposed PC-OMP technique, another case of simulations are performed with log-normally distributed gain calibration error with mean 1 and standard deviation being scenario parameter. The results are given in Fig. 4(b), although PC-OMP technique performs better than compared techniques its performance degrades for gain error standard deviation values larger than 0.5.
4.4. Effects of number of measurements

Simulation scenarios are performed to analyze the effects of the number of the measurements $M$ (i.e. the number of the snapshots) and the number of the sensors $N_y$. The same scenario parameters used as the SNR analysis with SNR = 30 dB. Scenarios are generated with varying measurement and sensor numbers. The results are calculated for compared techniques and given in Fig. 5.

The results for different measurement numbers are given in Fig. 5(a). Performances of the compared techniques increases for higher measurement number levels and becomes convergent and nearly constant after $M = 20$. The results for the varying sensor number are given in Fig. 5(b). It must be noted that for $N_y = 10$, $N_y/N_s = 0.2$ and for $N_y = 50$, $N_y/N_s = 1$. Results of the compared techniques also becomes better for the higher values of the sensor number. For both cases, PC-OMP technique yields improved results.

4.5. Resolution performance analysis

Resolution performance of the compared techniques are also analyzed. The same scenario parameters used as the SNR analysis with SNR = 30 dB. Two signal sources having similar absolute magnitudes with varying frequency difference levels are generated. The results are given in Fig. 6. PC-OMP performs better amongst compared techniques. Although PC-OMP performance increases slightly after the frequency difference level of 0.2, it increases notably after level of 1 which is the initial grid cell size. It is important to emphasize that this results indicates the resolution performance of the proposed PC-OMP technique, it means that initial grid cell size effects the PC-OMP results.

4.6. Sparsity level analysis

Simulation scenarios are performed under varying sparsity levels ($K/N_s$) between [2%, 10%]. The same scenario parameters used as the SNR analysis with SNR = 30 dB and $N_s = 50$.

The results are given in Fig. 7. It is seen that performance of the proposed PC-OMP technique decreases slowly and converges to a limit for increasing sparsity levels, and PC-OMP gives better results compared to other techniques.

Note that, under ideal conditions, when the sparsity ($K$) is constant, increasing $N_s$ will result a lower $K/N_s$ ratio, i.e. lower sparsity level, thus it is expected to get better performance.
Fig. 2. Monte-Carlo results for the off-grid case with varying SNR = [-20, 10] dB. (a) EMD, (b) Gain Error Estimation MSE, (c) Phase Error Estimation MSE.

Fig. 3. EMD results for the Phase Calibration Error between $[0, 0.5\pi]$. (a) EMD, (b) Gain Error Estimation MSE, (c) Phase Error Estimation MSE (Radian$^2$).

4.7. Effect of the sparsity parameter

In this section, the effect on the performance of the erroneous choice of the sparsity parameter is investigated. The same scenario parameters used as the SNR analysis with SNR = 30 dB. PC-OMP and C-OMP are driven on Monte-Carlo runs with erroneous sparsity parameter and results are gathered. EMD for signal reconstruction and MSE for calibration error estimations are calculated and plotted. The results are given in Fig. 8. Note that the phase error estimation MSE is in radian$^2$.

For the actual sparsity level of $K = 3$, the EMD results are given in Fig. 8(a). The EMD values decrease rapidly for $K \leq 3$. For $K = 1$ and $K = 2$, although PC-OMP has slightly better performance, the EMD results of C-OMP and PC-OMP are very close. The difference is at the highest value for the true sparsity level input at $K = 3$. For the inputs higher than $K = 3$ signal reconstruction performance decreases as EMD increases. While PC-OMP and C-OMP results are close for $K \geq 4$, PC-OMP has better performance.

The calibration error performances are given in Fig. 8(b). The phase and gain error estimation MSE decreases rapidly when $K \leq 3$ for both techniques. Note that unlike the EMD, calibration error estimation MSE decreases for $K \geq 4$. For $K \geq 4$, the OMP selects noise-generated atoms which decreases EMD values while cali-
In this section, the performance of the proposed technique PC-OMP is demonstrated through comprehensive simulation studies, and its effectiveness is represented using different scenario cases amongst compared techniques. In the next section, the proposed technique is applied to the direction finding problem, and its performance is investigated for this case.

5. Application to direction of arrival estimation

There are different studies on blind sensor calibration applied to direction finding in the literature. In [30], a high resolution direction finding and blind calibration method is proposed. Iteratively, the directions are estimated first using Eigen value decomposition, then the blind calibration is performed. Mutual coupling between sensors is also estimated as well as the gain and phase errors [30]. In [31], a non-iterative algebraic solution is developed
for the blind sensor calibration and beam forming. In this method, the sensor locations are assumed to be known, and the gain and phase calibration errors of the sensors are estimated. Similarly, the signal estimation and the blind sensor calibration are performed separately in [32]. In [33], a blind calibration method using independent component analysis is studied which considers the gain and the phase errors for a linear array. In [34], compressive sensing based array self-calibration algorithms are proposed for direction finding in which the signal parameters and unknown complex sensor gains are estimated in an alternating manner. In [35], a sparse DOA estimation approach is proposed using arrays with unknown perturbations on sensor locations. DOA and perturbation values are solved iteratively. In [36], a sparsity based iterative method is developed for the off-grid DOA estimation with co-prime arrays. In [37], a method direction of arrival estimation and gain and phase error correction is proposed based on the exploiting the knowledge on the signal eigenvectors.

High resolution and subspace methods for blind sensor calibration and direction finding do not exploit the compressive sensing instruments, while CS based array calibration methods generally do not consider the off-grid problem. To address these issues, we propose a compressive sensing based off-grid direction finding and blind calibration method.

In this section, a variant of the PC-OMP algorithm Perturbed Calibration Orthogonal Matching Pursuit Direction Finding (PC-OMP-DF) is introduced for the off-grid direction finding and joint blind calibration problem. The method is capable of estimating the off-grid direction of the signals while jointly performing blind calibration to estimate and correct the gain and the phase errors of the sensors. In the next section the algorithm of the proposed PC-OMP-DF is explained and simulation analysis is given. In the next subsection, the PC-OMP-DF technique is explained and its variations from PC-OMP is given in detail.

5.1. Sparsity based off-grid direction finding and blind calibration

Direction finding problem is solved using a Uniform Linear Array (ULA). Assuming the sources are sparse in direction dimension and using ULA, the equivalent measurement model matrix \( G \) in Eq. (2) becomes the array manifold matrix and expressed as [38]:

\[
G = \begin{bmatrix}
    a(\theta_1) & a(\theta_2) & \ldots & a(\theta_K)
\end{bmatrix},
\]

(18)

where \( a(\theta_k) = [\exp(-ja) \exp(-j2a) \ldots \exp(-j(N-1)a)] \) is array response at angle \( \theta_k \), and \( a = 2\pi d/\lambda \sin(\theta_k) \). \( a \) and \( d \) the phase difference and distance between successive elements in ULA respectively; \( \lambda \) the wavelength.

The proposed PC-OMP algorithm can be applied to direction finding problem using the equivalent measurement model matrix in Eq. (18) without any other variation. On the other hand, with a sufficiently small total measurement time, it is possible to consider that the directions are constant over snapshots, since they do not change considerably. Using the constant directions assumption, in this section, the proposed PC-OMP algorithm is adopted to direction finding problem with some variations. If the directions are expressed over a grid having a certain resolution (i.e., 1°), the constant assumed directions of different snapshots will form a group over the grid.

In the proposed PC-OMP-DF technique, the atom selection in OMP is performed jointly for all exploiting the group property and using the group [39] and the block [40] sparsity ideas, the following projection technique is proposed for the atom selection in OMP:

![Fig. 7. EMD results for different sparsity levels between [2%, 10%].](image1)

![Fig. 8. Results for the erroneous sparsity parameter (a) EMD, (b) Calibration Error Est. MSE.](image2)
\[ \hat{p} = \max \sum_{i=1}^{D} |G^H y_i| . \]  

(19)

Fig. 9. Uncalibrated and calibrated MUSIC spectrums.

The same atom \( \hat{p} \) which is the maximum of the projection in Eq. (19) is used for every snapshot. The perturbation process is performed similar to PC-OMP with small variations. After each perturbation, angular average of the perturbed directions are calculated yielding single direction results for each atom selected using Eq. (19). The resulting directions are registered to corresponding snapshots. This procedure is repeated until a stopping criterion is met. The blind calibration is applied similar to PC-OMP.

5.2. Simulations

Simulations are performed to investigate the performance of the proposed PC-OMP-DF technique. A variant of PC-OMP-DF without perturbation capability, Calibration OMP-DF method (C-OMP-DF) is used in simulations to demonstrate the effectiveness of the perturbation more clearly.

Synthetic data is generated using a uniform linear array (ULA). Array beam pattern, resolution and accuracy is dependent on the array size and the direction of the signals [38]. To reduce these effects, a constant number of signals \( K = 3 \) is used with stationary directions of \(-25^\circ, 9.57^\circ\) and \(42.48^\circ\) which are randomly selected with no significant effect on performance.

In simulations, several metrics are used to evaluate the performance of the proposed techniques. The Earth Movers Distance
(EMD) between true and estimated directions are calculated. The MSE of the gain and the phase errors are also calculated.

In addition to mentioned metrics, the MUSIC spectrum of the measured and calibrated signals can also be exploited as a performance indicator. A sample MUSIC spectrum of true and calibrated signals is given in Fig. 9 with SNR = 20 dB and an ULA with 40 elements. It is seen that calibrated spectrums are much more sharper than the uncalibrated spectrum. The calibration increases the coherent signal processing gain which results in sharper spectrum. Using this result, the following indicators are also calculated for the uncalibrated and the calibrated spectrums:

- The mean value of the spectrum,
- The ratio of the maximum and minimum values of the spectrum.

5.2.1. SNR analysis

For the DF performance analysis, first case of simulations are performed for varying SNR levels. For each scenario parameter, 50 Monte-Carlo runs are evaluated and results are plotted. Sensor and snapshot numbers are chosen as 40, number of the sources is $K = 3$. The gain calibration error of the sensors is independently drawn from $N(1, 0.1)$, and the phase calibration error is drawn independently from a uniform distribution between $[0, 0.2\pi]$.

EMD direction finding (DF) results for varying SNR are given in Fig. 10(a). The performances of the compared techniques improves for higher SNR values. It is seen that PC-OMP-DF technique has better performance compared to C-OMP-DF. This result demonstrates the effectiveness of the perturbation procedure. The gain and the phase calibration error estimation performance increases for higher SNR levels. For the calibration error estimation, PC-OMP-DF also yields improved results.

The results calculated using the uncalibrated and the calibrated signals’ MUSIC spectrums are given in Fig. 10(c) and (d) respectively. The maximum and minimum value ratio of the MUSIC spectrums are given in Fig. 10(c). Higher value of this ratio indicates better calibration. It is seen that the ratios with calibrated spectrums using PC-OMP-DF and C-OMP-DF are higher than those of the uncalibrated spectrums. This result shows the improvement of the calibration by proposed techniques. Similarly, the mean values of the uncalibrated and the calibrated spectrums are given in Fig. 10(d). Smaller value indicates better calibration for this parameter. It is seen that calibration results in better performance.
Both parameters have better results compared to the uncalibrated case for increasing SNR for both in Fig. 10(c) and (d). For all of the cases, PC-OMP-DF has higher performance than C-OMP-DF algorithm, and the performance difference increases for higher SNR. This is also another proof for the effectiveness of the proposed PC-OMP-DF method.

Runtime of the compared techniques are also calculated for computational complexity analysis. Simulation studies are performed on a PC with Intel® Core™ i5-6200u processor and 12 GB of RAM with Matlab® 2016b. In seconds, runtime of C-OMP-DF is calculated as 0.028, and for PC-OMP-DF 2.375. Since runtime of C-OMP-DF is negligible, it can be said that almost all computational complexity of PC-OMP-DF originates from perturbation process. Similar to PC-OMP, computational complexity of the proposed PC-OMP-DF method mainly depends on the sparsity of the signal.

5.2.2. Phase calibration error analysis

In this section, simulation results for the varying level of phase calibration error are given. Scenario parameters are the same as in Section 5.2.1 with SNR = 20 (dB). Phase calibration error is drawn independently from a uniform distribution between 0 and corresponding scenario parameter.

The results for varying phase calibration error are given in Fig. 11. It is seen that for the phase calibration errors larger than 0.4π, the performances of the compared techniques degrade considerably. Although results are very close, PC-OMP-DF gives better performance under the phase calibration error level of 0.4π.

5.2.3. Gain calibration error analysis

In this section, simulation results for the varying level of gain calibration error standard deviation are given. Scenario parameters are the same as in Section 5.2.1 with SNR = 20 (dB). The gain errors are drawn from N(1, d_{STD}) where d_{STD} is the gain error standard deviation scenario parameter.

Results are given in Fig. 12. Although the performances of the compared techniques does not change considerably for different SNR levels, it can be seen that PC-OMP-DF gives better results.

6. Conclusions

Compressed Sensing (CS) based techniques represent the signal on a discretized grid which results in, due to continuous nature of the signals, the off-grid problem, which significantly affects the performance. Improper calibration is also another issue which can cause performance degradation. In this work, a sparsity based off-grid blind calibration method is proposed (Perturbed Calibration Orthogonal Matching Pursuit, PC-OMP) and with some variations it is applied to frequency estimation and direction finding problems. The proposed techniques are capable of estimating the off-grid signal parameters (such as frequency or direction) and complex gains while performing the blind calibration to estimate and calibrate the gain and the phase errors jointly. The signal estimation and blind calibration procedures are performed alternately in an iterative manner. The methods use a gradient descent approach to solve the off-grid signal parameters. The simulation results show that the proposed techniques PC-OMP and PC-OMP-DF provide significant performance improvements.
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