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ABSTRACT
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We propose an exact algorithm to find all nondominated points of biobjective integer programming problems, which arise in various applications of operations research. The algorithm is based on dividing objective space into regions (boxes) and searching them by solving Pascoletti-Serafini scalarizations with fixed direction vector. We develop variants of the algorithm, where the choice of the scalarization model parameters differ; and demonstrate their performance through computational experiments both as exact algorithms and as solution approaches under time restriction. The results of our experiments show the satisfactory behaviour of our algorithm, especially with respect to the number of mixed integer programming problems solved compared to an existing approach. The experiments also demonstrate that different variants have advantages in different aspects: while some variants are quicker in finding the whole set of nondominated solutions, other variants return good-quality solutions in terms of representativeness when run under time restriction.
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Chapter 1

Introduction

Many real life problems in different areas such as scheduling, task assignment and transportation can be formulated as integer programming problems. Moreover, most real world problems include multiple criteria which are conflicting, so it is not possible to find a feasible solution that optimizes all objectives simultaneously. Therefore, generating the set of (or a subset of) nondominated points is important.

In this work, we focus on biobjective integer programming problems (BOIP) and propose an algorithm that returns the whole set of nondominated points of these problems. There are various algorithms that have been designed for BOIP in the literature. These algorithms can be divided into two according to the space they are searching, i.e., decision space search algorithms, which search in the space of feasible solutions, and objective (criterion) space search algorithms which search in the space of objective function values. The algorithms which explore the objective space solve single objective optimization problems related to the BOIP, called scalarization problems, repetitively. A scalarization is formulated by means of a real-valued scalarizing function of the objective functions of the BOIP, auxiliary scalar or vector variables and/or parameters [1].

There are several scalarizations proposed in the literature. The widely-used
ones are the weighted sum scalarization [2, 3], the \( \epsilon \)-constraint scalarization [4] and the (weighted) Chebyshev scalarization [5, 6]. Most of the current algorithms in the literature solve these scalarizations or their modifications repetitively to find the set of nondominated points. Commonly used ones are the perpendicular search and the \( \epsilon \)-constraint algorithm, which are based on weighted sum scalarization and \( \epsilon \)-constraint scalarization, respectively [7, 4, 8]. Examples of algorithms using weighted Chebyshev scalarizations are proposed by [9] and [10], where a modified version of the scalarization is used. There are also two-phase algorithms, which generate supported nondominated points in the first phase and find the unsupported nondominated points by exploring the triangles defined by two consecutive supported nondominated points in the second phase [11, 12]. Recently, the balanced box algorithm is proposed by [13] and a two-stage algorithm which combines the balanced box and \( \epsilon \)-constraint algorithms is discussed by [14].

We propose an exact algorithm that finds the whole set of nondominated points to biobjective integer programming problems by searching predefined areas in the objective space. The algorithm is based on Pascoletti-Serafini scalarization [15], which has two parameters: a direction vector and a reference point. We adapt this scalarization model for biobjective integer programming settings and develop different variants of the algorithm by changing the selection rules of these parameters. In particular, we consider two different ways of selecting the reference point and three different ways of selecting the direction parameter. We compare these variants with respect to number of (mixed) integer programming problems solved and solution time. We also test the performances of the variants under time limit and report on the representativeness of the obtained solution sets using the (scaled) coverage error [16, 17]. Also, we compare the prominent variants with balanced box algorithm with respect to the number of integer programming problems solved.

The rest of this thesis is as follows. In Chapter 2, we give the preliminaries and the problem definition. In Chapter 3, we review the literature. In Chapters 4 and 5, we explain the base algorithm and its variants, respectively. We test the performances of the algorithm and report the results of our experiments in Chapter 6. We conclude our discussion in Chapter 7.
Chapter 2

Problem Definition and Preliminaries

In this chapter, we define biobjective integer programming problem (BOIP) and introduce some notations related to BOIP to facilitate presentation and discussion of other chapters.

A general biobjective integer programming problem is formulated as

\[ \text{“min”} \{ z = (z_1(x), z_2(x)) \mid x \in \mathcal{X} \subset \mathbb{Z}^n \} , \]

where \( z_i(x), i = 1, 2 \) are integer-valued objective functions. The set \( \mathcal{X} \) represents the feasible set in the decision space and the set \( \mathcal{Y} := z(\mathcal{X}) \) represents the feasible set in the objective/criterion space.

Throughout the thesis, the following notation is used, for \( z^1, z^2 \in \mathbb{Z}^2 \):

\[
\begin{align*}
z^1 \leq z^2 & \iff z_i^1 \leq z_i^2, \forall i, \\
z^1 \preceq z^2 & \iff z^1 \leq z^2 \text{ and } z^1 \neq z^2, \\
z^1 < z^2 & \iff z_i^1 < z_i^2, \forall i.
\end{align*}
\]

Also, \( \mathbb{R}^2_\geq := \{ z \in \mathbb{R}^2 \mid z \geq 0 \} \), \( \mathbb{R}^2_\succ := \{ z \in \mathbb{R}^2 \mid z \succ 0 \} \).

A feasible outcome \( z(x) \in \mathcal{Y} \) is dominated by \( z(x') \in \mathcal{Y} \) or \( z(x') \) dominates \( z(x) \).
$z(x)$, if $z(x') \leq z(x)$. If $z(x') < z(x)$, then $z(x')$ strictly dominates $z(x)$. If there exists no $z(x')$ that (strictly) dominates $z(x)$, then $z(x)$ is (weakly) nondominated and $x$ is (weakly) efficient.

An efficient solution $x'$ is a supported efficient solution, if it is an optimal solution of the following problem

$$\min \{ \mu z_1(x) + (1 - \mu) z_2(x) \mid x \in X \},$$

where $0 < \mu < 1$. Then, $z(x')$ is a supported nondominated point. Also, if an efficient solution $x'$ is not supported, then it is unsupported efficient solution and $z(x')$ is an unsupported nondominated point. The set of all weakly nondominated, nondominated and supported nondominated points are denoted by $N_w$, $N$ and $N_s$, respectively.

In order to illustrate the definitions provided above, we consider an example where the feasible set in the objective space $z(X) = \{a, b, c, d, e, f, g, h, i\}$ is given as in Figure 2.1.

![Figure 2.1: An example setting](image)

For this example, $N_w = \{a, b, c, d, e, f, h, i\}$, $N = \{a, b, c, d, e, f, i\}$, $N_s = \{a, b, d, f, i\}$.
Two specific points defined in the objective space are the ideal point and the nadir point. For \((P)\) the ideal point is

\[ s^0 := \left( \min_{x \in \mathcal{X}} z_1(x), \min_{x \in \mathcal{X}} z_2(x) \right) \]

and the nadir point is

\[ u^0 := \left( \max_{z \in \mathcal{N}} z_1, \max_{z \in \mathcal{N}} z_2 \right). \]

Another important concept that will be used throughout the thesis is the lexicographic optimization concept. It can be denoted as follows for \((P)\):

\[
\text{lexmin}\{ z_i(x), z_j(x) \mid x \in \mathcal{X} \},
\]

where \(i, j \in \{1, 2\} \text{ and } i \neq j.\)

Solving (2.1) requires solving two optimization problems in sequence. It starts with minimizing the \(i^{th}\) objective, that is, one solves

\[
\min\{ z_i(x) \mid x \in \mathcal{X} \}.
\]

Let an optimal solution of the problem be \(x'\). The procedure continues with solving the following problem

\[
\min\{ z_j(x) \mid x \in \mathcal{X}, z_i(x) = z_i(x') \}.
\]

An optimal solution of the second model is an optimal solution to (2.1).
Chapter 3

Literature Review

The reduction of a biobjective optimization problem to a single objective optimization problem that is solved repeatedly to find the set of nondominated points is called scalarization. There are two important properties of a scalarization model: whether it allows you to find the whole set of nondominated points by changing the parameters of the model and whether the solution found by solving it is guaranteed to be efficient or only weakly efficient. Note that, these depend on the structure of the BOIP considered.

Many algorithms that are proposed to find the set of nondominated points of a BOIP utilize these scalarization models. In the following two sections, we briefly review the literature related to scalarization models and the algorithms that use these models to solve BOIP problems.

3.1 Scalarization Models

There are several scalarization models proposed in the literature. We discuss the mostly used ones in BOIP settings.
3.1.1 The Weighted Sum Scalarization

One of the well known scalarizations is the weighted sum scalarization [2, 3]. The model is given by

$$\min \{ \mu z_1(x) + (1 - \mu)z_2(x) \mid x \in X \},$$

(3.1)

where $0 < \mu < 1$.

**Lemma 1.** [1] An optimal solution of (3.1) is an efficient solution. If $x'$ is a supported efficient solution of (P), then there exists $\mu > 0$ such that $x'$ is an optimal solution of (3.1).

**Remark 1.** The weighted sum scalarization can not find any unsupported non-dominated point which follows from the definition of unsupported nondominated points.

Consider point $e$ in Figure 2.1, which is an unsupported nondominated point, can not be an optimal solution to a weighted sum scalarization.

3.1.2 The $\epsilon$-Constraint Scalarization

The $\epsilon$-constraint scalarization is one of the prominent scalarizations used for BOIP [4]. While one of the two objectives is retained as objective, the other one is used in constraint of the model which is

$$\min \{ z_i(x) \mid x \in X, z_j(x) \leq \epsilon, j \neq i \},$$

(3.2)

where $i \in \{1, 2\}$. A detailed discussion can be found in [18].

**Lemma 2.** [18] An optimal solution of (3.2) is weakly efficient. If $x'$ is an efficient solution of (P), then there exists $\epsilon$ such that $x'$ is an optimal solution of (3.2).
The augmented $\epsilon$-constraint [19] can be considered to guarantee that the solutions obtained are efficient. It is given by

$$\min \left\{ z_i(x) + \mu z_j(x) \mid x \in X, \ z_j(x) \leq \epsilon, \ j \neq i \right\}, \quad (3.3)$$

where $\mu > 0$ is a small number.

**Lemma 3.** [19] An optimal solution of (3.3) is efficient. If $x'$ is an efficient solution of $(P)$, then there exists $\epsilon$ and $\mu$ such that $x'$ is an optimal solution of (3.3).

### 3.1.3 The Weighted Chebychev Scalarization

The weighted Chebyshev scalarization [5] is as follows

$$\min \left\{ \max_i \mu_i (z_i(x) - s_i) \mid x \in X \right\}, \quad (3.4)$$

where $0 < \mu_1 < 1$, $\mu_2 = 1 - \mu_1$ and $s \in \mathbb{R}^2$ is a reference point such that $s_i < \min_{x \in X} z_i, \ i \in \{1, 2\}$.

**Lemma 4.** [20] An optimal solution of (3.4) is weakly efficient. If $x'$ is an efficient solution of $(P)$, then there exists $\mu > 0$ such that $x'$ is optimal for (3.4).

In order to guarantee that the solutions obtained are efficient, the augmented weighted Chebychev scalarization [6] can be considered. It is given by

$$\min \left\{ \max_i \mu_i \left( z_i(x) - s_i^0 \right) + \lambda \sum_{i=1}^{2} \left( z_i(x) - s_i^0 \right) \mid x \in X \right\}, \quad (3.5)$$

where $0 < \mu_1 < 1$, $\mu_2 = 1 - \mu_1$ and ideal point $s^0$ is the reference point.

**Lemma 5.** [6] If $\lambda > 0$, then an optimal solution of (3.5) is an efficient solution. If $x'$ is an efficient solution of $(P)$, then there exists $\lambda > 0$ such that $x'$ is optimal for (3.5).
3.1.4 The Pascoletti and Serafini Scalarization

One of the prominent scalarization techniques is Pascoletti and Serafini scalarization [15]. It is given by the following scalar problem, which employs two parameters a reference point \( s \in \mathbb{R}^2 \) and direction \( d \in \mathbb{R}^2 \):

\[
\min \{ \rho \mid x \in \mathcal{X}, \ z(x) \leq s + \rho d, \rho \in \mathbb{R} \}. \tag{3.6}
\]

**Lemma 6.** [15] An optimal solution of (3.6) is weakly efficient. If \( x' \) is an efficient solution of \((P)\), then there exists \( s \) and \( d \) such that \( x' \) is optimal for (3.6).

One can modify the above model to ensure that the solution obtained is an efficient solution. One modification was proposed by Akbari et al. [21], namely the Modified Pascoletti-Serafini scalarization. The scalarization model is as follows:

\[
\min \{ \rho - \sum_{i=1}^{2} \mu a_i \mid x \in \mathcal{X}, \ z(x) \leq s + \rho d - a, \rho \in \mathbb{R}, \ a \in \mathbb{R}^2 \geq \}, \tag{3.7}
\]

where \( \mu > 0 \).

**Lemma 7.** [21] If \( \mu > 0 \), an optimal solution of (3.7) is an efficient solution. If \( x' \) is an efficient solution of \((P)\), then there exists \( \mu \geq 0 \), \( s \in \mathbb{R}^2 \) and \( d \in \mathbb{R}^2 \geq \) such that \( x' \) is optimal for (3.7).

**Remark 2.** Note that some of the scalarizations guarantee finding a weakly efficient solution rather than an efficient one. We see that there are modified versions of these models which guarantee finding an efficient solution. Instead of these modified models one can also solve a second stage model [10].

### 3.2 Algorithms

The algorithms differ with respect to the scalarization employed and not all of them find the set of all nondominated points \( \mathcal{N} \). In this section, we present some of the algorithms by categorizing according to the scalarization and indicate the what kind of set it provides.
3.2.1 Algorithms using the Weighted Sum Scalarization

3.2.1.1 The Perpendicular Search

The perpendicular search algorithm [7] divides the objective space into boxes and explores them by solving a variation of the weighted sum scalarization. Each box is defined by two nondominated points and generic box is denoted as $[z^a, z^b] := \{ z \in \mathbb{R}^2 \mid z_1^a \leq z_1 \leq z_1^b, z_2 \leq z_2^b \leq z_2 \}$, where $z^a$ and $z^b$ are nondominated points. Each box is added to a set $B$, which is a collection of boxes to be explored in the following iterations.

The main steps of the algorithm can be seen below:

(S0) Solve $\text{lexmin} \{ z_1(x), z_2(x) \mid x \in X \}$ and $\text{lexmin} \{ z_2(x), z_1(x) \mid x \in X \}$. Let optimal solutions be $x', x''$ and define $z^1 := z(x'), z^2 := z(x'')$, respectively. Initialize the set of nondominated points as $N := \{ z^1, z^2 \}$ and the set of boxes to be explored as $B := \{ [z^1, z^2] \}$. Set $\mu_1 > 0, \mu_2 > 0, 0 < \epsilon < 1$.

(S1) Consider $[z^a, z^b] \in B$.

Solve $\min \{ \mu_1 z_1(x) + \mu_2 z_2(x) \mid x \in X, z_1(x) \leq z_1^b - \epsilon, z_2(x) \leq z_2^b - \epsilon \}$.

(S2) $B \leftarrow B \setminus \{ [z^a, z^b] \}$.

If the problem is feasible, let an optimal solution be $x'$ and $z' := z(x')$, $N' := N \cup \{ z' \}$, $B \leftarrow B \cup \{ [z^a, z'], [z', z^b] \}$.

(S3) If $B = \emptyset$, stop. Otherwise, go to (S1).

Note that the constraints that are added to the weighted sum scalarization allow us to find unsupported nondominated points besides supported nondominated points, hence it is possible to find all nondominated points by this algorithm.

In the literature, there is a variation of the perpendicular search algorithm, which is called the binary search algorithm [22]. It solves the same scalarization
problem in (S1) by specifying the coefficients $\mu_1$ and $\mu_2$ as $\mu_1 = z_2^1 - z_2^2$, $\mu_2 = z_1^2 - z_1^1$ instead of fixing them at the beginning, and keeping the other steps the same.

3.2.1.2 Two-Phase

Two-phase algorithms have been used various studies in the literature [11, 12]. In the first phase, supported nondominated points are generated by using weighted sum scalarization. The second phase is used to find the unsupported nondominated points by exploring the triangles defined by two consecutive supported nondominated points in the objective space. In this phase, lower bounds, upper bounds etc. are usually employed to not return the nondominated points found before.

3.2.2 The Algorithm using the $\epsilon$-Constraint Scalarization

The $\epsilon$-constraint algorithm is initialized by finding one of the corner points of the objective space, the best nondominated point according to the first or the second objective. Then, it finds the nondominated points iteratively, by moving from the already found corner point to the other corner point.

The main steps of the algorithm can be seen below:

(S0) Solve $\text{lexmin}\{z_1(x), z_2(x) \mid x \in \mathcal{X}\}$, let an optimal solution be $x'$, and define $z^1 := z(x')$. $\mathcal{N} := \{z^1, z^2\}$.

(S1) $\epsilon = z_2(x') - 1$. Solve $\text{lexmin}\{z_1(x), z_2(x) \mid x \in \mathcal{X}, z_2(x) \leq \epsilon\}$.

(S2) If it is infeasible, stop.

Otherwise, let an optimal solution be $x'$ and $z' := z(x')$, $\mathcal{N} \leftarrow \mathcal{N} \cup \{z'\}$, go to (S1).

Note that, it is possible to find all nondominated points by this algorithm.
Lemma 8. [8] The $\epsilon$-constraint algorithm solves at most $2|N|+1$ problems.

3.2.3 Algorithms using Weighted Chebychev Scalarization

One of the algorithms that uses the weighted Chebychev scalarization is proposed by Ralphs et al. [9]. This algorithm explores regions identified by two (weakly) nondominated points $z^a$, $z^b$ and denoted as $[z^a, z^b]$.

The main steps of the algorithm can be seen below:

(S0) Solve (3.4) for $\mu_1 = 1$ and $\mu_1 = 0$, let optimal solutions be $x', x''$ and define 
$z^1 := z(x'), z^2 := z(x'')$, respectively. $N_w := \{z^1, z^2\}$ $B := \{[z^1, z^2]\}$.

(S1) Consider $[z^a, z^b] \in B$, set $\mu_1 = (z_2^a - s_2^0)/(z_2^a - s_2^0 + z_1^b - s_1^0)$, $B \leftarrow B \setminus \{[z^a, z^b]\}$.
Solve (3.4), let optimal solution be $x'$ and define $z' := z(x')$.
If $z' \neq z^a$ or $z' \neq z^b$, $N_w \leftarrow N_w \cup \{z'\}$, $B \leftarrow B \cup \{[z^a, z'], [z', z^b]\}$.

(S2) If $B = \emptyset$, stop. Otherwise, go to (S1).

Note that, this algorithm returns a subset of $N_w$ that contains $N$, so a post processing step is required to determine $N$.

3.2.4 The Balanced Box algorithm

The balanced box algorithm [13] divides the objective space into boxes which is defined by two points in the objective space and denoted as $[z^a, z^b] := \{z \in \mathbb{R}^2 | z_1^a \leq z_1 \leq z_2^b, z_2^b \leq z_2 \leq z_2^a\}$, where $z^a, z^b \in \mathcal{Y}$.

The main steps of the algorithm can be seen below:

(S0) Solve $\text{lexmin}\{z_1(x), z_2(x) \mid x \in \mathcal{X}\}$ and $\text{lexmin}\{z_2(x), z_1(x) \mid x \in \mathcal{X}\}$ let
optimal solutions be \(x', x''\) and define \(z^1 := z(x')\), \(z^2 := z(x'')\), respectively. 
\(\mathcal{N} := \{z^1, z^2\}\), \(\mathcal{B} := \{[z^1, z^2]\}\), and set \(0 < \epsilon < 1\).

(S1) Consider \([z^a, z^b] \in \mathcal{B}\).

Split \([z^a, z^b]\) horizontally into two boxes \([z^a, z^a']\) and \([z^b', z^b]\) where 
\(z^a' = (z^1_a, (z^1_a + z^2_a)/2)\) and \(z^b' = (z^1_a, (z^1_a + z^2_a)/2)\), \(\mathcal{B} ← \mathcal{B} \cup \left([z^a, z^a'], [z^b', z^b]\right)\), \(\mathcal{B} ← \mathcal{B} \setminus \{[z^a, z^b]\}\).

(S2) Solve \(\text{lexmin}\{z_1(x), z_2(x) \mid x ∈ \mathcal{X}, z(x) ∈ [z^b', z^b]\}\), let an optimal solution be \(x'\) and \(z' := z(x')\).

If \(z' ≠ z^b\), update \([z^b', z^b]\) as \([z', z^b]\) and \([z^a, z^a']\) by setting \(z^a' = (z_1' - \epsilon, (z_2^a + z_2^b)/2)\), \(\mathcal{N} ← \mathcal{N} \cup \{z'\}\).

Otherwise, \(\mathcal{B} ← \mathcal{B} \setminus \{[z^b', z^b]\}\).

(S3) Solve \(\text{lexmin}\{z_2(x), z_1(x) \mid x ∈ \mathcal{X}, z(x) ∈ [z^a, z^a']\}\), let an optimal solution be \(x^*\) and \(z^* := z(x^*)\).

If \(z^* ≠ z^a\), update \([z^a, z^a]\) as \([z^a, z^*]\), \(\mathcal{N} ← \mathcal{N} \cup \{z^*\}\).

Otherwise, \(\mathcal{B} ← \mathcal{B} \setminus \{[z^a, z^a]\}\).

(S4) If \(\mathcal{B} = \emptyset\), stop. Otherwise, go to (S1).

Note that searching the box \([z^a, z^a']\) \(([z^b', z^b])\) returns \(z^a\) \((z^b)\) if and only if it is the only nondominated point in \([z^a, z^a']\) \(([z^b', z^b])\). Also, note that it is possible to find all nondominated points by this algorithm.

**Lemma 9.** [13] The balanced box algorithm solves at most 3 \(|\mathcal{N}|\) problems.

[14] propose a two-stage algorithm which combines the balanced box and \(\epsilon\)-constraint algorithms. In the first stage, it uses the balanced box and generates some nondominated points in different portions of the objective space. Then, at one point it switches to the second stage and uses \(\epsilon\)-constraint algorithm to find rest of the nondominated points. Combining \(\epsilon\)-constraint algorithm with balanced box algorithm reduces the number of problems solved.

Note that, the time of the switch has a significant impact on the performance of the algorithm, hence the authors determine an ideal switch time.
Lemma 10. [14] The two-stage algorithm with ideal switch solves at most $\lceil 2.5|N| \rceil$ problems.

We propose another algorithm which using Pascoletti and Serafini scalarization in the next chapter.
Chapter 4

An Exact Algorithm for BOIP Problems

In this chapter, we explain the algorithm that is proposed for BOIP problems. Our aim is to generate all nondominated points of problem \((P)\).

The general idea of the algorithm can be described as follows. It divides the objective space into boxes and at each iteration it explores one of them by solving a Pascoletti-Serafini scalarization problem to find a (weakly) nondominated point. In order to ensure that the point is nondominated in the strict sense, an extra model(s) is(are) solved. Then, the explored box is discarded and two new boxes are defined to be explored in the next iterations. The algorithm continues until there are no boxes to explore.

In order to clarify the algorithm, first we explain initialization, and give some necessary details about the initial box. Then, we clarify the main loop.

The initialization step starts with defining the sets, \(\mathcal{N}\) and \(\mathcal{B}\) to represent the set of nondominated points and boxes to be investigated, respectively. Then, to determine the initial box that contains all nondominated points first, the following
The lexicographic problem

\[
\text{lexmin}\{ z_1(x), z_2(x) \mid x \in X \}
\]

is solved and the nondominated point which is at the upper left-hand corner of the objective space of the problem \((P)\) is found. Let the nondominated point be \(t^0\). Next, the following lexicographic problem

\[
\text{lexmin}\{ z_2(x), z_1(x) \mid x \in X \}
\]

is solved and the nondominated point at the bottom right-hand corner of the objective space is found. Let the nondominated point be \(p^0\). Notice that, two outer corner nondominated points of the objective space \(t^0\) and \(p^0\) define the ideal point \(s^0\), such that \(s^0 = (t^0_1, p^0_2)\) and these three points define a sufficiently large box that includes all nondominated points, where the first component of \(p^0\), \(p^0_1\) is an upper bound for the first objective and the second component of \(t^0\), \(t^0_2\) is an upper bound for the second objective, see Figure 4.1 for the illustration of the initial box.

![Figure 4.1: Initial box](image)

To find all nondominated points, this box is need to be searched so it is added to set \(\mathcal{B}\) to be searched in the first iteration. Throughout the algorithm, a box is defined by three points in the objective space, namely starting point \(s\), the nondominated point \(t\) which defines the first component of the starting point and
the nondominated point $p$ which defines the second component of the starting point, and denoted as follows

$$b = b(s, p, t) := \{ y \in \mathbb{R}^2 \mid s_1 \leq y_1 \leq p_1, s_2 \leq y_2 \leq t_2 \}.$$ 

After the initialization step which defines the initial box, the algorithm continues with the main loop. At an arbitrary iteration, a box $b(s^b, p^b, t^b)$ from set $B$ is selected. Then, the following optimization problem is solved to search the box,

$$\min \{ \rho \mid x \in \mathcal{X}, z(x) \leq s^b + \rho d, z_1(x) \leq p^b_1 - \epsilon, z_2(x) \leq t^b_2 - \epsilon \} \quad (R(b, d))$$

where $d$ is a direction vector set to $d = [1, 1]$ and $\epsilon > 0$ is a sufficiently small number. The last two constraints are added to prevent finding the nondominated points $p^b$ and $t^b$, which are already found in the previous iterations. See Figure 4.2 for the illustration of the constraints. Thus, if this problem is infeasible, then there is no nondominated point other than $p^b$ and $t^b$ in the box. Otherwise, let the optimal solution of the $(R(b, d))$ be $(\rho^b, x^b)$ and the corresponding (weakly) nondominated point be $n^b := z(x^b)$. Note that $\rho^b$ is the step size and defines the point $y^b := s^b + \rho^b d$ which has at least one common component with $n^b$. Since the scalarization only guarantees that $n^b$ is weakly nondominated, the following problem(s) is(are) solved to ensure that a nondominated point is found. If the first components of $y^b$ and $n^b$ are equal ($n^b_1 = y^b_1$) then,

$$\min \{ z_2(x) \mid x \in \mathcal{X}, z_1(x) = z_1(x^b) \} \quad (P_1(x^b))$$

is solved and, if second components are equal ($n^b_2 = y^b_2$) then,

$$\min \{ z_1(x) \mid x \in \mathcal{X}, z_2(x) = z_2(x^b) \} \quad (P_2(x^b))$$

is solved. Let the solutions of $(P_1(x^b))$ and $(P_2(x^b))$ be $x^1$ and $x^2$, respectively and $n^1 := z(x^1)$ and $n^2 := z(x^2)$ be the corresponding points in the objective space. If only $(P_1(x^b))$ is solved, then $n^1$ is added to $\mathcal{N}$ and let $n^2$ is set to $n^b$. Symmetrically, if only $(P_2(x^b))$ is solved, then $n^2$ is added to $\mathcal{N}$ and let $n^1$ is set to $n^b$. Notice that if both $(P_1(x^b))$ and $(P_2(x^b))$ are solved, it is possible to find two nondominated points $n^1$ and $n^2$ in the same iteration. In this case, both $n^1$
and \( n^2 \) are added to \( \mathcal{N} \). See Figure 4.3, 4.4, and 4.5 for illustrations of these cases.

After a nondominated point(s) is(are) found, it is known that its(their) dominated and dominating regions can not contain any nondominated points. Hence, these regions are excluded and the box \( b(s^b, p^b, t^b) \) is split into two boxes using \( n_1 \) and \( n_2 \). Let the starting point for the first new box be \( s^1 \), given by \( s^1 := (n_1, p^b_2) \). So, the first box is formed as \( b(s^1, p^b, n^1) \) where \( p^b \) is an upper bound for the first objective and \( n^1 \) is an upper bound for the second objective. Let the starting point for the second new box be \( s^2 \), given by \( s^2 := (t^b_1, n^2_2) \). Then, the second box is formed as \( b(s^2, n^2, t^b) \). See Figure 4.6, 4.7, 4.8, 4.9, and 4.10 for the illustrations of the newly formed boxes for different cases.

Finally, we avoid searching boxes which can not have any new nondominated points, by taking the advantage of the integrality of the problem \((P)\), and the structure of a box. That is, the boxes which do not satisfy \( p^b_1 - s^b_1 > 1 \) and \( t^b_2 - s^b_2 > 1 \) are eliminated since they can not include any nondominated points other than \( p^b \) and \( t^b \). After new boxes are defined and their sizes are checked to make sure that they can include nondominated points, they are added to set \( \mathcal{B} \) to search in the next iterations. Then, the searched box \( b(s^b, p^b, t^b) \) is removed.
Figure 4.3: Only $P_1(x^b)$ is solved

Figure 4.4: Only $P_2(x^b)$ is solved

Figure 4.5: Both $P_1(x^b)$ and $P_2(x^b)$ are solved
Figure 4.6: \((P_1(x^b))\) and \((P_2(x^b))\) are solved, \(n^1\) and \(n^2\) are found as nondominated points from the set \(B\). The algorithm repeats the steps which are introduced above until there is no box in \(B\).
Figure 4.7: $(P_1(x^b))$ and $(P_2(x^b))$ are solved, $n^1$ is found as a nondominated point and $n^2$ is set to $n^b$.

Figure 4.8: $(P_1(x^b))$ and $(P_2(x^b))$ are solved, $n^2$ is found as a nondominated point and $n^1$ is set to $n^b$.

Figure 4.9: $(P_1(x^b))$ is solved, $n^1$ is found as a nondominated point and $n^2$ is set to $n^b$.

Figure 4.10: $(P_2(x^b))$ is solved, $n^2$ is found as nondominated point and $n^1$ is set to $n^b$. 
Algorithm 1: The Proposed Algorithm for BOIP

Input: Image of feasible set, given by some problem formulation
Output: \( \mathcal{N} \): set of nondominated solutions

1 Initialization

(I1) \( d = [1, 1], \epsilon < 1, \alpha = 1, k = 0 \)

(I2) Solve \( \text{lexmin}\{z_1(x), z_2(x)|x \in \mathcal{X}\} \) to find the nondominated point \( t^0 \)

(I3) Solve \( \text{lexmin}\{z_2(x), z_1(x)|x \in \mathcal{X}\} \) to find the nondominated point \( p^0 \)

(I4) \( \mathcal{N} = \{t^0, p^0\}, s^0 = (t_1^0, p_2^0), \mathcal{B} = \{b(s^0, p^0, t^0)\} \)

2 MainLoop

while \( \mathcal{B} \) is not empty do

Let \( b(s^b, p^b, t^b) \in \mathcal{B} \) and solve \( R(b, d) \)

if \( R(b, d) \) is feasible then

\( y^b = s^b + \rho^b \cdot d \)

\( n^b = z(x^b) \)

if \( y_1^b = n_1^b \) then

Solve \( P_1(x^b) \)

\( n^1 = z(x^1) \)

else

\( n^1 = n^b \)

if \( y_2^b = n_2^b \) then

Solve \( P_2(x^b) \)

\( n^2 = z(x^2) \)

else

\( n^2 = n^b \)

\( s^1 = (n_1^1, p_2^b) \quad \triangleright \text{first box } b(s^1, p^b, n^1) \)

\( s^2 = (t_1^b, n_2^2) \quad \triangleright \text{second box } b(s^2, n^2, t^b) \)

if \( p_1^b - s_1^1 > \alpha \) and \( n_2^1 - s_1^1 > \alpha \) then

\( \mathcal{B} \leftarrow \mathcal{B} \cup \{b(s^1, p^b, n^1)\} \)

if \( n_1^2 - s_1^2 > \alpha \) and \( t_2^b - s_2^2 > \alpha \) then

\( \mathcal{B} \leftarrow \mathcal{B} \cup \{b(s^2, n^2, t^b)\} \)

if \( n_1^2 < n_2^b \) then

\( \mathcal{N} \leftarrow \mathcal{N} \cup \{n^1\} \)

if \( n_2^1 < n_1^b \) then

\( \mathcal{N} \leftarrow \mathcal{N} \cup \{n^2\} \)

if \( n_2^2 \geq n_1^b \) and \( n_1^2 \geq n_1^b \) then

\( \mathcal{N} \leftarrow \mathcal{N} \cup \{n^b\} \)

\( \mathcal{B} \leftarrow \mathcal{B} \setminus \{b(s^b, p^b, t^b)\} \)

\( \triangleright \)
Proposition 4.0.1. Algorithm 1 solves $(3N + C - 3C_2 - E - 1)$ integer programs, where $N = |\mathcal{N}|$ is the number of nondominated points, $C$ is the number of cases where $(y^b = n^b)$, $C_2$ is the number of sub-cases that two nondominated points are found and $E$ is the number of eliminated boxes using the elimination rule.

Proof. The following expression, parts $(a) - (g)$ of which will be explained in detail, shows the number of models solved:

$$(4) + (1) + (2C_2) + 2(N - 2 - 2C_2) + (N - 2) + (C - C_2) - E$$

At the beginning of Algorithm 1, two lexicographical minimization problems are solved to find $t^0$ and $p^0$ (a) and one $(R(b,d))$ problem is solved to search the initial box (b). $2C_2$ points are found in $C_2$ number of cases ($n = y$ and two solutions are found), each of these points lead to a new box, hence a new $(R(b,d))$ model (c). For the rest of the nondominated points, $(N - 2C_2 - 2)$, each point results in two new boxes (and hence two $(R(b,d))$ models to be solved) (d). As for the $P$ models: $N-2$ points are found by solving a single second stage model (either $(P_1(x^b))$ or $(P_2(x^b))$) (e). Moreover, when $y = n$ and only a single nondominated point is found (in $C - C_2$ number of iterations), we solve an extra $(P_1(x^b))$ or $(P_2(x^b))$, which does not yield a new point (f). Finally, $E$ boxes are eliminated, avoiding the $(R(b,d))$ models that would otherwise have been solved (g).
Chapter 5

Variants of the Benson type Algorithm

In this section, we propose variants of the proposed algorithm (Algorithm 1), which are based on the same principals of the original algorithm however differ with respect to the direction and box definition. Table 5.1 summarizes the variants of the algorithm. The first letter of abbreviations refer to the direction option and the last letter refers to box definition. For example, the original algorithm uses a fixed direction vector and defines the boxes using nondominated points, hence will be referred as FDN (Fixed Direction Nondominated).

Recall that in the original algorithm we set $d = [1, 1]$ and use nondominated points to define boxes. The first set of variants (FDN, CDN, and NDN) keep the box definition the same but use different direction vectors. We then obtain variants (FDY, CDY, and NDY) by changing the box definition and use point $y^b$ instead of $n^b$. First, we introduce the ones that use different direction vectors, then explain the others that use different box definitions.
Table 5.1: The variants of the algorithm

<table>
<thead>
<tr>
<th>Variants</th>
<th>Box Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direction</td>
<td></td>
</tr>
<tr>
<td>Fixed</td>
<td>Algorithm 1 (FDN)</td>
</tr>
<tr>
<td></td>
<td>CDN</td>
</tr>
<tr>
<td>Changing</td>
<td></td>
</tr>
<tr>
<td>Nadir</td>
<td>NDN</td>
</tr>
</tbody>
</table>

5.1 Direction Based Variants

The first variant which use different direction vectors is CDN, it is formed by customizing direction \( d \) in each box \( b \) as follows: \( d^b = u^b - s^b \), where \( u^b = (p^b_1, t^b_2) \), (see Figure 5.1). Also, line 4 in Algorithm 1 changes as follows:

\[
\text{[Let } b(s^b, p^b, t^b) \in B \text{ and } d^b = u^b - s^b, \text{ solve } R(b, d^b)\].
\]

The rest of the algorithm is the same as FDN.

![Figure 5.1: \( u^b \) and \( d^b \) for the box \( b(s^b, p^b, t^b) \)]

In the second variant of the first set, NDN, we set direction \( d \) in each box \( b \) towards to the nadir point, \( u^0: d^b = u^0 - s^b \). It only differs in line 4 in Algorithm 1 as follows:

\[
\text{[Let } b(s^b, p^b, t^b) \in B \text{ and } d^b = u^0 - s^b, \text{ solve } R(b, d^b)\].
\]
5.2 Box Definition Based Variants

FDY differs from FDN in how the boxes are defined. The idea is to define the newly occurred boxes in the smallest possible way. In order to do that, instead of using $n^b$, $y^b = s^b + \rho^bd$ is taken into account to define newly occurred boxes. The procedure is as follows. If only $(P_1(x^b))$ is solved (see lines 8-12), then $n^1$ is found as nondominated point and $n^2$ is set to $y^b$. Symmetrically, if only $(P_2(x^b))$ is solved (see lines 13-17), then $n^2$ is found as nondominated point and $n^1$ is set to $y^b$. Then, the first box is defined as $b(s^1, p^b, n^1)$ and second box is defined as $b(s^2, n^2, t^b)$ as before. To distinguish the variants compare Figures 4.9, 4.10 with Figures 5.2, 5.3.

Note that in this variant the elimination rule has to change since in a box $b(s^b, p^b, t^b)$, $p^b$ and $t^b$ are not necessarily nondominated points. Hence, different from FDN, even the boxes which satisfy $p^b_1 - s^b_1 = 1$ or $t^b_2 - s^b_2 = 1$ can contain new nondominated points. We modify the elimination rule accordingly: we eliminate the boxes which do not satisfy $p^b_1 - s^b_1 \geq 1$ and $t^b_2 - s^b_2 \geq 1$.

The variant CDY is formed by adopting customized direction definition of CDN (see line 4 of CDN) and the box definition and elimination rule of variant FDY (see lines 12, 17, 20, 22 of Algorithm 2).
Algorithm 2: FDY

**Input**: Image of feasible set, given by some problem formulation

**Output**: \( \mathcal{N} \): set of nondominated solutions

1. **Initializations**

2. **MainLoop**
   
   while \( \mathcal{B} \) is not empty do

   3. Let \( b(s^b, p^b, t^b) \in \mathcal{B} \) and solve \( R(b, d) \)

   4. if \( R(b, d) \) is feasible then

   5. \( y^b = s^b + \rho^b \cdot d \)

   6. \( n^b = z(x^b) \)

   7. if \( y_1^b = n_1^b \) then

   8. Solve \( P_1(x^b) \)

   9. \( n_1^b = z(x_1^b) \)

   else

   10. \( n_1^1 = y^b \)

   11. if \( y_2^b = n_2^b \) then

   12. Solve \( P_2(x^b) \)

   13. \( n_2^b = z(x_2^b) \)

   else

   14. \( n_2^2 = y^b \)

   15. \( s^1 = (n_1^1, p^b_2) \) \hspace{1cm} \( \triangleright \) first box \( b(s_1^1, p^b, n_1^b) \)

   16. \( s^2 = (t_1^b, n_2^2) \) \hspace{1cm} \( \triangleright \) second box \( b(s_2^2, n_2^b, t^b) \)

   17. if \( p_1^b - s_1^b \geq \alpha \) and \( n_1^1 - s_1^b \geq \alpha \) then

   18. \( \mathcal{B} \leftarrow \mathcal{B} \cup \{b(s_1^1, p^b, n_1^b)\} \)

   19. if \( n_1^1 - s_1^b \geq \alpha \) and \( t_1^b - s_2^2 \geq \alpha \) then

   20. \( \mathcal{B} \leftarrow \mathcal{B} \cup \{b(s_2^2, n_2^b, t^b)\} \)

   ... 

In NDY, we use customized direction definition of NDN (see line 4 of NDN) and the box definition and elimination rule of variant FDY (see lines 12, 17, 20, 22 of Algorithm 2).
Chapter 6

Computational Experiments

We examined the performances of the algorithms by testing them on two sets of problem instances that are used in previous studies in the literature \(^1\). Both sets contain four classes, (A, B, C, D), each with five instances. The first set consists of knapsack problem (KP) instances with 375 (A), 500 (B), 625 (C), and 750 (D) variables. The second set consists of biobjective assignment problem (AP) instances with 200 × 200 (A, B), and 300 × 300 (C, D) binary variables.

KP instances are 0-1 knapsack problem instances. In these problems we are given a set of items, each with a weight and a value. The problem is determining which items to include in a collection so that the total weight is less than or equal to a given limit and the total value is as large as possible.

Let there be \(n\) distinct items. Let \(v_i\) and \(w_i\) be the value and weight of item \(i\), respectively and \(W\) be the weight limit. The mathematical model is as follows:

\[
\begin{align*}
\text{max} & \quad \sum_{i=1}^{n} v_i x_i \\
\text{s.t} & \quad \sum_{i=1}^{n} w_i x_i \leq W
\end{align*}
\]

\(^1\)http://hdl.handle.net/1959.13/1036183
where \( x_i = \begin{cases} 
1, & \text{if } i^{th} \text{ item is placed into knapsack} \\
0, & \text{otherwise.} 
\end{cases} \)

In a setting with a number of tasks that have to be performed by a set of agents, the assignment problem determines which task will be assigned to which agent such that the total assignment cost is minimum.

Let there be \( n \) tasks and \( n \) agents, and let \( c_{ij} \) be the cost of assigning \( j^{th} \) task to \( i^{th} \) agent. The mathematical model is as follows:

\[
\begin{align*}
\min & \quad \sum_{i=1}^{n} \sum_{j=1}^{n} c_{ij}x_{ij} \\
\text{s.t} & \quad \sum_{i=1}^{n} x_{ij} = 1, \quad j = 1, 2, \ldots, n \\
& \quad \sum_{j=1}^{n} x_{ij} = 1, \quad i = 1, 2, \ldots, n
\end{align*}
\]

where \( x_{ij} = \begin{cases} 
1, & \text{if } i^{th} \text{ agent is assigned } j^{th} \text{ task} \\
0, & \text{otherwise.} 
\end{cases} \)

The algorithms are coded in C++ and all mixed integer programming models are solved using CPLEX 12.6. All of the instances are run on a computer with Intel Xeon CPU E5-1650 3.6 GHz processor and 32 GB RAM. Computation times are given in central processing unit (CPU) seconds.

We first conduct preliminary experiments using class A of KP and AP sets, in which we compare all variants of the algorithms. The results are presented in Tables 6.1 and 6.2. In the tables, we show the average number of nondominated points in the first column. For each algorithm, the number of integer programming problems (\( \# \) IP), \( R(b,d) \) problems (\( \# \) \( R(b,d) \)), and \( P_1(x^b) \) or \( P_2(x^b) \) problems (\( \# \) \( P_i(x^b) \)) are reported. Besides, the overall time taken by the algorithms to find the set of all nondominated points (Run Time), time spent on solving \( R(b,d) \) problems (Time \( R(b,d) \)), and \( P_1(x^b) \) problems (Time \( P_i(x^b) \)) are reported. Furthermore, we state the average time needed to solve a single \( R(b,d) \) problem (Time / \( \# \) \( R(b,d) \)), and \( P_1(x^b) \) problem (Time / \( \# \) \( P_i(x^b) \)). Also, we
report the number of feasible (# Feasible) and infeasible (# Infeasible) \( R(b,d) \) problems and the number of cases where \( (y^b = n^b) \) \( (C) \), and the number of sub-cases that two nondominated points are found \( (C_2) \). Lastly, we report the number of eliminated boxes \( (E) \).

When we compare the algorithms which employ the same direction but differ in the box definition, i.e., \( *\text{DN} \) vs \( *\text{DY} \), we see that for the majority of the cases, the algorithms which use nondominated points \((*\text{DN})\) outperform the algorithms which use \( y^b \) \((*\text{DY})\) in both the total number of integer problems solved and in the total run time. Note that, an exception occurs for the algorithms NDN and NDY in Table 6.1. Besides, we observe that the number of \( R(b,d) \) problems and eliminated boxes are lower for the algorithms using the nondominated point \((*\text{DN})\) than the ones that are using \( y^b \) \((*\text{DY})\), except NDN and NDY in Table 6.1.

Furthermore, when we evaluate the algorithms which use the same box definition but differ in direction, i.e., \( \text{FD}* \), \( \text{CD}* \), and \( \text{ND}* \), we deduce that there is a descending order in the total number of integer programming problems solved from \( \text{FD}* \) to \( \text{ND}* \) in both tables. The only exception occurs in AP when the boxes are defined using \( y^b \). When we compare the run times, we see none of the variants is consistently the best across all settings, no order could be made.

As a result, for the algorithms which differ in box definition but employ the same direction, we observe that the algorithms using the nondominated point \((*\text{DN})\) yield better results than the ones that are using \( y^b \) \((*\text{DY})\). Based on this observation, we can say that partitioning a box using nondominated points is a better box defining strategy. So, we decide to focus on the algorithms which use nondominated points in their box definition.

When we compare FDN, CDN, and NDN, we see that none outperforms the others, so a ranking can not be obtained. It is also observed that the run times are not directly related with the number of integer programming problems solved in the sense that the algorithm with the minimum number of integer programming problems solved is not necessarily the one with the minimum run time. For
example, in Table 6.2, NDN solves the minimum number of integer programming problems but has the maximum run time. This may be because, although it solves less integer programming problems overall, it solves more $R(b,d)$ problems and on the average $R(b,d)$ problems require more CPU time to be solved compared to the $P_i(x^b)$ problems.

In addition, if we consider the run times, for KP instances, FDN is the best performer and it is closely followed by CDN (7% slower than FDN). Moreover, NDN is 16% slower than FDN. For AP instances, the best performer is NDN and it is followed by FDN (5% slower than NDN). Note that, the performance of CDN is the worst for the AP instances but it is close to the performance of FDN (7% slower than NDN). Overall, we see that the run time performances of FDN and CDN are close to each other. NDN is the worst in KP and the best in AP instances. However, the difference in the KP instances seen to be more significant.

We perform further preliminary experiments to analyze the algorithms FDN, CDN, and NDN in more detail. We run the algorithms with time restriction and assess the quality of the solutions returned, i.e., we measure the representativeness of the generated subset. For this purpose, we use a measure called coverage error [16]. Similar measures are used in the literature to measure representativeness, an example is the coverage gap measure used recently in [17]. Here we provide the definition as in [16], where Chebyshev metric is used. We also use the scaled coverage error measure which is defined similar to the scalar coverage gap measure that is introduced in [17].
### Table 6.1: Comparison of the Proposed Algorithms for class A of the set KP

<table>
<thead>
<tr>
<th>Class</th>
<th>Algorithm</th>
<th># IP</th>
<th># R(b, d)</th>
<th># P_i(x)</th>
<th>Run Time</th>
<th>Time R(b, d)</th>
<th>Time P_i(x)</th>
<th>Time / # R(b, d)</th>
<th>Time / # P_i(x)</th>
<th># Feasible</th>
<th># Infeasible</th>
<th>C</th>
<th>C_2</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>A:975.4</td>
<td>FDN</td>
<td>2541.20</td>
<td>1338.00</td>
<td>1199.20</td>
<td>838.06</td>
<td>663.60</td>
<td>173.68</td>
<td>0.50</td>
<td>0.14</td>
<td>966.00</td>
<td>72.00</td>
<td>233.20</td>
<td>7.40</td>
<td>595.00</td>
</tr>
<tr>
<td></td>
<td>FDN</td>
<td>2762.80</td>
<td>1569.80</td>
<td>1189.00</td>
<td>947.70</td>
<td>770.33</td>
<td>176.48</td>
<td>0.49</td>
<td>0.15</td>
<td>965.80</td>
<td>604.00</td>
<td>223.20</td>
<td>7.60</td>
<td>362.80</td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>2398.60</td>
<td>1351.00</td>
<td>1043.60</td>
<td>894.72</td>
<td>787.13</td>
<td>106.83</td>
<td>0.58</td>
<td>0.10</td>
<td>971.00</td>
<td>380.00</td>
<td>72.60</td>
<td>2.40</td>
<td>592.00</td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>2512.60</td>
<td>1347.60</td>
<td>973.40</td>
<td>974.72</td>
<td>976.52</td>
<td>141.74</td>
<td>0.67</td>
<td>0.14</td>
<td>973.40</td>
<td>374.20</td>
<td>0.20</td>
<td>0.00</td>
<td>771.00</td>
</tr>
</tbody>
</table>

### Table 6.2: Comparison of the Proposed Algorithms for class A of the set AP

<table>
<thead>
<tr>
<th>Class</th>
<th>Algorithm</th>
<th># IP</th>
<th># R(b, d)</th>
<th># P_i(x)</th>
<th>Run Time</th>
<th>Time R(b, d)</th>
<th>Time P_i(x)</th>
<th>Time / # R(b, d)</th>
<th>Time / # P_i(x)</th>
<th># Feasible</th>
<th># Infeasible</th>
<th>C</th>
<th>C_2</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>A:708.4</td>
<td>FDN</td>
<td>1636.20</td>
<td>699.20</td>
<td>933.00</td>
<td>2150.36</td>
<td>1602.02</td>
<td>543.65</td>
<td>2.29</td>
<td>0.58</td>
<td>686.40</td>
<td>12.80</td>
<td>246.60</td>
<td>20.00</td>
<td>674.60</td>
</tr>
<tr>
<td></td>
<td>FDY</td>
<td>1798.00</td>
<td>1056.60</td>
<td>917.40</td>
<td>2764.41</td>
<td>2212.31</td>
<td>546.09</td>
<td>2.09</td>
<td>0.60</td>
<td>685.60</td>
<td>371.00</td>
<td>231.80</td>
<td>20.80</td>
<td>315.60</td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>1553.40</td>
<td>712.00</td>
<td>837.40</td>
<td>2187.07</td>
<td>1728.28</td>
<td>453.86</td>
<td>2.43</td>
<td>0.54</td>
<td>697.20</td>
<td>14.80</td>
<td>140.20</td>
<td>9.20</td>
<td>683.40</td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>2206.40</td>
<td>1372.00</td>
<td>830.40</td>
<td>3924.58</td>
<td>3434.98</td>
<td>481.96</td>
<td>2.52</td>
<td>0.58</td>
<td>698.00</td>
<td>674.00</td>
<td>132.40</td>
<td>8.40</td>
<td>25.00</td>
</tr>
<tr>
<td></td>
<td>NDN</td>
<td>1431.00</td>
<td>720.60</td>
<td>706.40</td>
<td>2043.09</td>
<td>1681.97</td>
<td>356.17</td>
<td>2.33</td>
<td>0.50</td>
<td>706.40</td>
<td>445.40</td>
<td>0.00</td>
<td>0.00</td>
<td>692.20</td>
</tr>
<tr>
<td></td>
<td>NDN</td>
<td>1862.20</td>
<td>1151.80</td>
<td>706.40</td>
<td>2931.79</td>
<td>2552.17</td>
<td>372.86</td>
<td>2.22</td>
<td>0.53</td>
<td>706.40</td>
<td>445.40</td>
<td>0.00</td>
<td>0.00</td>
<td>262.40</td>
</tr>
</tbody>
</table>
Definition 1. Let $\bar{\mathcal{N}} \subseteq \mathcal{N}$ be a representative subset. The coverage error of $\bar{\mathcal{N}}$ with respect to $n \in \mathcal{N}$ is

$$CE_{\mathcal{N}}(n) := \min_{\bar{n} \in \bar{\mathcal{N}}} (\max\{|n_1 - \bar{n}_1|, |n_2 - \bar{n}_2|\})$$

the coverage error of $\bar{\mathcal{N}}$ is

$$CE(\bar{\mathcal{N}}) = \max_{n \in \mathcal{N}} CE_{\mathcal{N}}(n)$$

and the scaled coverage error $SCE_{\mathcal{N}}$ of $\bar{\mathcal{N}}$ is

$$SCE_{\mathcal{N}} = \frac{CE(\bar{\mathcal{N}})}{\max\{u^0_1 - s^0_1, u^0_2 - s^0_2\}}$$

where $u^0$ and $s^0$ are the ideal and the nadir points, respectively.

We examine FDN, CDN, and NDN for class A instances of both problem sets. We run these algorithms for approximately one third of the average run times of FDN, CDN and NDN, i.e. 300 seconds and 700 seconds for set KP and set AP, respectively. As a result, we obtain representative subsets of $\mathcal{N}$, $\bar{\mathcal{N}}$, and report the following measurements for $\bar{\mathcal{N}}$: cardinality ($|\bar{\mathcal{N}}|$), average cardinality (Average $|\bar{\mathcal{N}}|$), coverage error ($CE$), scaled coverage error ($SCE$), and average scaled coverage error (Average $SCE$) in Tables 6.3 and 6.4. In the tables, we observe that CDN is significantly better than FDN and NDN in terms of the number of nondominated points found. Furthermore, CDN performs over twenty five times better than its nearest opponent, which is FDN, in terms of coverage. Figures 6.1, 6.2, 6.3 show $\mathcal{N}$ and $\bar{\mathcal{N}}$ for FDN, CDN, and NDN for KP instances, respectively. It is clearly seen that the solution set returned by CDN includes solutions across the whole Pareto frontier and is more representative than the sets returned by the other two algorithms. Similar to Figures 6.1-6.3, we provide the figures corresponding to the AP set, see Appendix, A.1-A.15.

Based on these results, we conduct main experiments with FDN and CDN by considering the same measurements used in Tables 6.1 and 6.2. The results of our main experiments are given in Tables 6.5 and 6.6 for KP and AP, respectively.

We observe that CDN is the superior algorithm in terms of the total number of problems solved. However, when we look at the problem types that are solved,
Table 6.3: Comparison of the Coverage Errors of FDN, CDN and NDN for instances from class A of KP (in 300 seconds)

| Algorithm | Instance | \( |\mathcal{N}| \) | Average \( |\mathcal{N}| \) | \( CE \) | \( SCE \) | Average \( SCE \) |
|-----------|----------|-----------------|-----------------|------|------|-------------|
| FDN       | 1        | 478             | 491             | 408  | 0.1278 |             |
|           | 2        | 528             |                 | 324  | 0.0964 |             |
|           | 3        | 438             |                 | 451  | 0.1167 |             |
|           | 4        | 559             |                 | 369  | 0.1010 |             |
|           | 5        | 452             |                 | 333  | 0.1013 | 0.1086     |
| CDN       | 1        | 525             | 530             | 12   | 0.0038 |             |
|           | 2        | 562             |                 | 14   | 0.0042 |             |
|           | 3        | 458             |                 | 25   | 0.0065 |             |
|           | 4        | 605             |                 | 9    | 0.0025 |             |
|           | 5        | 500             |                 | 15   | 0.0046 | 0.0043     |
| NDN       | 1        | 362             | 365.4           | 552  | 0.1729 |             |
|           | 2        | 418             |                 | 514  | 0.1529 |             |
|           | 3        | 311             |                 | 628  | 0.1625 |             |
|           | 4        | 432             |                 | 571  | 0.1563 |             |
|           | 5        | 304             |                 | 540  | 0.1642 | 0.1618     |

Table 6.4: Comparison of the Coverage Errors of FDN, CDN and NDN for instances from class A of AP (in 700 seconds)

| Algorithm | Instance | \( |\mathcal{N}| \) | Average \( |\mathcal{N}| \) | \( CE \) | \( SCE \) | Average \( SCE \) |
|-----------|----------|-----------------|-----------------|------|------|-------------|
| FDN       | 1        | 230             | 227             | 727  | 0.2826 |             |
|           | 2        | 227             |                 | 724  | 0.2683 |             |
|           | 3        | 231             |                 | 663  | 0.2665 |             |
|           | 4        | 227             |                 | 711  | 0.2609 |             |
|           | 5        | 220             |                 | 771  | 0.2851 | 0.2727     |
| CDN       | 1        | 262             | 269.8           | 23   | 0.0089 |             |
|           | 2        | 263             |                 | 23   | 0.0085 |             |
|           | 3        | 274             |                 | 20   | 0.0080 |             |
|           | 4        | 275             |                 | 24   | 0.0088 |             |
|           | 5        | 275             |                 | 24   | 0.0089 | 0.0086     |
| NDN       | 1        | 229             | 230.6           | 757  | 0.2942 |             |
|           | 2        | 224             |                 | 784  | 0.2906 |             |
|           | 3        | 230             |                 | 705  | 0.2834 |             |
|           | 4        | 239             |                 | 757  | 0.2778 |             |
|           | 5        | 231             |                 | 794  | 0.2936 | 0.2879     |
Figure 6.1: FDN for the problems in class A of KP

Figure 6.2: CDN for the problems in class A of KP

Figure 6.3: NDN for the problems in class A of KP
we see that CDN solves more $R(b, d)$ problems while FDN solves more $P_i(x^b)$ problems. Using a fixed direction significantly increases the number of cases where $(y^b = n^b)$, which leads to solving more integer programming problems.

On the other hand, we see that the original algorithm (FDN) outperforms its opponent in run time for all instances. This is because, FDN not only solves less of the more difficult $R(b, d)$ problems but also solves one $R(b, d)$ problem in notably less time (see class C for set AP, where the times are 5.22 and 12.04). So, it is conceivable that FDN is faster than CDN.

Furthermore, we compare the algorithms with the balanced box algorithm [13] and the two-stage algorithm [14]. Since the algorithms are coded and run on different platforms, we cannot compare the solution times. We, however report the difference in the number of integer problems solved for the balanced box algorithm as percentage in the last columns of the tables, calculated as follows:

$$\frac{(\# \text{ of IP problems solved in BB} - \# \text{ of IP problems solved in our algorithm})}{\# \text{ of IP problems solved in our algorithm}} \times 100.$$ 

It is seen that the balanced box algorithm solves more integer programming problems for all of the problem instances considered. It solves 25.5%, 36.5% more problems than our best algorithm on average for KP and AP, respectively. In a similar way, when we calculate the difference for the two-stage algorithm, we see that the two-stage algorithm solves 4.62% and 13.76% more problems than CDN on average for KP and AP, respectively.

Lastly, we run these algorithms for the complete set of KP and AP instances with predetermined time limits as before and report the quality, coverage error measurements, of the representative subsets in Tables 6.7, 6.8. In the tables, we observe that there is no dominant algorithm in terms of the number of non-dominated points found. However, CDN performs at least ten times better than FDN.
### Table 6.5: Comparison of FDN and CDN for the set KP

<table>
<thead>
<tr>
<th>Class</th>
<th>Algorithm</th>
<th># IP</th>
<th># R(b,d)</th>
<th># P R(x)&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Run Time</th>
<th>Time R(b,d)</th>
<th>Time P&lt;sub&gt;1&lt;/sub&gt;(x)&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Time / # R(b,d)</th>
<th>Time / # P&lt;sub&gt;1&lt;/sub&gt;(x)&lt;sup&gt;d&lt;/sup&gt;</th>
<th># Feasible</th>
<th># Infeasible</th>
<th>C</th>
<th>C&lt;sub&gt;2&lt;/sub&gt;</th>
<th>E</th>
<th>BB</th>
<th>% Increase # IP</th>
</tr>
</thead>
<tbody>
<tr>
<td>A.975</td>
<td>FDN</td>
<td>2541.20</td>
<td>1238.09</td>
<td>1199.20</td>
<td>8.38</td>
<td>663.69</td>
<td>173.68</td>
<td>0.50</td>
<td>0.14</td>
<td>906.09</td>
<td>372.00</td>
<td>252.20</td>
<td>7.40</td>
<td>595.00</td>
<td>15.15</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>2798.60</td>
<td>1351.00</td>
<td>1043.60</td>
<td>894.72</td>
<td>787.13</td>
<td>106.63</td>
<td>0.58</td>
<td>0.10</td>
<td>951.00</td>
<td>390.00</td>
<td>72.60</td>
<td>2.40</td>
<td>592.00</td>
<td>22.00</td>
<td></td>
</tr>
<tr>
<td>B.1539</td>
<td>FDN</td>
<td>3013.00</td>
<td>1984.20</td>
<td>1924.80</td>
<td>1346.16</td>
<td>1248.84</td>
<td>296.49</td>
<td>0.62</td>
<td>0.15</td>
<td>1515.00</td>
<td>499.20</td>
<td>409.80</td>
<td>22.40</td>
<td>10.80</td>
<td>18.02</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>5704.00</td>
<td>2027.80</td>
<td>1672.20</td>
<td>2711.98</td>
<td>2146.20</td>
<td>562.75</td>
<td>1.04</td>
<td>0.33</td>
<td>1512.20</td>
<td>490.60</td>
<td>140.00</td>
<td>5.20</td>
<td>10.57</td>
<td>18.68</td>
<td></td>
</tr>
<tr>
<td>C.2176</td>
<td>FDN</td>
<td>5453.60</td>
<td>2065.00</td>
<td>2784.60</td>
<td>2539.96</td>
<td>2024.57</td>
<td>513.34</td>
<td>0.36</td>
<td>0.18</td>
<td>2127.40</td>
<td>557.60</td>
<td>657.20</td>
<td>46.80</td>
<td>1590.80</td>
<td>19.71</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>5152.20</td>
<td>2744.00</td>
<td>2049.20</td>
<td>3459.57</td>
<td>3077.83</td>
<td>379.94</td>
<td>1.12</td>
<td>0.16</td>
<td>2164.80</td>
<td>579.20</td>
<td>239.80</td>
<td>9.40</td>
<td>1586.60</td>
<td>26.71</td>
<td></td>
</tr>
<tr>
<td>D.2791</td>
<td>FDN</td>
<td>6934.40</td>
<td>3211.40</td>
<td>6099.00</td>
<td>4605.52</td>
<td>3579.02</td>
<td>1224.07</td>
<td>1.06</td>
<td>0.34</td>
<td>2763.80</td>
<td>547.60</td>
<td>99.60</td>
<td>6.00</td>
<td>2177.20</td>
<td>29.78</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>6683.20</td>
<td>3453.80</td>
<td>4154.40</td>
<td>5447.77</td>
<td>4801.35</td>
<td>600.78</td>
<td>1.43</td>
<td>0.19</td>
<td>2769.00</td>
<td>576.20</td>
<td>363.80</td>
<td>20.20</td>
<td>2194.40</td>
<td>28.79</td>
<td></td>
</tr>
</tbody>
</table>

### Table 6.6: Comparison of FDN and CDN for the set AP

<table>
<thead>
<tr>
<th>Class</th>
<th>Algorithm</th>
<th># IP</th>
<th># R(b,d)</th>
<th># P R(x)&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Run Time</th>
<th>Time R(b,d)</th>
<th>Time P&lt;sub&gt;1&lt;/sub&gt;(x)&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Time / # R(b,d)</th>
<th>Time / # P&lt;sub&gt;1&lt;/sub&gt;(x)&lt;sup&gt;d&lt;/sup&gt;</th>
<th># Feasible</th>
<th># Infeasible</th>
<th>C</th>
<th>C&lt;sub&gt;2&lt;/sub&gt;</th>
<th>E</th>
<th>BB</th>
<th>% Increase # IP</th>
</tr>
</thead>
<tbody>
<tr>
<td>A.708</td>
<td>FDN</td>
<td>1636.20</td>
<td>699.20</td>
<td>3031.00</td>
<td>2190.36</td>
<td>1602.02</td>
<td>5436.5</td>
<td>2.20</td>
<td>0.58</td>
<td>686.40</td>
<td>12.80</td>
<td>246.60</td>
<td>20.00</td>
<td>674.60</td>
<td>29.89</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>1553.40</td>
<td>712.00</td>
<td>837.40</td>
<td>2187.07</td>
<td>1728.28</td>
<td>4538.6</td>
<td>2.43</td>
<td>0.54</td>
<td>697.20</td>
<td>14.80</td>
<td>140.20</td>
<td>9.20</td>
<td>681.40</td>
<td>36.81</td>
<td></td>
</tr>
<tr>
<td>B.1416</td>
<td>FDN</td>
<td>3247.20</td>
<td>1475.80</td>
<td>1767.40</td>
<td>5354.08</td>
<td>4208.29</td>
<td>1136.63</td>
<td>2.85</td>
<td>0.64</td>
<td>1388.20</td>
<td>87.60</td>
<td>379.20</td>
<td>26.00</td>
<td>1301.60</td>
<td>30.84</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>3096.20</td>
<td>1506.20</td>
<td>1566.00</td>
<td>5519.86</td>
<td>4552.19</td>
<td>957.71</td>
<td>3.02</td>
<td>0.60</td>
<td>1408.40</td>
<td>97.80</td>
<td>177.60</td>
<td>5.80</td>
<td>1311.60</td>
<td>37.22</td>
<td></td>
</tr>
<tr>
<td>C.823</td>
<td>FDN</td>
<td>1495.00</td>
<td>803.60</td>
<td>1087.40</td>
<td>5444.20</td>
<td>4153.32</td>
<td>1437.21</td>
<td>5.22</td>
<td>1.32</td>
<td>798.60</td>
<td>5.00</td>
<td>288.80</td>
<td>23.00</td>
<td>794.60</td>
<td>30.39</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>1839.40</td>
<td>815.80</td>
<td>1019.60</td>
<td>11222.29</td>
<td>9834.48</td>
<td>1360.20</td>
<td>12.04</td>
<td>1.33</td>
<td>809.00</td>
<td>6.80</td>
<td>210.60</td>
<td>12.00</td>
<td>801.20</td>
<td>31.33</td>
<td></td>
</tr>
<tr>
<td>D.1827</td>
<td>FDN</td>
<td>4140.20</td>
<td>1808.20</td>
<td>2232.00</td>
<td>16403.48</td>
<td>12567.35</td>
<td>3811.83</td>
<td>6.95</td>
<td>1.64</td>
<td>1766.60</td>
<td>41.60</td>
<td>561.40</td>
<td>58.40</td>
<td>1726.60</td>
<td>32.38</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>3980.40</td>
<td>1860.40</td>
<td>2116.00</td>
<td>17451.84</td>
<td>14172.12</td>
<td>3253.05</td>
<td>7.61</td>
<td>1.54</td>
<td>1812.00</td>
<td>48.40</td>
<td>304.00</td>
<td>13.00</td>
<td>1764.60</td>
<td>37.70</td>
<td></td>
</tr>
</tbody>
</table>
Table 6.7: Comparison of the Coverage Errors of FDN and CDN for the classes of KP

| Algorithm | Instance | Time | \(|\mathcal{X}|\) | Average \(|\mathcal{X}|\) | CE | SCE | Average SCE |
|-----------|----------|------|----------------|-----------------|----|-----|-------------|
| FDN       | 1        | 300  | 478            | 491             | 408| 0.1278 | 0.1086      |
|           | 2        |      | 528            |                 | 321| 0.0961 |            |
|           | 3        | 300  | 438            |                 | 451| 0.1167 | 0.1157      |
|           | 4        |      | 559            |                 | 369| 0.1010 |            |
|           | 5        |      | 452            |                 | 333| 0.1013 |            |
|           | 6        | 700  | 863            | 810.8           | 388| 0.0901 | 0.0914      |
|           | 7        |      | 748            |                 | 528| 0.0986 |            |
|           | 8        | 728  | 728            |                 | 413| 0.0860 |            |
|           | 9        | 821  | 844            |                 | 444| 0.0986 |            |
|           | 10       | 894  | 894            |                 | 384| 0.0830 |            |
|           | 11       | 1024 | 1024           | 998             | 560| 0.0938 | 0.0981      |
|           | 12       | 930  | 905            |                 | 597| 0.1011 |            |
|           | 13       | 905  | 714            |                 | 714| 0.1080 |            |
|           | 14       | 1156 | 1156           |                 | 637| 0.1033 |            |
|           | 15       | 975  | 975            |                 | 464| 0.0841 |            |
|           | 16       | 1508 | 1345.8         |                 | 665| 0.0920 | 0.0987      |
|           | 17       | 1266 | 1266           |                 | 650| 0.0942 |            |
|           | 18       | 1370 | 756            |                 | 756| 0.0980 |            |
|           | 19       | 1240 | 1240           |                 | 734| 0.1044 |            |
|           | 20       | 1345 | 1345           |                 | 721| 0.1042 |            |

| CDN       | 1        | 300  | 525            |                 | 458| 0.1167 | 0.1157      |
|           | 2        | 562  | 562            |                 | 605| 0.1010 | 0.1002      |
|           | 3        | 300  | 458            |                 | 500| 0.1013 | 0.1006      |
|           | 4        |      | 605            |                 | 500| 0.1013 |            |
|           | 5        |      | 500            |                 | 500| 0.1013 |            |
|           | 6        | 700  | 847            | 810.8           | 388| 0.0901 | 0.0914      |
|           | 7        | 686  | 686            |                 | 528| 0.0986 |            |
|           | 8        | 763  | 763            |                 | 413| 0.0860 |            |
|           | 9        | 837  | 837            |                 | 444| 0.0986 |            |
|           | 10       | 815  | 815            |                 | 384| 0.0830 |            |
|           | 11       | 1000 | 809            | 814.8           | 560| 0.0938 | 0.0981      |
|           | 12       | 712  | 712            |                 | 597| 0.1011 |            |
|           | 13       | 754  | 754            |                 | 714| 0.1080 |            |
|           | 14       | 955  | 955            |                 | 637| 0.1033 |            |
|           | 15       | 844  | 844            |                 | 464| 0.0841 |            |
|           | 16       | 1226 | 1226           |                 | 665| 0.0920 | 0.0987      |
|           | 17       | 963  | 963            |                 | 650| 0.0942 |            |
|           | 18       | 1066 | 1066           |                 | 756| 0.0980 |            |
|           | 19       | 899  | 899            |                 | 734| 0.1044 |            |
|           | 20       | 1218 | 1218           |                 | 721| 0.1042 |            |

Average SCE for FDN: 0.0043
Average SCE for CDN: 0.0036
Table 6.8: Comparison of the Coverage Errors of FDN and CDN for the classes of AP

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Instance</th>
<th>Time</th>
<th></th>
<th>Average</th>
<th>CE</th>
<th>SCE</th>
<th>Average SCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>FDN</td>
<td>1</td>
<td>700</td>
<td>230</td>
<td>727</td>
<td>0.2826</td>
<td></td>
<td>0.2727</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>724</td>
<td>0.2683</td>
<td>663</td>
<td>0.2665</td>
<td>711</td>
<td>0.2609</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>231</td>
<td>227</td>
<td>227</td>
<td>0.2683</td>
<td></td>
<td>0.2665</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>222</td>
<td>220</td>
<td>220</td>
<td>0.2683</td>
<td></td>
<td>0.2665</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>220</td>
<td>220</td>
<td>220</td>
<td>0.2683</td>
<td></td>
<td>0.2665</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>481</td>
<td>479.6</td>
<td>2566</td>
<td>0.3154</td>
<td></td>
<td>0.3198</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>479</td>
<td>479.6</td>
<td>2420</td>
<td>0.3150</td>
<td></td>
<td>0.3198</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>476</td>
<td>476</td>
<td>2543</td>
<td>0.3198</td>
<td></td>
<td>0.3198</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>484</td>
<td>484</td>
<td>2361</td>
<td>0.3044</td>
<td></td>
<td>0.3044</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>2507</td>
<td>2507</td>
<td>2507</td>
<td>0.3108</td>
<td></td>
<td>0.3108</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>360</td>
<td>360</td>
<td>548</td>
<td>0.2207</td>
<td></td>
<td>0.2207</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>365</td>
<td>365</td>
<td>586</td>
<td>0.2224</td>
<td></td>
<td>0.2224</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>388</td>
<td>382</td>
<td>578</td>
<td>0.2284</td>
<td></td>
<td>0.2284</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>382</td>
<td>382</td>
<td>613</td>
<td>0.2348</td>
<td></td>
<td>0.2348</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>406</td>
<td>406</td>
<td>530</td>
<td>0.2206</td>
<td></td>
<td>0.2206</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>611</td>
<td>617.2</td>
<td>3209</td>
<td>0.3235</td>
<td></td>
<td>0.3235</td>
</tr>
<tr>
<td></td>
<td>17</td>
<td>603</td>
<td>603</td>
<td>3027</td>
<td>0.3102</td>
<td></td>
<td>0.3102</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>643</td>
<td>617.2</td>
<td>3038</td>
<td>0.3149</td>
<td></td>
<td>0.3149</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>624</td>
<td>624</td>
<td>3058</td>
<td>0.3157</td>
<td></td>
<td>0.3157</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>605</td>
<td>605</td>
<td>3053</td>
<td>0.3161</td>
<td></td>
<td>0.3161</td>
</tr>
<tr>
<td>CDN</td>
<td>1</td>
<td>262</td>
<td>269.8</td>
<td>23</td>
<td>0.0089</td>
<td></td>
<td>0.0086</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>263</td>
<td>269.8</td>
<td>23</td>
<td>0.0089</td>
<td></td>
<td>0.0086</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>274</td>
<td>269.8</td>
<td>20</td>
<td>0.0080</td>
<td></td>
<td>0.0080</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>275</td>
<td>269.8</td>
<td>24</td>
<td>0.0088</td>
<td></td>
<td>0.0088</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>275</td>
<td>269.8</td>
<td>24</td>
<td>0.0089</td>
<td></td>
<td>0.0089</td>
</tr>
</tbody>
</table>
Overall, one can conclude that both variants are powerful in different aspects. When used to find the complete set of nondominated points, FDN works better since it runs faster. However, CDN is very promising variant when run with a time limit since it quickly provides a highly representative subset of solutions.

### 6.1 Further modifications of CDN

When we examine the results of average time spend for a $R(b,d)$ model, we observe that there is significant difference between FDN and CDN for class C of AP set. To understand the impact of the direction parameter on the time required to solve an $R(b,d)$ problem, we modified direction $d$ of $R(b,d)$ solved through CDN and obtained a modified CDN (Mod-CDN) as follows:

\[
\begin{align*}
\text{if } d_1 > d_2 & \text{ then } \\
& a=\text{round}\left(\frac{d_1}{d_2}\right) \\
& d = (a, 1) \\
\text{else if } d_1 < d_2 & \text{ then } \\
& a=\text{round}\left(\frac{d_2}{d_1}\right) \\
& d = (1, a)
\end{align*}
\]

We examine the performance of Mod-CDN, for class C of AP, and compare the results of FDN, CDN and Mod-CDN in Table 6.9. We observe that CDN is the superior one in the number of integer programming problems solved while Mod-CDN is the worst one. However, in the number of $R(b,d)$ problems, FDN and Mod-CDN are quite close to each other and both are better than CDN. Also, in terms of run times, FDN is the predominant one and it is followed by Mod-CDN, except instance 14. When we analyze run times of Mod-CDN and CDN in detail, we see that Mod-CDN differs -1.43%, -36.46%, -5.62%, 20.55%, and -6.13% from CDN for each instances, respectively. (The difference is calculated as $\frac{\text{Run Time of Mod-CDN} - \text{Run Time of CDN}}{\text{Run Time of CDN}} \times 100.$)
When we analyze the times of each $R(b, d)$ model solved in CDN for the instances in class C of AP set, we see that the majority of the total time is occupied by only a few models. To overcome the extreme solution times of the models, we employ a different modification CDN. For this variant, we put a time limit to $R(b, d)$ models, and if the model is aborted due to time limit we modify the direction and solve the model with the new direction parameter. That is, we modify CDN starting with line 5 as follows:

\[
\text{Let } b(s^b, p^b, t^b) \in B \text{ and } d^b = u^b - s^b, \text{ solve } R(b, d^b).
\]

\[
\begin{array}{l}
\text{if } R(b, d^b) \text{ could not be solved within the time limit then} \\
\quad d^b_2 = d^b_2 - 1 \\
\quad \text{Solve } R(b, d^b)
\end{array}
\]

We examine CDN with time limited $R(b, d)$ models, setting time limit as 50 seconds, TL-CDN, in class C of AP, and compare it with FDN and CDN. Results are presented in Table 6.10. When we compare the number of integer problems solved by the algorithms, we observe that CDN is the predominant algorithm and it is closely followed by TL-CDN, as expected. When we analyze the table considering run times and $R(b, d)$ times of TL-CDN and CDN, we observe that there is a significant improvement, indicating that the modification is successful. However, FDN is still the superior algorithm in run times and $R(b, d)$ times.

To analyze TL-CDN further for representativeness, we run it with predetermined time limits and report coverage error and scaled coverage error for class C of AP. Table 6.11 shows the results for FDN, CDN, and TL-CDN. We deduce that this modification is successful in reducing the run time without sacrificing from performance in representativeness. TL-CDN performs even better than CDN as it returns more nondominated points.
Table 6.9: Comparison of the FDN, CDN and Mod-CDN for class C of the set AP

<table>
<thead>
<tr>
<th>Instance</th>
<th>Algorithm</th>
<th># IP</th>
<th># (R(h,d))</th>
<th># (P^*(x^k))</th>
<th>Run Time</th>
<th>Time (R(h,d))</th>
<th>Time (P^*(x^k))</th>
<th>Time / / # (R(h,d))</th>
<th>Time / / # (P^*(x^k))</th>
<th># Feasible</th>
<th># Infeasible</th>
<th>C</th>
<th>C₂</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>11:813</td>
<td>FDN</td>
<td>1886</td>
<td>797</td>
<td>1085</td>
<td>5789.17</td>
<td>4290.68</td>
<td>1486.84</td>
<td>5.38</td>
<td>1.37</td>
<td>793</td>
<td>4</td>
<td>292</td>
<td>18</td>
<td>790</td>
</tr>
<tr>
<td></td>
<td>Mod-CDN</td>
<td>1974</td>
<td>796</td>
<td>1174</td>
<td>7069.70</td>
<td>5434.01</td>
<td>1623.49</td>
<td>6.83</td>
<td>1.38</td>
<td>791</td>
<td>5</td>
<td>383</td>
<td>20</td>
<td>787</td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>1790</td>
<td>803</td>
<td>983</td>
<td>7171.94</td>
<td>5876.25</td>
<td>1283.30</td>
<td>7.32</td>
<td>1.31</td>
<td>797</td>
<td>6</td>
<td>186</td>
<td>14</td>
<td>792</td>
</tr>
<tr>
<td>12:827</td>
<td>FDN</td>
<td>1872</td>
<td>808</td>
<td>1060</td>
<td>5704.50</td>
<td>4282.00</td>
<td>1410.70</td>
<td>5.30</td>
<td>1.33</td>
<td>799</td>
<td>9</td>
<td>261</td>
<td>26</td>
<td>791</td>
</tr>
<tr>
<td></td>
<td>Mod-CDN</td>
<td>1993</td>
<td>807</td>
<td>1182</td>
<td>7896.48</td>
<td>6275.74</td>
<td>1608.15</td>
<td>7.78</td>
<td>1.36</td>
<td>795</td>
<td>12</td>
<td>387</td>
<td>30</td>
<td>784</td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>1848</td>
<td>827</td>
<td>1017</td>
<td>12428.33</td>
<td>11047.07</td>
<td>1367.10</td>
<td>13.36</td>
<td>1.34</td>
<td>815</td>
<td>12</td>
<td>202</td>
<td>10</td>
<td>804</td>
</tr>
<tr>
<td>13:823</td>
<td>FDN</td>
<td>1915</td>
<td>805</td>
<td>1106</td>
<td>5655.16</td>
<td>4195.99</td>
<td>1447.53</td>
<td>5.21</td>
<td>1.31</td>
<td>801</td>
<td>4</td>
<td>305</td>
<td>20</td>
<td>798</td>
</tr>
<tr>
<td></td>
<td>Mod-CDN</td>
<td>1999</td>
<td>808</td>
<td>1187</td>
<td>7723.02</td>
<td>6105.94</td>
<td>1604.46</td>
<td>7.56</td>
<td>1.35</td>
<td>805</td>
<td>3</td>
<td>382</td>
<td>16</td>
<td>803</td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>1860</td>
<td>817</td>
<td>1039</td>
<td>8182.69</td>
<td>6871.98</td>
<td>1297.93</td>
<td>8.41</td>
<td>1.25</td>
<td>814</td>
<td>3</td>
<td>225</td>
<td>7</td>
<td>812</td>
</tr>
<tr>
<td>14:841</td>
<td>FDN</td>
<td>1923</td>
<td>817</td>
<td>1102</td>
<td>5715.18</td>
<td>4225.55</td>
<td>1477.79</td>
<td>5.17</td>
<td>1.34</td>
<td>812</td>
<td>5</td>
<td>290</td>
<td>27</td>
<td>808</td>
</tr>
<tr>
<td></td>
<td>Mod-CDN</td>
<td>2041</td>
<td>822</td>
<td>1215</td>
<td>17552.17</td>
<td>15766.31</td>
<td>1772.37</td>
<td>19.18</td>
<td>1.46</td>
<td>816</td>
<td>6</td>
<td>399</td>
<td>23</td>
<td>811</td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>1883</td>
<td>832</td>
<td>1047</td>
<td>14560.13</td>
<td>13066.53</td>
<td>1478.46</td>
<td>15.70</td>
<td>1.41</td>
<td>823</td>
<td>9</td>
<td>224</td>
<td>16</td>
<td>815</td>
</tr>
<tr>
<td>15:814</td>
<td>FDN</td>
<td>1879</td>
<td>791</td>
<td>1084</td>
<td>5356.99</td>
<td>3982.35</td>
<td>1363.21</td>
<td>5.03</td>
<td>1.26</td>
<td>788</td>
<td>3</td>
<td>296</td>
<td>24</td>
<td>786</td>
</tr>
<tr>
<td></td>
<td>Mod-CDN</td>
<td>1980</td>
<td>797</td>
<td>1179</td>
<td>12877.11</td>
<td>11276.80</td>
<td>1587.27</td>
<td>14.15</td>
<td>1.35</td>
<td>794</td>
<td>3</td>
<td>385</td>
<td>18</td>
<td>792</td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>1816</td>
<td>800</td>
<td>1012</td>
<td>13718.39</td>
<td>12330.59</td>
<td>1374.22</td>
<td>15.41</td>
<td>1.36</td>
<td>796</td>
<td>4</td>
<td>216</td>
<td>16</td>
<td>793</td>
</tr>
</tbody>
</table>
Table 6.10: Comparison of the FDN, CDN and TL-CDN for class C of the set AP

<table>
<thead>
<tr>
<th>Instance</th>
<th>Algorithm</th>
<th># IP</th>
<th># R(b, d)</th>
<th># P₁(x̂)</th>
<th>Run Time</th>
<th>Time R(b, d)</th>
<th>Time P₁(x̂)</th>
<th>Time / # R(b, d)</th>
<th>Time / # P₁(x̂)</th>
<th># Feasible</th>
<th># Infeasible</th>
<th>C</th>
<th>C₂</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>11:813</td>
<td>FDN</td>
<td>1886</td>
<td>797</td>
<td>1085</td>
<td>5789.17</td>
<td>4290.68</td>
<td>1486.84</td>
<td>5.38</td>
<td>1.37</td>
<td>793</td>
<td>4</td>
<td>292</td>
<td>18</td>
<td>790</td>
</tr>
<tr>
<td></td>
<td>TL-CDN</td>
<td>1794</td>
<td>807</td>
<td>983</td>
<td>6888.21</td>
<td>5613.14</td>
<td>1262.15</td>
<td>6.96</td>
<td>1.28</td>
<td>797</td>
<td>6</td>
<td>186</td>
<td>14</td>
<td>792</td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>1790</td>
<td>803</td>
<td>983</td>
<td>7171.94</td>
<td>5876.25</td>
<td>1283.30</td>
<td>7.32</td>
<td>1.31</td>
<td>797</td>
<td>6</td>
<td>186</td>
<td>14</td>
<td>792</td>
</tr>
<tr>
<td>12:827</td>
<td>FDN</td>
<td>1872</td>
<td>808</td>
<td>1060</td>
<td>5704.50</td>
<td>4282.00</td>
<td>1410.70</td>
<td>5.30</td>
<td>1.33</td>
<td>799</td>
<td>9</td>
<td>261</td>
<td>26</td>
<td>791</td>
</tr>
<tr>
<td></td>
<td>TL-CDN</td>
<td>1867</td>
<td>814</td>
<td>1019</td>
<td>7406.11</td>
<td>6107.61</td>
<td>1284.89</td>
<td>7.24</td>
<td>1.26</td>
<td>816</td>
<td>12</td>
<td>203</td>
<td>9</td>
<td>805</td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>1848</td>
<td>827</td>
<td>1017</td>
<td>12428.33</td>
<td>11047.07</td>
<td>1367.10</td>
<td>13.36</td>
<td>1.34</td>
<td>815</td>
<td>12</td>
<td>202</td>
<td>10</td>
<td>804</td>
</tr>
<tr>
<td>13:823</td>
<td>FDN</td>
<td>1915</td>
<td>805</td>
<td>1106</td>
<td>5655.16</td>
<td>4195.99</td>
<td>1447.53</td>
<td>5.21</td>
<td>1.31</td>
<td>801</td>
<td>4</td>
<td>305</td>
<td>20</td>
<td>798</td>
</tr>
<tr>
<td></td>
<td>TL-CDN</td>
<td>1869</td>
<td>825</td>
<td>1040</td>
<td>6699.22</td>
<td>5420.68</td>
<td>1265.74</td>
<td>6.57</td>
<td>1.22</td>
<td>814</td>
<td>3</td>
<td>226</td>
<td>7</td>
<td>812</td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>1860</td>
<td>817</td>
<td>1029</td>
<td>8182.60</td>
<td>6871.98</td>
<td>1297.93</td>
<td>8.41</td>
<td>1.25</td>
<td>814</td>
<td>3</td>
<td>225</td>
<td>7</td>
<td>812</td>
</tr>
<tr>
<td>14:841</td>
<td>FDN</td>
<td>1923</td>
<td>817</td>
<td>1102</td>
<td>5715.18</td>
<td>4225.55</td>
<td>1477.79</td>
<td>5.17</td>
<td>1.34</td>
<td>812</td>
<td>5</td>
<td>290</td>
<td>27</td>
<td>808</td>
</tr>
<tr>
<td></td>
<td>TL-CDN</td>
<td>1892</td>
<td>840</td>
<td>1048</td>
<td>6875.17</td>
<td>5530.81</td>
<td>1331.28</td>
<td>6.58</td>
<td>1.27</td>
<td>823</td>
<td>9</td>
<td>225</td>
<td>16</td>
<td>815</td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>1883</td>
<td>832</td>
<td>1047</td>
<td>14560.13</td>
<td>13066.53</td>
<td>1478.46</td>
<td>15.70</td>
<td>1.41</td>
<td>823</td>
<td>9</td>
<td>224</td>
<td>16</td>
<td>815</td>
</tr>
<tr>
<td>15:814</td>
<td>FDN</td>
<td>1879</td>
<td>791</td>
<td>1084</td>
<td>5356.99</td>
<td>3982.35</td>
<td>1363.21</td>
<td>5.03</td>
<td>1.26</td>
<td>788</td>
<td>3</td>
<td>296</td>
<td>24</td>
<td>786</td>
</tr>
<tr>
<td></td>
<td>TL-CDN</td>
<td>1832</td>
<td>814</td>
<td>1014</td>
<td>7023.40</td>
<td>5767.34</td>
<td>1243.13</td>
<td>7.09</td>
<td>1.23</td>
<td>796</td>
<td>4</td>
<td>218</td>
<td>16</td>
<td>793</td>
</tr>
<tr>
<td></td>
<td>CDN</td>
<td>1816</td>
<td>800</td>
<td>1012</td>
<td>13718.39</td>
<td>12330.59</td>
<td>1374.22</td>
<td>15.41</td>
<td>1.36</td>
<td>796</td>
<td>4</td>
<td>216</td>
<td>16</td>
<td>793</td>
</tr>
</tbody>
</table>
Table 6.11: Comparison of the Coverage Errors of FDN, CDN and TL-CDN for instances from class C of AP (in 2810 seconds)

| Algorithm | Instance | \(|\hat{N}|\) | Average \(|\hat{N}|\) | CE | SCE | Average SCE |
|-----------|----------|---------------|----------------|----|-----|-------------|
| FDN       | 1        | 360           | 380.2          | 548| 0.2207|
|           | 2        | 365           |                | 586| 0.2224|
|           | 3        | 388           |                | 578| 0.2284|
|           | 4        | 382           |                | 613| 0.2348|
|           | 5        | 406           |                | 530| 0.2206|
| CDN       | 1        | 361           | 246.2          | 29 | 0.0117|
|           | 2        | 124           |                | 66 | 0.0250|
|           | 3        | 251           |                | 37 | 0.0146|
|           | 4        | 251           |                | 35 | 0.0134|
|           | 5        | 244           |                | 33 | 0.0137|
| TL-CDN    | 1        | 384           | 367.8          | 29 | 0.0117|
|           | 2        | 348           |                | 43 | 0.0163|
|           | 3        | 372           |                | 26 | 0.0103|
|           | 4        | 392           |                | 26 | 0.0100|
|           | 5        | 343           |                | 45 | 0.0187|
Chapter 7

Conclusion and Future Research

We propose an objective space search algorithm based on solving Pascoletti-Serafini scalarizations to return the whole nondominated set of bi-objective integer programming problems. We generate different variants by changing the box definition and direction vector in the scalarization problem.

We compare the performances of the algorithm variants via experiments, in which the algorithms are run with and without time limits and determine the variants that outperform the others. We conclude that the variants using nondominated points to define the boxes are better. Moreover, although the variant using a fixed direction leads to more integer programming problems solved, it requires less computational time since it solves less of the more difficult scalarization model. We, however, observe that the variant utilizing a customized direction with respect to the box to be searched is powerful in terms of returning a highly representative subset (measured using coverage error) of the set of nondominated points when it is run with a time limit. We suggest an extension to this variant, which has lower solution times and better coverage error results.

We also compare the variants that are powerful in different aspects with balanced box algorithm, and show through computational experiments that these
variants solve significantly less problems than the balanced box method. Furthermore, when we compare these algorithms with two-stage algorithm, we see that our algorithms perform better in terms of the number of problems solved.

The proposed algorithms can be tested on different problem types. Moreover, further research can be performed in designing multi-objective extensions of the algorithm variants. Moreover, the algorithms could be modified for interactive settings and their performances could be analyzed.
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Appendix A

Detailed Results of the Test
Instances
Figure A.1: FDN for the 1st problem in class A of AP

Figure A.2: CDN for the 1st problem in class A of AP

Figure A.3: NDN for the 1st problem in class A of AP
Figure A.4: FDN for the 2nd problem in class A of AP

Figure A.5: CDN for the 2nd problem in class A of AP

Figure A.6: NDN for the 2nd problem in class A of AP
Figure A.7: FDN for the $3^{rd}$ problem in class A of AP

Figure A.8: CDN for the $3^{rd}$ problem in class A of AP

Figure A.9: NDN for the $3^{rd}$ problem in class A of AP
Figure A.10: FDN for the 4th problem in class A of AP

Figure A.11: CDN for the 4th problem in class A of AP

Figure A.12: NDN for the 4th problem in class A of AP
Figure A.13: FDN for the 5th problem in class A of AP

Figure A.14: CDN for the 5th problem in class A of AP

Figure A.15: NDN for the 5th problem in class A of AP