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ABSTRACT

DESIGN OF FIRST ORDER CONTROLLERS FOR A FLEXIBLE ROBOT ARM WITH TIME DELAY

Gökçe Kuralay
M.S. in Electrical and Electronics Engineering
Advisor: Hitay Özbay
May 2016

In an earlier work, Gündes et al. (2007), stabilizing PID controllers for a class of unstable plants with time delays (I/O delays) are obtained. By utilizing this approach and methods given in Özbay and Gündes (2007, 2014) we aim to investigate appropriate PI, PD and PID controllers by finding the maximum allowable boundaries for each controller parameter. A model of a flexible robot arm which includes a time delay and an integrator is considered as an application example. It is aimed to find the optimal coefficients for the derivative and integral gains such that the designs achieve a set of performance and robustness objectives. Stability and robustness properties of the closed-loop system are also investigated. Specifically, for PD controller design, optimal derivative action gain is determined under various performance objectives. For PI controller design, optimal P (proportional) and D (derivative) gains are determined to achieve the least fragile integral action gain. Moreover, system performance is compared with other PID designs considering different types of control objectives.
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Chapter 1

Introduction

This thesis deals with the design of first order controllers for infinite dimensional high order plant with flexible modes whose transfer function contains single unstable pole. In this context, PI and PD controllers are investigated. The method consists of the usage of small gain theorem for the characteristic equation of the feedback system. For this purpose, algebraic manipulations used in [4] play a crucial role. The range of allowable controller gain parameter is estimated by using $H_\infty$ norm of an infinite dimensional transfer function. This method is based on [4], [11] and [12]. The aim of the present thesis is to illustrate this method by applying it to a model of flexible robot arm with time delay.

It should also be noted that when there are only small number of free parameters in the controller, it is rather easy to utilize stability checks by brute force-numerical search methods. However, if the plant is unstable and infinite dimensional, this is not preferred. Considering time delay systems, there are several methods for finding low order controllers, see [3], [9] and [13].

The rest of the thesis is organized as follows. Chapter 2 introduces problem definition and sufficient conditions to satisfy feedback system stability. Moreover, controller design technique is defined. In Chapter 3 description of the flexible robot arm with time delay and controller designs for the mentioned plant
are investigated. Chapter 4 discusses the performance of the selected controller parameters when applied for the plant introduced in Chapter 3. In Chapter 5 conclusion for the overall thesis is given and possible future works are discussed.

In [6] fragility analysis of PI-controllers for single-input-single-output (SISO) systems subject to input or output delays are discussed by using a geometric approach.

PID controllers for time delay systems are investigated in [13], [9], [7] and [5]. Since time-delays are important components in dynamical systems during propagation, or transport phenomena, in [7] stabilization of dynamical systems subjected to time delay are investigated. By utilizing eigenvalue-based approach analytical methods and computational algorithms are introduced. In [9], stabilizing a SISO linear time-invariant (LTI) plant with known time delay using a low-order controller is investigated. By regarding sufficient conditions for stability, sets of P, PI and PID controllers are designed and the resultant controller design are compared to Youla parameterization of all stabilizing controllers for plants without time delay. Moreover, in [5] entire set of stabilizing PID controller parameters are computed for an arbitrary LTI system. $K_p$ and $K_d$ parametrization is handled such that for each fixed $K_p$ parameter an algorithm is proposed to find stabilizing $K_i$ and $K_d$ parameters by utilizing convex polygons.

In addition, for flexible robots with actuator/sensor delay a Smith- Predictor based controller is designed in [1]. In [1], a new Smith predictor based controller is proposed for systems with integral action and flexible modes under input-output time-delay by using controller parametrization to achieve specific robustness and stability objectives.

In this thesis we use the sufficient conditions derived in [4] for a model adopted from [2], [1]. By getting aid from system identification approach utilized in [2] and using a plant analogous to the one used in [1], satisfying sufficient conditions to obtain stability are aimed.
Chapter 2

Problem Definition

Finite dimensional linear time invariant (LTI) systems are sufficiently accurate models for a wide range of dynamical phenomena, however in some cases input/output delay elements cannot be ignored and should be included to make the system model more realistic. This addition makes us deal with an infinite-dimensional system. It is clear that, even for delay-free systems, not all unstable plants are stabilizable by a PID controller. Besides, right half plane pole and the time delay in the output or in the input channels of the plant impose additional restrictions on the feedback controllers. As it is mentioned above, plant discussed here has transfer functions in the form:

\[ P(s) = \frac{1}{s - p} G(s) \]  \hspace{1cm} (2.1)

where \( p \geq 0 \) is the unstable pole and \( G(s) \in H_{\infty} \) is the stable part of the plant. Note that \( G(s) \) can be irrational i.e. infinite dimensional (as in our case). As seen from the factorization in (2.1) the plant is strictly proper. For the flexible robot arm application considered in this paper \( p \) parameter is equal to zero i.e. the plant contains an integral action, as in many mechanical systems modeled by the Newton’s law. According to [4] controllers to be designed have the following common structures:

\[ C(s) = K_p + \frac{K_d s}{\tau s + 1} + \frac{K_i}{s} \]  \hspace{1cm} (2.2)
where

\[ K_p, K_i, K_d \in \mathbb{R}, \quad \tau \geq 0 \]

Note that PD, PI controllers are special cases of (2.2):

- \( C_{pd}(s) = K_p (1 + \tilde{K}_d s), \quad \tilde{K}_d = \frac{K_d}{K_p} \) \hspace{1cm} (2.3)
- \( C_{pi}(s) = K_p (1 + \tilde{K}_i \frac{s}{s}), \quad \tilde{K}_i = \frac{K_i}{K_p} \) \hspace{1cm} (2.4)

**Definition 1.** The feedback system formed by the controller \( C \) and plant \( P \) as shown in Figure 2.1 is stable if \( S := (1 + PC)^{-1} \), \( CS \) and \( PS \) are stable, i.e., they are transfer functions in \( H_\infty \). In this case, then the controller \( C \) is said to stabilize the plant \( P \). The set of all controllers stabilizing a given plant \( P \) is denoted by \( \mathcal{C}(P) \).

![Figure 2.1: Representation of the feedback system](image-url)
2.1 A Sufficient Condition for Feedback System Stability

Recall the definition of feedback system stability from Definition 1. It is assumed that the plant \( P(s) \) does not have a zero at \( s = 0 \). Then the feedback system stability is equivalent to the stability of the sensitivity function:

\[
S(s) = \frac{1}{1 + P(s)C(s)}.
\]

According to [12] a controller \( C(s) \) with a special structure (2.2) stabilize a plant in the form (2.1) if and only if there exists a constant \( a \geq 0 \) such that \( U_a \) is unimodular (i.e. \( U_a, U_a^{-1} \in H_\infty \)):

\[
U_a = \frac{s - p}{s + a} + \frac{K_p}{s + a} G(s)C_0(s)
\]

where \( C_0(s) = (1 + \tilde{K}_d s) \) as in (2.3). Thus, we can define

\[
K_p = (p + a)G(0)^{-1}
\]

\[
G_0(s) = G(s)G(0)^{-1}
\]

then

\[
U_a(s) = 1 + (p + a) \frac{s}{s + a} \psi_0(s)
\]

\[
\psi_0(s) = \frac{1}{s} (G_0(s)C_0(s) - 1)
\]

Hence according to this parametrization and utilizing the fact that, \( \left\| \frac{s}{s + a} \right\|_\infty \leq 1 \), and the small gain theorem, \( U_a \) is unimodular if

\[
(p + a) < \|\psi_0\|_\infty^{-1}.
\]

For the system considered in the next section we have \( p = 0 \). The condition (2.7) was derived from [4], [11]. If we would like to find a smaller boundary condition for \( U_a \) to be unimodular (2.7) can be changed as,

\[
(p + a) < \|\psi_a\|_\infty^{-1},
\]
where
\[ \psi_a(s) = \frac{1}{s + a} (G_0(s)C_0(s) - 1). \]

If we compare the inequalities written in (2.7) and (2.8), we have:
\[ \|\psi_a\|_\infty \leq \|\psi_0\|_\infty \quad \forall a > 0. \]

Hence, an allowable interval for the proportional gain \( K_p \) can be written as
\[ pG(0)^{-1} < K_p < (p + a_0)G(0)^{-1} \]
where \( a_0 > 0 \) is the largest \( a \) satisfying (2.8). So, overall we focus on a minmax problem, minimizing \( \|\psi_a\|_\infty \) subject to (2.8) where the norm is maximum of the frequency response magnitude.

### 2.2 Scope of the Controller Design

In the rest of the thesis we will use the above inequalities to obtain a set of admissible stabilizing controller parameters. In particular, to minimize \( \|\psi_a\|_\infty \) we will investigate designs of \( C_0(s) \), i.e. \( \tilde{K}_d \). Considering the system, by following the specifications and definitions given in [11], a set of PI controllers are aimed to design at first step.

Furthermore, design analysis consists of inequalities that investigate the boundaries for parameters that determine conservativeness of the approach. In this work, auxiliary coefficients are used to span and search how wide our interval can be. Since stability is an important feature for all plants, some performance concerns like vector margin (VM), percent overshoot (\%PO), settling time \( T_s \) etc. are also investigated. Comparison between values are also done and outcomes are discussed consecutively.
Chapter 3

Description of the Plant and Controller Designs

3.1 Flexible Robot Arm with Time Delay

In this study we focus on a plant which is a flexible robot arm represented in Figure 3.1 where control input is the torque applied by the motor and the angular velocity is taken to be the output. Hence from the laws of physics, the plant includes an integrator. So, \( P(s) \) has a pole at \( s = 0 \). Due to the flexibility of the robot arm, high frequency dynamics also enter the plant transfer function. Moreover, due to sampling and signal transmission depending on the distance between the controller and the plant we encounter time delays.

Once proper approximations are done for the real-life system given above, transfer function from torque to angular velocity can be given as:

\[
P(s) = \frac{K}{s} R_0(s) e^{-hs}
\]  

(3.1)

where \( K > 0 \) is inversely proportional to the inertia and \( h > 0 \) being the time delay, and \( R_0(s) \) is a 12\(^{th}\) order minimum phase transfer function representing the flexible modes of the robot arm. The transfer function \( R_0(s) \), gain \( K \) and
delay \( h \) are estimated from frequency response identification techniques e.g. [2]. The structure of \( R_0(s) \) of the robot arm is:

\[
R_0(s) = \frac{s^2 + \frac{2\zeta_1 s}{\omega_1} + 1}{\frac{s^2}{\omega_1^2} + \frac{2\zeta_1 s}{\omega_1} + 1} \left( \frac{s^2 + \frac{2\zeta_2 s}{\omega_2} + 1}{\frac{s^2}{\omega_2^2} + \frac{2\zeta_2 s}{\omega_2} + 1} \right)^2 \frac{s^2 + \frac{2\zeta_3 s}{\omega_3} + 1}{\frac{s^2}{\omega_3^2} + \frac{2\zeta_3 s}{\omega_3} + 1}.
\]

Note that \( R_0(0) = 1 \). Parameters of the plant are listed in table below:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K )</td>
<td>70</td>
<td>( h )</td>
<td>0.0055</td>
</tr>
<tr>
<td>( \omega_{z1} )</td>
<td>12</td>
<td>( \omega_{p1} )</td>
<td>12</td>
</tr>
<tr>
<td>( \omega_{z2} )</td>
<td>20</td>
<td>( \omega_{p2} )</td>
<td>20</td>
</tr>
<tr>
<td>( \omega_{z3} )</td>
<td>26</td>
<td>( \omega_{p3} )</td>
<td>50</td>
</tr>
<tr>
<td>( \zeta_{z1} )</td>
<td>0.13</td>
<td>( \zeta_{p1} )</td>
<td>0.3</td>
</tr>
<tr>
<td>( \zeta_{z2} )</td>
<td>0.4</td>
<td>( \zeta_{p2} )</td>
<td>0.2</td>
</tr>
<tr>
<td>( \zeta_{z3} )</td>
<td>0.4</td>
<td>( \zeta_{p3} )</td>
<td>0.3</td>
</tr>
</tbody>
</table>

For controller design we find a coprime factorization of the delay-free plant:

\[
\frac{K}{s} R_0(s) = X(s)Y(s)^{-1} \tag{3.2}
\]
3.2 PD Controller Design

Considering the feedback system shown in Figure 2.1, for the plant (2.1), a PD controller is in the form \( C_{pd} = K_p C_0(s) \) where \( K_p = (p + a)G(0)^{-1} \) and \( C_0(s) = (1 + \bar{K}_d s) \). The largest \( a > 0 \) satisfying (2.8) can be found by minimizing (as also given in [12]):

\[
\gamma(Q,a) = \left\| \frac{G_0(s) - 1}{s + a} + Q \frac{s}{s + a} G_0(s) \right\|_\infty \text{ over } Q \in \mathbb{R} \text{ and } a > 0, \quad (3.5)
\]

where \( G_0(s) = G(s)G(0)^{-1} \) and \( Q = \bar{K}_d \).
It is seen in this algorithm that the main computation involves solving a \textit{minmax} problem. In order to maximize the gain margin of the system one should try to find the largest $a$ satisfying (3.5). If one would like to find the optimal controllers for this plant one should start from deriving the interval for proportional gain. Let us start by choosing $C_0(s) = 1$ to understand the procedure. By using the equation in (3.5) and knowing that the plant has an unstable pole at $p = 0$, the $a_0$ value is found as $a_0 = 8.369$; this is determined from Figure 3.3 which shows $\|\psi_a\|_\infty^{-1}$ with respect to $a$. Thus an allowable interval for $K_p$ can be written as:

![Graph of $\|\psi_a\|_\infty^{-1}$ and $a$](image)

Figure 3.3: Graph of $\|\psi_a\|_\infty^{-1}$ and $a$

$$0 < K_p < a_0 \frac{1}{K}$$

$$0 < K_p < 0.1196.$$  

Now for the PD controller design we consider $C_0(s) = (1 + \tilde{K}_d(s))$, where $\tilde{K}_d$ is to be determined. Since $\tilde{K}_d$ is also variable parameter, the proposed algorithm from [12] is:
Step 1 For each fixed value of $Q$ the equation (3.5) will be utilized and the inequality

$$(p + a) < \frac{1}{\gamma(Q, a)}$$

will be investigated such that there exists a $a_{max}(Q)$. Notice that $\forall a < a_{max}(Q)$.

Step 2 Plot $Q$ vs $a_{max}(Q)$ find the max of $a_{max}(Q)$

$$Q_{opt} = \arg\max\{a_{max}(Q)\}$$

Step 3 Find the range of $K_p$ and $\tilde{K}_{d,opt} = Q_{opt}$

According to [11], since the unstable pole for our system is $p = 0$, we can choose the least fragile proportional gain as

$$K_{p,LF} = \left(\frac{a_0}{2}\right) G(0)^{-1}.$$  

To illustrate the computations involved in the design method described above, we provide Figure 3.4 which shows $Q$ vs. $a_{max}(Q)$:

Figure 3.4: PD design for $K_d = 0$
As we see from this figure, for $\tilde{K}_d = 0$, $a_{\text{max}}(Q)$ value matches the previous case where a proportional controller is considered. The largest value of $a_{\text{max}}(Q)$ is attained at $Q_{\text{opt}} = 0.00272 = \tilde{K}_{d,\text{opt}}$ and $\max_Q a_{\text{max}}(Q) = 8.407$.

### 3.3 PI Controller Design

Consider the design of a PI controller in the form

$$C_{\text{pi}}(s) = C_1(s) + \frac{K_i}{s}$$

where $C_1(s) = K_p$ is such that $C_1$ is in the domain of all controllers that stabilize plant $P(s)$. In other words, the controller $C_1$ already stabilizes $P$ and the proper integral action is sought to be added for the controller. Similarly one can apply the method given in [4] for $C_1 = C_{pd}$ as well. If that is the case, addition of the integral action will give a PID controller $C_{\text{pid}}$ instead of a PI controller. Since $C_1$ is in the domain of controllers that stabilize $P$, the following statement holds:

$$H_1(s) = \frac{P(s)}{1 + C_1(s)P(s)} \in H_\infty.$$  

Let $C(s) = C_{\text{pi}}(s)$. Then the characteristic equation is written in the form:

$$1 + P(s)C_{\text{pi}}(s) = 0$$
$$1 + C_1(s)P(s) + \frac{K_i}{s}P(s) = 0$$
$$(1 + C_1(s)P(s))(1 + \frac{K_i}{s}H_1(s)) = 0$$

In this expression $H_1(s)$ is represented as:

$$\frac{P(s)}{1 + C_1(s)P(s)}$$

Below we summarize the design method from [4], [11]. Using the fact that controller $C_1$ is in the space of controllers that stabilize plant $P$, it can be concluded that new controller $C_{\text{pi}}$ stabilizes plant $P$ if and only if $V_1^{-1} \in H_\infty$ where transfer function for $V_1(s)$ is denoted as:

$$V_1(s) = \left(1 + \frac{K_i}{s}H_1(s)\right)$$
\[ C_{pi} \in \mathcal{C}(P) \iff V_1^{-1} \in H_\infty \]

Let us define,
\[
K_i = \frac{b}{H_1(0)}.
\]

Then \( V_1(s) \) can be re-written as:
\[
V_1(s) = \left( 1 + \frac{K_i}{s} H_1(s) + \frac{b}{s} - \frac{b}{s} \right) \tag{3.9}
\]
\[
= \left( 1 + \frac{b}{s} H_1(s) H_1(0)^{-1} + \frac{b}{s} - \frac{b}{s} \right) \tag{3.10}
\]
\[
= \left( 1 + \frac{b}{s} + \frac{b}{s} H_1(s) H_1(0)^{-1} - \frac{b}{s} \right) \tag{3.11}
\]
\[
= \left( 1 + \frac{b}{s} \right) + b \left( \frac{H_1(s) H_1(0)^{-1} - 1}{s} \right) \tag{3.12}
\]

Thus,
\[
V_1(s) = \left( 1 + \frac{b}{s} \right) \left( 1 + \left( 1 + \frac{b}{s} \right)^{-1} b \left( \frac{H_1(s) H_1(0)^{-1} - 1}{s} \right) \right). \tag{3.13}
\]

Assume now that \( b > 0 \), then we have
\[
\left( 1 + \frac{b}{s} \right)^{-1} = \frac{s}{s + b} \in H_\infty
\]

with \( \| \frac{s}{s + b} \|_\infty = 1 \). From the small gain theorem: \( V^{-1} \in H_\infty \), in other words \( C_{pi} \in \mathcal{C}(P) \), if \( b \) satisfies
\[
0 < b < \frac{1}{\| \Phi_0 \|_\infty} \quad \text{where} \quad \Phi_0(s) = \left( \frac{H_1(s) H_1(0)^{-1} - 1}{s} \right). \tag{3.14}
\]

In fact, a careful examination of (3.13) shows that, rather than (3.14), the following less conservative sufficient condition on \( b \) can be used for \( C_{pi} \) to be in \( \mathcal{C}(P) \):
\[
0 < b < \frac{1}{\| \Phi_b \|_\infty} \quad \text{where} \quad \Phi_b(s) = \left( \frac{H_1(s) H_1(0)^{-1} - 1}{s + b} \right) \tag{3.15}
\]

Note that \( \Phi_b \) depends on \( K_p \) which is assumed to be in \( \mathcal{C}(P) \). Thus the optimal \( K_p \) and \( K_i \) parameters which gives us the optimal PI controller \( C_{pi,opt}(s) = K_{p,opt} + \frac{K_{i,opt}}{s} \) can be designed as follows. For each fixed \( K_p \in \mathcal{C}(P) \) the largest allowable
$b > 0$ can be obtained with the same procedure as described for PD Controller. According to [11] and [12] the least fragile $K_i$ parameter is obtained as:

$$K_i = \frac{b_{\text{max}}(K_p)}{2} H_1(0)^{-1}$$  \hspace{1cm} (3.16)

Note that $H_1(0)^{-1}$ is also dependent on $K_p$ value. Since,

$$H_1(s) = \frac{P(s)}{1 + C_1(s)P(s)}$$

and $C_1(s) = K_p$ with $P(s) = K e^{-hs} R_0(s)$, $H_1(s)$ is:

$$H_1(s) = \frac{K e^{-hs} R_0(s)}{s + K_p K e^{-hs} R_0(s)} , \quad H_1(0) = \frac{1}{K_p}$$

Thus, $H_1(0)^{-1} = K_p$. In equation (3.16), note that both $b$ and $H_1(0)^{-1}$ parameters include $K_p$ as a variable. Once an interval for allowable $K_p$ is found, the corresponding allowable integral action gain $K_i$ is computed as shown in Figure 3.5.

According to Figure 3.5, maximum $K_i$ value for $0 < K_p < 0.1196$ is obtained.
as 1.098. Thus, the least fragile PI controller proposed in [11] is found as:

\[
K_{i,opt} = \frac{1.098}{2} = 0.5490
\]

\[
K_{p,opt} = 0.1166
\]

\[
C_{PI,opt} = K_{p,opt} + \left( \frac{K_{i,opt}}{s} \right)
\]

\[
C_{PI,opt} = 0.1166 + \frac{0.5490}{s}
\]

**Remark 1.** Note that this controller is designed for the least-fragile integral action gain. However, from other design perspectives this controller may be undesirable. Below we discuss other possible design criteria.

**Definition 2.** The vector margin (VM) or stability margin is the minimum distance from the Nyquist plot \( P(j\omega)C(j\omega) \) to the point \((-1, 0)\) in the complex plane. The vector margin combines gain and phase margins into a single measure. In order to find the VM, sensitivity function of the closed loop system can be used:

\[
VM = \|S\|^{-1}_\infty.
\]

Since intervals for allowable \( K_p \) and \( K_i \) parameters are found, VM can be investigated by placing allowable controllers to the system given in Figure 2.1. VM value changes with respect to \( K_p \) and \( K_i \) given as in Figure 3.6.

It is seen from Figure 3.6 that as \( K_p \) and \( K_i \) values decrease VM value increases. From the shape of the surface, we can interpret that as we reach upper boundaries, VM is vanishing. Thus, if we would like to investigate maximum \( K_i \) values for each \( K_p \) values and maximum \( K_p \) parameters corresponding to allowable \( K_i \) values we end up with dashed line and dotted-dashed line, respectively given in Figure 3.6. Boundary for both lines is \( VM = 0.3 \), i.e. points on both lines satisfy \( VM \geq 0.3 \). Note that in Figure 3.6, maximum VM values with respect to column \((K_p)\) and row \((K_i)\) intersect.

If one is interested in the contour field in \( X - Y \) plane it is represented as in Figure 3.7.
Figure 3.6: Vector Margin for $K_p$ and $K_i$ parameters

Figure 3.7: Vector Margin and Contour Lines for $K_p$ and $K_i$ parameters
Chapter 4

Performance Analysis

4.1 Comparison of Selected Controller Parameters

Contribution of $K_p$ and $K_i$ parameters to performance criteria for the aforementioned plant is investigated by selecting some controller parameters in the allowable region shown in Figure 3.6. Time domain performance comparisons of these selected controller parameters are observed by considering the percent overshoot (PO), settling time ($T_s$) and rise time ($T_r$) in unit step responses. Let us assume two cost functions as:

$$J = PO \times \frac{T_s}{10} \times (1 - VM)$$

and

$$\hat{J} = PO \times \frac{T_s}{10} \times \sqrt{(1 - VM)}.$$

Note that data written in bold in Table 4.1 samples taken from the curves shown in Figure 3.6. In Table 4.1 and 4.2 data written in the upper part are taken in the area between two curves given in Figure 3.6 while the rest are taken below those curves. According to Table 4.1 and Table 4.2 plausible controllers
Table 4.1: Performance for $K_p$ and $K_i$ parameters for $J$ and $\hat{J}$ parameters for the data in and below the area shown in 3.6 can be written as:

If we look at the cost function defined, importance of VM (vector margin) is on our scope. By taking square root of $J$ cost function we aim to investigate the effect of VM to our plant. Once an ideal system specifications are defined, lower PO (percent overshoot), shorter $T_s$ and higher VM are expected to be seen. The purpose of defining such $J$ and $\hat{J}$ are fundamentally based on those three defining specifications. Hence, if one aims to obtain a system much closer to an ideal one, it is plausible to look for a cost function with the lowest outcomes. If we look at the results given in Table 4.1 and Table 4.2, we can divide them into two. As mentioned before, one given on the upper section of which the samples
<table>
<thead>
<tr>
<th>$K_p \times K$</th>
<th>$K_i \times K$</th>
<th>VM</th>
<th>PO (%)</th>
<th>$T_s$ (sec.)</th>
<th>$T_r$ (sec.)</th>
<th>$J$</th>
<th>$J$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.49</td>
<td>19.78</td>
<td>0.6203</td>
<td>57.6</td>
<td>2.103</td>
<td>0.2444</td>
<td>4.5994</td>
<td>7.4642</td>
</tr>
<tr>
<td>4.178</td>
<td>23.99</td>
<td>0.5643</td>
<td>56.3</td>
<td>1.898</td>
<td>0.2252</td>
<td>4.6558</td>
<td>7.0534</td>
</tr>
<tr>
<td><strong>3.892</strong></td>
<td><strong>21.88</strong></td>
<td><strong>0.5909</strong></td>
<td><strong>56.8</strong></td>
<td><strong>1.969</strong></td>
<td><strong>0.2324</strong></td>
<td><strong>4.5753</strong></td>
<td><strong>7.1533</strong></td>
</tr>
<tr>
<td><strong>4.379</strong></td>
<td><strong>27.99</strong></td>
<td><strong>0.5213</strong></td>
<td><strong>61.3</strong></td>
<td><strong>1.387</strong></td>
<td><strong>0.2178</strong></td>
<td><strong>4.0701</strong></td>
<td><strong>5.8826</strong></td>
</tr>
<tr>
<td>4.597</td>
<td>30.72</td>
<td>0.4919</td>
<td>64.5</td>
<td>1.929</td>
<td>0.2128</td>
<td>6.3218</td>
<td>8.8688</td>
</tr>
<tr>
<td>4.765</td>
<td>27.99</td>
<td>0.5175</td>
<td>59.7</td>
<td>1.894</td>
<td>0.2145</td>
<td>5.4557</td>
<td>7.8542</td>
</tr>
<tr>
<td>5.033</td>
<td>32.83</td>
<td>0.4695</td>
<td>65.3</td>
<td>2.256</td>
<td>0.2074</td>
<td>7.8152</td>
<td>10.7299</td>
</tr>
<tr>
<td>2.366</td>
<td>3.577</td>
<td>0.7663</td>
<td>26.1</td>
<td>3.321</td>
<td>0.472</td>
<td>2.0257</td>
<td>4.1902</td>
</tr>
<tr>
<td>2.668</td>
<td>6.944</td>
<td>0.7381</td>
<td>31.2</td>
<td>2.738</td>
<td>0.368</td>
<td>2.2373</td>
<td>4.3718</td>
</tr>
<tr>
<td>3.188</td>
<td>3.367</td>
<td>0.6856</td>
<td>18.3</td>
<td>2.755</td>
<td>0.3901</td>
<td>1.5851</td>
<td>2.8269</td>
</tr>
<tr>
<td>2.953</td>
<td>8.206</td>
<td>0.7108</td>
<td>31.8</td>
<td>2.491</td>
<td>0.3459</td>
<td>2.2909</td>
<td>4.3599</td>
</tr>
<tr>
<td>2.869</td>
<td>3.156</td>
<td>0.7167</td>
<td>19.7</td>
<td>2.781</td>
<td>0.4414</td>
<td>1.5521</td>
<td>2.9160</td>
</tr>
<tr>
<td>3.188</td>
<td>7.996</td>
<td>0.6878</td>
<td>29.1</td>
<td>2.441</td>
<td>0.3403</td>
<td>2.2177</td>
<td>3.9690</td>
</tr>
<tr>
<td><strong>3.44</strong></td>
<td><strong>5.261</strong></td>
<td><strong>0.662</strong></td>
<td><strong>20.5</strong></td>
<td><strong>2.077</strong></td>
<td><strong>0.3545</strong></td>
<td><strong>1.4392</strong></td>
<td><strong>2.4754</strong></td>
</tr>
<tr>
<td><strong>3.876</strong></td>
<td><strong>6.313</strong></td>
<td><strong>0.6203</strong></td>
<td><strong>19.93</strong></td>
<td><strong>1.914</strong></td>
<td><strong>0.334</strong></td>
<td><strong>1.4484</strong></td>
<td><strong>2.3506</strong></td>
</tr>
<tr>
<td>3.624</td>
<td>10.94</td>
<td>0.6407</td>
<td>35.4</td>
<td>2.117</td>
<td>0.2973</td>
<td>2.6927</td>
<td>4.4921</td>
</tr>
<tr>
<td>3.859</td>
<td>11.36</td>
<td>0.6247</td>
<td>35.7</td>
<td>2.043</td>
<td>0.2707</td>
<td>2.7373</td>
<td>4.4681</td>
</tr>
<tr>
<td>4.06</td>
<td>11.15</td>
<td>0.6052</td>
<td>34.3</td>
<td>1.32</td>
<td>0.2602</td>
<td>1.7875</td>
<td>2.8448</td>
</tr>
<tr>
<td>4.228</td>
<td>18.1</td>
<td>0.5902</td>
<td>47.7</td>
<td>1.633</td>
<td>0.2343</td>
<td>3.1921</td>
<td>4.9864</td>
</tr>
<tr>
<td>4.446</td>
<td>13.68</td>
<td>0.569</td>
<td>38.1</td>
<td>1.63</td>
<td>0.2395</td>
<td>2.6766</td>
<td>4.0771</td>
</tr>
<tr>
<td>4.698</td>
<td>17.04</td>
<td>0.5447</td>
<td>42.2</td>
<td>1.61</td>
<td>0.2292</td>
<td>3.0934</td>
<td>4.5844</td>
</tr>
</tbody>
</table>

Table 4.2: Performance for $K_p$ and $K_i$ parameters with cost function
are taken from the area in between the curves defined as in Figure 3.6, whereas the rest are taken from below that area. If we look at the cost function defined, importance of VM (vector margin) is on our scope. By taking square root of $J$ cost function we aim to investigate the effect of $VM$ to our plant. Once an ideal system specifications are defined, lower $PO$ (percent overshoot), shorter $T_s$ and higher $VM$ are expected to be seen.

4.2 Unit Step Responses for the Sample Points Given

It is seen from Table 4.1 and Table 4.2, values for the cost functions written for the upper part are consistently higher than those written below. It is acceptable to assume that datapoints taken below curves are more ideal and give more desirable outputs. In order to prove our assumption, it is feasible apply given $K_p$ proportional action gain and $K_i$ integral action gain to aforementioned plant and check if performance analysis also satisfy with cost function. Thus, for the upper part, two data points with the lowest $J$ and $\hat{J}$ are taken and implemented, their unit step function and Bode plot analysis are investigated accordingly. In the upper part, for both $J$ and $\hat{J}$ results, the two lowest values are obtained when:

\[
K_p \ast K = 3.892 \quad \text{and} \quad K_i \ast K = 21.88
\]

\[
K_p \ast K = 4.379 \quad \text{and} \quad K_i \ast K = 27.99
\]

Since $K = 70$, we end up with the PI controllers given as below:

\[
K_p \ast K = 3.892 \quad \text{and} \quad K_i \ast K = 21.88 \quad C_{PI} = 0.0556 + \frac{0.3126}{s} \quad (4.1)
\]

\[
K_p \ast K = 4.379 \quad \text{and} \quad K_i \ast K = 27.99 \quad C_{PI} = 0.0626 + \frac{0.3999}{s} \quad (4.2)
\]

Hence, unit step responses for the given controllers are obtained as given in Figure 4.1 and Figure 4.2:

For the lower part given in Table 4.1, two datapoints that give the lowest $J$ and $\hat{J}$ are derived as:

\[
K_p \ast K = 3.44 \quad \text{and} \quad K_i \ast K = 5.261
\]
Since $K = 70$, we end up with the PI controllers given as below:

$$K_p \cdot K = 3.876 \quad \text{and} \quad K_i \cdot K = 6.313$$

$$K_p \cdot K = 3.44 \quad \text{and} \quad K_i \cdot K = 5.261 \quad C_{PI} = 0.0491 + \frac{0.0752}{s} \quad (4.3)$$

$$K_p \cdot K = 3.876 \quad \text{and} \quad K_i \cdot K = 6.313 \quad C_{PI} = 0.0554 + \frac{0.0902}{s} \quad (4.4)$$

It should also be noted that even there is not much VM value difference between these point pairs, performance elements differ drastically. In Figure 4.3 and Figure 4.4, maximum points are not as sharp as the ones given in Figure 4.1 and Figure 4.2. The oscillations seen at the overshoot are occurring due to the flexible modes that are existent in our flexible robot arm plant. Although system is forced to have a singular maximum point, due to flexible modes it is not achieved.
4.3 Performance analysis with Smith-Predictor Based Controller Design

In [1] a Smith-Predictor based controller design is obtained for a plant with flexible modes. The overall controller $C_1(s)$ for the aforementioned method described in [1] is defined as:

$$C_1(s) = \frac{C_0(s)}{1 + C_0(s)P_1(s)(1 - e^{-T_d s})}$$  \hspace{1cm} (4.5)

When the parametrization algorithm is observed, some primary definitions should be made to make process clearer. According to [1] for our case $\hat{P}_1(s) = P_1(s)$ is accepted as the delay free part which we define as:

$$\hat{P}(s) = \frac{K * R_0(s)}{s}$$

Considering the feedback representation given in [1], closed-loop transfer function is represented as:

$$T_0(s) = \frac{C_1(s)P_1(s)e^{T_ds}}{1 + C_1(s)P_1(s)e^{T_ds}}$$

which is simplified and can be used as,

$$T_0(s) = \frac{C_0(s)P_1(s)}{1 + C_0(s)P_1(s)e^{-T_ds}}$$  \hspace{1cm} (4.6)
Consequently, in order to design the overall controller for the closed loop feedback system, it is obligatory to achieve \( C_0(s) \) primarily. This substitution given in (4.6) aims to remove time delay from the characteristic equation of the closed loop system and thus the controller can be designed without time delay. By the help of Smith Predictor structure, controller design methods for processes without delay can be directly implemented as also mentioned in [1].

To apply Smith Predictor based approach, controller parametrization algorithm should be applied to \( C_0(s) \) in (4.6).

In [1], all stabilizing controllers for \( P_1(s) \) are parametrized as:

\[
C_0(s) = \frac{X(s) + D_p(s)Q(s)}{Y(s) - N_p(s)Q(s)}
\]  

(4.7)

As it is also represented in the aforementioned paper, \( Q \) is a free parameter and can be parametrized as:

\[
Q(s) = \frac{(bs + c)}{(s + e)}
\]

to reject constant and ramp disturbances. Once further reading is made for [1],
4.4 Designing a controller for Smith Predictor

Controller Comparison

In order to make right comparison with Smith Controller multiple poles are required for designing controllers for flexible robot arm system. Since a second stage controller is obligatory, by following the algorithm described in Proposition 5 given in [4], it is possible to obtain a controller design for a class of plants with multiple poles and time delay. In [4], the algorithm proposed is described elaborately as following:

Let $G$ have no transmission zeros at $s = 0$. Define:

$$d = (a_1 s + 1)(a_2 s + 1) \quad \& \quad n = (s - p_1)(s - p_2)$$

(4.8)

where $p_1, p_2$ are unstable poles of the plant and $a_1, a_2 \in \mathbb{R}$ and $a_1, a_2 > 0$ and let $G$ have a form of:

$$G = Y^{-1}X = \left[\frac{n}{d}\right]^{-1} \left[\frac{n}{d}GP_I\right].$$

(4.9)
In this expression \( G \) represents the part with no transmission zeros where \( \hat{G} \) includes delay elements. Proposition 5 in [4] states:

Let \( G \) be defined as in (4.9), with \( X = \frac{n}{d}G \) and choose any \( \tau_d > 0 \). Define,

\[
\hat{\Phi}_1 = \frac{1}{s} \left[ \frac{n}{\tau_d s + 1} \hat{G}(s)X(0)^{-1} - 1 \right].
\]

(4.10)

**For PD Design:** Let \( p_1, p_2 \in \mathbb{R}_+ \), if \( 0 \leq p_1 < \Omega \) where,

\[
\Omega := \min \left\| \hat{\Phi}_1 \right\|_{\infty}^{-1},
\]

(4.11)

then choose any \( \alpha_1 \in \mathbb{R} \) satisfying

\[ p_1 < \alpha_1 + p_1 < \Omega. \]

Let,

\[ W = (s - p_2)\hat{G}X(0)^{-1}, \]

Define

\[
\hat{\Phi}_2 = \left[ \frac{\alpha_1 (1 + \frac{\alpha_1 + p_1}{\tau_d s + 1} W)}{s} W^{-1} - 1 \right].
\]

(4.12)

If \( 0 \leq p_2 < \Omega \) where,

\[ \Omega_2 := \min \left\| \hat{\Phi}_2 \right\|_{\infty}^{-1}, \]

then choose any \( \alpha_2 \in \mathbb{R} \) satisfying

\[ p_2 < \alpha_2 + p_2 < \Omega_2. \]

(4.13)

Let

\[
\hat{K}_p = (\alpha_1 \alpha_2 - p_1 p_2)X(0)^{-1}, \quad \hat{K}_d = (\alpha_1 + p_1)(1 + \tau_d p_2)X(0)^{-1}
\]

(4.14)

then a PD-controller that stabilizes \( \hat{G} \) is given by

\[
C_{PD}(s) = \hat{K}_p + \frac{s \hat{K}_d}{\tau_d s + 1}.
\]

(4.15)

**For PID Design:** Let \( C_{PD} \) be given as in (4.15) and define a parameter \( H_{PD} \) which yields as:
\[
H_{PD} = \frac{\hat{G}}{1 + C_{PD} \hat{G}}.
\]  
(4.16)

Define,
\[
\Upsilon = \frac{H_{PD}(s)H_{PD}(0)^{-1} - 1}{s},
\]
thus for any \( \gamma \in \mathbb{R} \) satisfying (4.17), a PID – controller that stabilizes \( \hat{G} \) is given by (4.18).
\[
0 < \gamma < \min \|\Upsilon\|^{-1},
\]  
(4.17)
\[
C_{PID}(s) = C_{PD}(s) + \frac{\gamma \alpha_1 \alpha_2 X(0)^{-1}}{s}.
\]  
(4.18)

After describing milestones for the algorithm that is followed, it is our aim to apply the procedure aforementioned for our plant. Let us memorize our flexible robot arm plant and introduce the algorithm to be followed step by step.

**Step 1:**

In Section 2 and Section 3 description of the plant and first order controller designs were introduced, respectively. Given,
\[
P(s) = K \frac{e^{-hs} R_0(s)}{s}
\]
for a flexible robot arm where \( R_0(s) \) is the transfer function for flexible modes.

**Step 2:**

Design of PI controller in the form
\[
C_{pi}(s) = C_1(s) + \frac{K_i}{s},
\]
by following [4] where \( C_1(s) = K_p \) and \( C_1(s) \) is in the domain of all controllers that stabilize plant \( P(s) \). In Table 4.1 and Table 4.2, a group of points selected are applied to the plant and performance responses are compared. Open-loop transfer function for plant \( P(s) \) and \( C_{pi}(s) \) is named as \( \hat{G}_{P1}(s) \).

\[
P(s) = K \frac{e^{-hs} R_0(s)}{s} \quad \text{and} \quad C_{pi}(s) = C_1(s) + \frac{K_i}{s}
\]
\[
\hat{G}_{PI}(s) = \left( K_p + \frac{K_i}{s} \right) \frac{K}{s} e^{-hs} R_0(s) 
\]

and delay-free part is determined as

\[
G_{PI}(s) = \left( K_p + \frac{K_i}{s} \right) \frac{K}{s} R_0(s) 
\]

**Step 3:**

Since it is aimed to design a second stage controller for the flexible robot arm system, (4.19) is now taken as the new plant for Proposition 5 given in [4]. Subsequently, the parameters in (4.8) and (4.9) should be determined in order to proceed. Since \( G_{PI} \) is obtained as,

\[
\hat{G}_{PI}(s) = \left( \frac{K_p s}{K_i} + 1 \right) \frac{K_i K}{s^2} e^{-hs} R_0(s) 
\]

where \( p_1, p_2 = 0 \) in (4.8) since \( s = 0 \) for both poles. Moreover, \( a_1, a_2 = 1 \) is also a plausible assumption since it satisfies both \( a_1, a_2 \in \mathbb{R} \) and \( a_1, a_2 > 0 \). Thus, \( n \) and \( d \) parameters in (4.8) are,

\[
n = s^2 \quad d = (s + 1)^2. 
\]

Once parameters determined for (4.21) are substituted in (4.9),

\[
X(s) = \frac{n}{d} G = \frac{s^2}{(s + 1)^2} \left( \frac{K_p s}{K_i} + 1 \right) \frac{K_i K}{s^2} R_0(s) 
\]

\[
X(s) = \frac{K_i K \left( \frac{K_p s}{K_i} + 1 \right)}{(s + 1)^2} R_0(s) 
\]

Considering (4.22) it is appropriate to state,

\[
X(0) = K_i K 
\]

since \( R_0(0) = 1 \). As we proceed, \( \hat{K}_p \) and \( \hat{K}_d \) given in (4.15) are determined as,

\[
\hat{K}_p = \alpha_1 \alpha_2 X(0)^{-1}, \quad \hat{K}_d = \alpha_1 X(0)^{-1} 
\]

As we construct the equations from (4.15) to (4.18) and substitute
them in (4.18) we end up with:

\[ C_{PID}(s) = C_{PD}(s) + \frac{\gamma \alpha_1 \alpha_2 X(0)^{-1}}{s}, \]

\[ = \hat{K}_p + \frac{s \hat{K}_d}{\tau_d s + 1} + \frac{\gamma \alpha_1 \alpha_2 X(0)^{-1}}{s}, \]

\[ = \alpha_1 \alpha_2 X(0)^{-1} + \frac{s \alpha_1 X(0)^{-1}}{\tau_d s + 1} + \frac{\gamma \alpha_1 \alpha_2 X(0)^{-1}}{s}, \]

\[ = (\alpha_1 X(0)^{-1}) \left( \alpha_2 + \frac{s}{\tau_d s + 1} + \frac{\gamma \alpha_2}{s} \right), \]

\[ = \alpha_1 \alpha_2 X(0)^{-1} \left( 1 + \left[ \frac{s/\alpha_2}{\tau_d s + 1} + \frac{\gamma}{s} \right] \right). \]

**Step 4:**

After determining \( C_{PID} \) in detail, apply this method for 2 most distinctive controller parameters points and find responses, i.e. first stage will be initiated with these 2 \( C_{PI}(s) \) controllers and start finding required parameters starting from Step 1.

- **Selection 1:** \( C_{PI}(s) = 0.0556 + \frac{0.0752}{s} \)
- **Selection 2:** \( C_{PI}(s) = 0.0626 + \frac{0.0902}{s} \)

### 4.4.1 Design for \( C_{PI}(s) = 0.0556 + \frac{0.0752}{s} \)

In this design, we aim to apply the steps mentioned in previous sections. In other words, it is aimed to follow each and every step for \( C_{PI}(s) = 0.0556 + \frac{0.0752}{s} \). For these values, \( \alpha_1 \) and \( \alpha_2 \) values are determined as,

\[ \alpha_1 = 0.2650 \quad \text{and} \quad \alpha_2 = 0.001 \]

If we look at Figure 4.5, \( \gamma \) values with respect to varying \( \alpha_1 \) and \( \alpha_2 \) can be seen. In Figure 4.5, \( \gamma \) values are determined by using the inequality given in (4.17). Briefly, values shown on z-axis are maximum boundaries for \( \gamma \) given in (4.17) which intersects with \( \alpha_1 \) and \( \alpha_2 \) values given in x- and y-axis, respectively.

X-Y plane graph for \( \gamma \) is also shown to understand behavior better. Step
response of the system for the given parameters, can be achieved by following the aforementioned steps. After obtaining $\alpha_1$, $\alpha_2$ and $\gamma$ values, PID controllers are generated through the surface graph obtained from Figure 4.5. As stated in [12], least fragile integral gain is obtained simply by taking half of the maximum value of $\gamma$ since $\gamma$ is a property used for integral action gain. In other words,

$$\gamma_{opt} = \frac{\gamma_{max}}{2}.$$ 

Thus, VM (vector margin) can be found by implementing all possible generated $C_{PID}(s)$ with $G_{PI}$ and obtaining open-loop sensitivity function. In Figure 4.7 vector margin values for open-loop systems with different $C_{PID}$ are obtained.

In order to observe results better, X-Y plane and X-Z plane graphs are also added.
4.4.2 Design for $C_{P_I}(s) = 0.0626 + \frac{0.0902}{s}$

Moreover in this sample, $\alpha_1$, $\alpha_2$ and $\gamma$ values are found by following the equations and inequalities written as in aforementioned section,

$$\alpha_1 = 0.2824 \quad \text{and} \quad \alpha_2 = 0.001$$

In Figure 4.10, upper boundary for $\gamma$ values are shown. X-Y plane for Figure 4.10, Following similar procedures as in previous section, we aim to find $VM\text{(vectormargin)}$ of the feedback system to understand its stability and In Figure 4.12 it can be seen. As also applied in previous example, X-Y and X-Z planes might give us better understanding.
Figure 4.7: VM values for $\alpha_1$, $\alpha_2$ and $\gamma_{opt}$ for Selection 1

Figure 4.8: X-Y Plane for Figure 4.7
Figure 4.9: X-Z Plane for Figure 4.7

Figure 4.10: $\gamma_{max}$ values for $C_{PI} = 0.0554 + 0.0902s$ wrt $\alpha_1$ and $\alpha_2$
Figure 4.11: X-Y Plane for Figure 4.10

Figure 4.12: $\gamma$ values wrt $\alpha_1$ and $\alpha_2$ for $C_{P_I} = 0.0554 + \frac{0.0902}{s}$
Figure 4.13: X-Y Plane for Figure 4.12

Figure 4.14: X-Z Plane for Figure 4.12
Chapter 5

Conclusion

The design of first order controllers are investigated for a flexible robot arm model which includes a time delay. Infinite dimensional flexible modes are approximated by 12\textsuperscript{th} order rational transfer function using system identification techniques for a frequency response data as in [2]. However, the approach does not exclude infinite dimensional flexible modes, see [11, 12] for more details. The plant considered here contains an integral action (i.e. it is an unstable system with a pole at $s = 0$). Subset of all stabilizing PI controllers is characterized and for each element in this set, robustness and performance measures are investigated. The robustness measure is taken as the vector margin (VM); the performance is characterized by the feedback system’s step response. Typically for low-order systems with time delay as the VM increases PO decreases and the settling time $T_s$ increases as well. However, as it can be seen from the last row of Table 4.1, for this particular system with flexible modes and time delay, there is an optimal choice of the parameters of $K_p$ and $K_i$ such that the PO is smallest while maintaining a relatively high VM and having relatively small $T_s$ and $T_r$.

Moreover, flexible robot arm plant is merged with first order PI controller and the new open-loop transfer function is considered as an expanded plant $\hat{G}_{PI}(s)$. By following the directions written in [11], second stage PID controller is designed step by step. A future study would be to compare the performances of the
controllers designed here with the Smith Predictor based approach of [1], briefly outlined in Section 4.3.
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Appendix A

MATLAB codes to generate controllers and evaluation of cost functions

```matlab
%% Maximum Boundary For Proportional Gain
clc
clear all
close all

%%Plant Properites
load plant_parameters.mat
s=tf('s');
h=0.0055;
K=70;

%%Setting Sampling Properties
a=logspace(0,2,1000);
omega=logspace(-3,3,1000);

for k=1:length(a)
```
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for kk=1:length(omega)
    s=1i*omega(kk);
    r_1(kk)=(((5*s/omz1)^2+(2*Zetaz1*5*s/omz1)+1)/((5*s/om1)^2+...
        (2*Zetap1*5*s/om1)+1)~2);
    r_2(kk)=(((5*s/omz2)^2+(2*Zetaz2*5*s/omz2)+1)^2/((5*s/om2)^2+...
        (2*Zetap2*5*s/om2)+1));
    r_3(kk)=(((5*s/omz3)^2+(2*Zetaz3*5*s/omz3)+1)/((5*s/om3)^2+...
        (2*Zetap3*5*s/om3)+1)~3);

    %Flexible Mode Transfer Function
    R_0(kk)=r_1(kk)*r_2(kk)*r_3(kk);

    %Psi Function for a!=0 case
    psi_func_a(kk)= ((exp(-h*s)*R_0(kk))-1)/(s+a(k));

end
Psi_func_for_a(k)=max(abs(psi_func_a));

end
loglog(a,1./Psi_func_for_a,'k',a,a,'--k','LineWidth',2.5)
% Plot Properties
grid on
hold on
figure(1)
xlabel('$a$ value','Interpreter','Latex');
ylabel('$1/||\psi_a||_\infty$','Interpreter','Latex')
title('Relation between $a$ vs $1/||\psi_a||_\infty$ value for $K_d=0$',
    'Interpreter','Latex')
hold on
legend('1/||\psi_a||_\infty','a','Location','Best')
Finding Q vs $a_{\text{max}}(Q)$ Relation for $K_d=0$

```matlab
clc
clear all

% Plant Properties
load plant_parameters.mat
s=tf('s');
h=0.0055;
K=70;

% Interval Boundaries
Kd=linspace(-0.03,0.03,400);
a=linspace(1,15,500);
omega=logspace(-3,3,500);

for j=1:length(Kd)
    for k=1:length(a)
        for kk=1:length(omega)
            s=1i*omega(kk);
            r_1(kk)=(((5*s/omz1)^2+(2*Zetaz1*5*s/omz1)+1)/((5*s/om1)^2+...
                      (2*Zetap1*5*s/om1)+1)^2);
            r_2(kk)=(((5*s/omz2)^2+(2*Zetaz2*5*s/omz2)+1)^2/((5*s/om2)^2+...
                      (2*Zetap2*5*s/om2)+1));
            r_3(kk)=(((5*s/omz3)^2+(2*Zetaz3*5*s/omz3)+1)/((5*s/om3)^2+...
                      (2*Zetap3*5*s/om3)+1)^3);

            % Flexible mode transfer function
            R_0(kk)=r_1(kk)*r_2(kk)*r_3(kk);

            % Psi function for $a \neq 0$ case
            psi_func_a(kk)= (((exp(-h*s)*R_0(kk))*(1+Kd(j)*s))-1)/(s+a(k));
        end
    end
end
```
gamma_of(k) = max(abs(psi_func_a));

test1(k) = abs(gamma_of(k) * a(k) - 1);

end

[min_test1, ind_test1] = min(test1);

a_max(j) = a(ind_test1);

end

plot(Kd, a_max, 'k', 'LineWidth', 2.5)
xlabel('$Q$', 'Interpreter', 'Latex');
ylabel('$a_{\text{max}}(Q)$', 'Interpreter', 'Latex');
grid on
%% PI Design for the optimal controller
clc
close all
clear all

load plant_parameters.mat
s=tf('s');
h=0.0055;
K=70;

% Finding K_{i} for 0<K_{p}< a_{0}/K
eps=10^{-5};
K_p=linspace(0+eps,0.1196-eps,500);
b=linspace(0,50,500);
omega=logspace(-3,3,500);

for j=1:length(K_p)
    for k=1:length(b)
        for kk=1:length(omega)
            s=1i*omega(kk);
            r_1(kk)=(((5*s/omz1)^2+(2*Zetaz1*5*s/omz1)+1)/((5*s/om1)^2+...
                        (2*Zetap1*5*s/om1)+1)^2);
            r_2(kk)=(((5*s/omz2)^2+(2*Zetaz2*5*s/omz2)+1)^2/((5*s/om2)^2+...
                        (2*Zetap2*5*s/om2)+1));
            r_3(kk)=(((5*s/omz3)^2+(2*Zetaz3*5*s/omz3)+1)/((5*s/om3)^2+...
                        (2*Zetap3*5*s/om3)+1)^3);

            %Flexible mode transfer function
            R_0(kk)=r_1(kk)*r_2(kk)*r_3(kk);

            P(kk)=(K*exp(-h*s)*R_0(kk))/s;
            H_1(kk)=P(kk)/(1+K_p(j)*P(kk));
phi_func_b(kk) = (H_1(kk)*K_p(j)-1)/(s+b(k));

end

phi_of(k)=max(abs(phi_func_b));
test1_b(k)=abs(phi_of(k)*b(k)-1); % Points that satisfy in equality
% are selected
end

[min_test1,ind_test1]=min(test1_b); % Detecting points and their indices
b_max(j)=b(ind_test1);
end

%Plot Properties
figure()
plot(K_p,b_max.*K_p,'k','LineWidth',3.0)
xlabel('$K_p$', 'Interpreter','Latex');
ylabel('$K_i$', 'Interpreter','Latex')
grid on

%%% Performance Effect for K_p and K_i parameters are analyzed
% from the results we obtained from K_p vs K_i graph

%open('C:\Users\Asus\Desktop\Thesis-Dec2015-2\Thes_Images\...
%K_p_vs_K_i_co.fig')
% From this figure max point gives us b_max*K_p

increment=max(b_max.*K_p)/length(K_p);
VM_all=zeros(length(K_p));
K_i=b_max.*K_p;

%Surface Plot for the Kp vs. Ki relation
% vector margin
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load plant_parameters.mat
s=tf('s');
h=0.0055;
K=70;

omega=logspace(-3,3,500);
for j=1:length(K_p)
    K_i_inc=0:increment:K_i(j)-increment;
    for k=1:length(K_i_inc)
        K_i_array(j,k)=K_i_inc(k);
        for kk=1:length(omega)
            s=1i*omega(kk);
            r_1(kk)=(((5*s/omz1)^2+(2*Zetaz1*5*s/omz1)+1)/((5*s/om1)^2+...
                    (2*Zetap1*5*s/om1)+1)^2);
            r_2(kk)=(((5*s/omz2)^2+(2*Zetaz2*5*s/omz2)+1)^2/((5*s/om2)^2+...
                    (2*Zetap2*5*s/om2)+1));
            r_3(kk)=(((5*s/omz3)^2+(2*Zetaz3*5*s/omz3)+1)/((5*s/om3)^2+...
                    (2*Zetap3*5*s/om3)+1)^3);

            %Flexible mode transfer function
            R_0(kk)=r_1(kk)*r_2(kk)*r_3(kk);

            P(kk)=(K*exp(-h*s)*R_0(kk))/s;

            %optimal PI controller
            %    C_pi(kk)=0.012+0.05/s;
            C_pi(kk)=K_p(j)+K_i_array(j,k)/s; % PI Controller
            OLTF_pi(kk)=P(kk)*C_pi(kk);
            S_pi(kk)=1/(1+OLTF_pi(kk));

    end
VM_all(k,j)=1/max(abs(S_pi));
end

end

end
clear all

load VM_all_gokce.mat

eps=10^-5;
K_p=linspace(0+eps,0.1196-eps,500);
K_i=linspace(0,1.5,500);
mesh(K_p,K_i,VM_all)
hold on

% Finding Maximum in Columns
hold on
[max_c_VM ind_max_VM]=max(VM_all);
for i=1:length(VM_all)
    curv(i)=K_i(ind_max_VM(i));
end

z=ones(500);
plot3(K_p,curv,z,'LineWidth',2)

% Finding the maximum in Rows
hold on
for i=1:length(VM_all)
    [max_c_VM_r ind_max_VM_r]=max(VM_all,[],2);
    curv_r(i)=K_p(ind_max_VM_r(i));
end
plot3(curv_r,K_i,z,'LineWidth',2)

xlabel('$K_p$','Interpreter','Latex')
ylabel('$K_i$','Interpreter','Latex')
zlabel('Vector Margin','Interpreter','Latex')
%%
% We will be generating column and row max values lines that are limited
% with VM=0.3 (Limit is adjustable)
clear all
load VM_all_gokce.mat
eps=10^-5;
K_p=linspace(0+eps,0.1196-eps,500);
K_i=linspace(0,1.5,500);

% Upper VM limit
VM_limit=0.3;

% Finding Maximum in Columns
% A z-axis array that will only show up to 0.3 VM
[max_c_VM ind_max_VM]=max(VM_all,[],1);
for i=2:length(VM_all)
    while (max_c_VM(i)> VM_limit)==1
        curv(i)=K_i(ind_max_VM(:,i));
        z(i)=1;
        i=i+1;
    end
end
z(1)=1;
up_to=length(z); % # of columns that are greater than VM=0.4

mesh(K_p*K,K_i*K,VM_all); % 3D plot
hold on
plot3(K_p(1:(up_to-1))*K,K_i(ind_max_VM(1:(up_to-1)))*K,z(1:(up_to-1)),...
     '-k','LineWidth',2.5)

% Finding the maximum in Rows
hold on

[max_c_VM_r ind_max_VM_r]=max(VM_all,[],2);
for i=1:length(VM_all)
    if (max_c_VM_r(i) >= VM_limit)
        curv_r(i)=K_p(ind_max_VM_r(i,:));
        z_r(i)=1;
    else
        up_to_row=i;
        break
    end
end

plot3(curv_r(:,1:(up_to_row-1))*K,K_i(:,1:(up_to_row-1))*K,...
      z_r(:,1:(up_to_row-1)),'-.k','LineWidth',2.5)

xlabel('$K_p*K$','Interpreter','Latex')
ylabel('$K_i*K$','Interpreter','Latex')
zlabel('Vector Margin','Interpreter','Latex')
hleg1 = legend('Vector Margin','Max in Column','Max in Row');

%%
% Finding VM_lines
% clc
% clear all
%
load VM_all_gokce.mat
eps=10^-5;
K_p=linspace(0+eps,0.1196-eps,500);
K_i=linspace(0,1.5,500);
mesh(K_p*K,K_i*K,VM_all) %3D plot

hold on
% Calculating contou lines
[C,h] = contour(K_p*K,K_i*K,VM_all,9);
clabel(C,h)
% Loop through each contour line
for i = 1:length(h)
    % Set the line width
    set(h(i), 'LineWidth', 2, 'LineColor', 'k', 'ShowText', 'on')
end

hleg2=legend('Vector Margin','Contour Lines wrt. VM values','Location'... 
               ,'Best')
xlabel('$K_p$','Interpreter','Latex')
ylabel('$K_i$','Interpreter','Latex')
zlabel('Vector Margin','Interpreter','Latex')
%PI Parameters from Workspace to Simulink
Kp_K= 4.178;
Ki_K= 23.99;

figure()
plot(simout)
grid on

PO_a=[57.6 56.3 56.8 61.3 64.5 59.7 65.3];
VM_a=[0.6203 0.5643 0.5909 0.5213 0.4919 0.5175 0.4695];
Ts_a=[2.103 1.898 1.969 1.387 1.929 1.894 2.256];

J=(PO_a).*(Ts_a./10).*(1-VM_a)
J_h=(PO_a).*(Ts_a./10).*sqrt(1-VM_a)

PO_ar=[26.1 31.2 18.3 19.7 29.1 20.5 19.93 35.4 35.7 34.3 47.7 38.1... 42.2];
VM_ar=[0.7663 0.7381 0.6856 0.7108 0.7167 0.6878 0.662 0.6203 0.6407 ... 0.6247 0.6052 0.5902 0.569 0.5447];
Ts_ar=[3.321 2.738 2.755 2.491 2.491 2.441 2.077 1.914 2.117 2.043 ... 1.32 1.633 1.63 1.61];
J=(PO_ar).*(Ts_ar./10).*(1-VM_ar)
J_h=(PO_ar).*(Ts_ar./10).*sqrt(1-VM_ar)