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Abstract: We study the degrees of freedom of optical systems and signals based on space-frequency (phase space) analysis. At the heart of this study is the relationship of the linear canonical transform domains to the space-frequency plane. Based on this relationship, we discuss how to explicitly quantify the degrees of freedom of first-order optical systems with multiple apertures, and give conditions for lossless transfer. Moreover, we focus on the degrees of freedom of signals in relation to the space-frequency support and provide a sub-Nyquist sampling approach to represent signals with arbitrary space-frequency support. Implications for simulating optical systems are also discussed.  
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1. Introduction  

Optical systems involving thin lenses, sections of free space in the Fresnel approximation, sections of quadratic graded-index media, and arbitrary combinations of any number of these are referred to as first-order optical systems or quadratic-phase systems. Mathematically, such systems can be modeled as linear canonical transforms (LCTs), which form a three-parameter family of integral transforms\(^{[1–6]}\). The output light field \(f_M(u)\) of a quadratic-phase system is related to its input field \(f(u)\) through\(^{[1, 2]}\)  

\[
    f_M(u) \equiv (\mathcal{F}_M f)(u) \equiv \int_{-\infty}^{\infty} C_M(u, u') f(u') \, du', \quad C_M(u, u') \equiv \sqrt{\frac{1}{B}} e^{-i\pi/4} e^{i\pi(Bu'^2 - 2Bu'u + \frac{1}{2}a^2)}, 
\]  

for \(B \neq 0\), where \(\mathcal{F}_M\) is the unitary LCT operator with parameter matrix \(M = [A B; C D]\) with \(AD - BC = 1\). The transform matrix \(M\) is useful in the analysis of optical systems because if several systems are cascaded, the overall system matrix can be found by multiplying the corresponding matrices. The LCT family includes the Fourier and fractional Fourier transforms, coordinate scaling, chirp multiplication and convolution operations as its special cases.

The \(a\)-th order fractional Fourier transform (FRT)\(^{[1]}\) of a function \(f(u)\), denoted by \(f_a(u)\), is commonly defined as

\[
    f_a(u) \equiv \int_{-\infty}^{\infty} K_a(u, u') f(u') \, du', \quad K_a(u, u') \equiv A_\phi e^{-i\pi(\cot \phi u'^2 - 2 \cot \phi uu' + \cot \phi u'^2)}, \quad A_\phi = \sqrt{1 - i \cot \phi}, \quad \phi = a\pi/2, \tag{2}
\]

when \(a \neq 2j\) and \(K_a(u, u') = \delta(u - u')\) when \(a = 4j\) and \(K_a(u, u') = \delta(u + u')\) when \(a = 4j \pm 2\), where \(j\) is an integer.

2. Equivalence of linear canonical transform domains to oblique axes in the space-frequency plane  

It is well known that the \(a\)th order fractional Fourier transform domain is an oblique axis in the space-frequency plane\(^{[1, 7]}\). It has been recently shown that LCT domains are equivalent to scaled FRT domains and thus to scaled oblique axes in the space-frequency plane\(^{[8]}\). The equivalence between LCT and FRT domains is based on expressing the LCT as a chirp-multiplied and scaled FRT. Multiplication is not considered to be an operation that changes the domain of a signal, and scaling of the axis is a relatively trivial modification of a domain. Therefore, the only part of the LCT operation that genuinely corresponds to a domain change is the FRT in it, and the linear canonical transformed signal essentially lives in a scaled FRT domain, and hence in a scaled oblique axis in the space-frequency plane.

Based on this many-to-one association of LCTs with FRTs, LCT domains can be labeled and monotonically ordered by an associated fractional order parameter, instead of their usual three parameters, which do not directly lend themselves to a natural ordering. This has important implications for optical systems modeled by LCTs. The optical amplitude distribution at any plane along the optical axis can be expressed as a three-parameter LCT of the input.
Being able to associate a single monotonically increasing parameter with each location along the optical axis offers a vastly more transparent understanding of the evolution of the optical amplitude distribution, as opposed to imagining that the light goes through an unidentified and unsequenced series of three-parameter domains whose whereabouts we cannot visualize. This interpretation of LCT domains also ties together the LCT description of such optical systems with descriptions viewing propagation as an act of continual fractional Fourier transformation.

3. The Bicanonical Width Product: a Generalization of the Space-Bandwidth Product

If a set of signals is highly confined to finite intervals in two arbitrary LCT domains, the space-frequency support (phase space support) is a parallelogram (see Fig. 1a). The number of degrees of freedom of this set of signals is given by the area of this parallelogram, which is equal to the bicanonical width product but usually smaller than the conventional space-bandwidth product [8].

The conventional space-bandwidth product is the minimum number of samples required to uniquely identify a signal out of all possible signals whose energies are approximately confined to given space and frequency intervals. The minimum number of samples needed to fully characterize an approximately space- and band-limited signal can also be interpreted as the number of degrees of freedom of the set of signals. More generally, the number of degrees of freedom is given by the area of the space-frequency support, regardless of its shape. When the space-frequency support is not a rectangle perpendicular to the axes, the actual number of degrees of freedom will be smaller than the space-bandwidth product of the signal. Thus, when we are confronted with a set of signals which are highly confined to finite intervals in two arbitrary LCT domains, the bicanonical width product, defined as the area of the parallelogram defined by these two extents, will be a better measure of the number of degrees of freedom of the set of signals, than the conventional space-bandwidth product. This allows us to represent and process signals with fewer samples [8].

4. Degrees of Freedom and Efficient Signal Representation

Application of the Shannon-Nyquist approach to a space-frequency support of arbitrary shape amounts to enclosing the support with a rectangle perpendicular to the space and frequency axes. The number of samples is given by the area of the rectangle and equals the space-bandwidth product, which may be considerably larger than the area of the space-frequency support and the actual number of degrees of freedom of the signals. Hence when signals do not have a rectangular space-frequency support perpendicular to the space-frequency axes, the space-bandwidth product overstates the actual number of degrees of freedom. We can represent these signals with a number of samples less than the space-bandwidth product. It may frequently be possible to more tightly enclose the actual space-frequency support with a parallelogram than with a rectangle. Then, the bicanonical width product may better represent the actual number of degrees of freedom, and we will be able to represent and reconstruct the signals with less samples than required by the Shannon-Nyquist sampling theorem. This approach reduces to a simple geometrical problem which requires to find the smallest parallelogram enclosing the space-frequency support (as an example, see Fig. 1b). The area of the parallelogram gives the number of samples needed and the reconstruction is possible through the LCT interpolation formula [9, 10] given by

$$ f(u) = \delta u |\csc\phi| \Delta u M e^{-i\pi\cot\phi u^2} \sum_{n=-\infty}^{\infty} f(n \delta u) \sin(c\csc(\phi \Delta u M(u - n \delta u)) e^{i\pi\cot(\phi(n \delta u)^2})$$

5. Degrees of Freedom of Optical Systems and Their Simulation

By utilizing the concepts outlined in previous sections, we can explicitly determine the space-frequency window (phase space window) for optical systems consisting of an arbitrary sequence of lenses and apertures separated by arbitrary lengths of free space [11]. If the space-frequency support of a signal lies completely within this window, the signal passes without information loss (see Fig. 1c). When it does not, the parts that lie within the window pass and the parts that lie outside of the window are blocked, a result which is valid to a good degree of approximation for most systems of practical interest. Also, the maximum number of degrees of freedom that can pass through the system is given by the area of its space-frequency window. Once established, these results provide considerable insight and guidance into the behavior and design of systems involving multiple apertures. They can help us design systems in a manner that minimizes information loss. An advantage of our approach is that it does not require assumptions regarding the signals during analysis or design, since the concept of a system window is signal-independent.

The fact that all physical systems support only a finite number of degrees of freedom means that their effect on signals can be simulated accurately with discrete systems. Recent work [12, 13] showed that if the number of samples $N$ is chosen to be at least equal to the bicanonical-width product of the set of signals we are dealing with, the discrete LCT (DLCT) can be used to obtain a good approximation to the continuous LCT, limited only by the fundamental fact that a signal cannot have strictly finite extent in more than one domain. The exact relation between the discrete and...
continuous LCTs [12] precisely shows the approximation involved and demonstrates how the approximation improves with increasing N. A graphic illustration of the resulting algorithm is given in [14].

We now discuss how to optimally simulate optical systems using this definition of the DLCT when an input signal with known space-frequency support is given. The required number of samples can be found by fitting a parallelogram to the space-frequency support, such that two opposing sides are perpendicular to the x axis (the input domain) and the other sides are perpendicular to the oblique axis corresponding to the output LCT domain. The area of the smallest fitting parallelogram gives the number of samples that needs to be used for an accurate DLCT computation. Then the samples of the continuous signal at the output of the optical system can be obtained by sampling the input signal at this rate and then computing its DLCT.
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