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ABSTRACT

In this paper, a moving object tracking algorithm for infrared image sequences is presented. The tracking algorithm is based on the mean-shift tracking method which is based on comparing the histograms of moving objects in consecutive image frames. In video obtained after visible light, the color histogram of the object is used for tracking. In forward looking infrared image sequences, the histogram is constructed not only from the pixel values but also from a highpass filtered version of the original image. The reason behind the use of highpass filter outputs in histogram construction is to capture structural nature of the moving object. Simulation examples are presented.
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1. INTRODUCTION

Moving object tracking in video is a critical task in many applications including surveillance in CCTV systems, vision based human-computer interaction, and infrared imaging systems [1-6]. Recently, tracking using the mean shift method became popular (see e.g. the references in [3]) and Yilmaz et al. [4] for combined kernel tracking with global motion compensation for forward-looking infrared (FLIR) imagery.

The mean shift method relies on the intensity distributions or smoothed histograms of the target region and estimates the location of the target center in the image space in an iterative manner. The original method [1-3] is based only on the one-dimensional histograms constructed from the image intensity values and therefore it completely misses the texture information of the object. One-dimensional histograms approximating probability density functions (pdf) do not incorporate spatial relation of the image intensity values. This produces problems especially in small targets in FLIR sequences [4-5] because the number of target intensity values are relatively small compared to large targets. In order to achieve a more realistic target modelling two-dimensional histograms or estimates of the two-dimensional probability density functions (pdf) are used to model targets in [4-5]. In addition, the authors used an estimate of the pdf of the local standard deviation of the target region to highlight the low contrast between the target and the background in FLIR images. In, edges of the object are highlighted by including an additional bit in the histogram characterizing the object. If there is a significant change in consecutive pixels then the additional bit is set to 1.

In this paper, the two-dimensional image data is processed using a highpass filter to capture object features including edges on the object. Let the random vector \([x, \bar{x}]\) represent the original and highpass filtered version of the original image \(x\). In this article, the histogram or the pdf of this vector is estimated and the tracking is carried out using the composite histogram which characterizes the object not only from the image pixels but also from the pixels of the highpass filtered image. The main advantage of this approach over the regular intensity value based tracking is that the first entry captures the intensity information of the target and the second entry captures (i) the pixel intensity variation information, and (ii) highlights the contrast between the target and the background around the edges of the target.

In the next section, the mean shift tracking algorithm [1] is reviewed. In Section III, the new tracking feature vector is discussed in detail and simulation results are presented in Section IV.
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2. MEAN-SHIFT TRACKING ALGORITHM

Mean-shift tracking algorithm is an iterative scheme based on comparing the histogram of the original object in the current image frame and histogram of candidate regions in the next image frame. The aim is to maximize the correlation between two histograms.

Let $x$ represent an image $x : Z^2 \rightarrow \{0, 1, 2, ..., N - 1\}$ where $N$ is the dynamic range of the pixel values. Let $O$ represent the support of an object. Let $y_t$ be the center of mass of the support $O$ which is a subset of $Z^2$. The histogram of the object $O$ in image frame $n$ is defined as follows

$$h_O(\ell) = \sum_{(n_1, n_2) \in O} \delta(x(n_1, n_2) - \ell)$$  \hspace{1cm} (1)

where $x(n_1, n_2)$ is the value of the $(n_1, n_2)$-th pixel of the image $x$, $\delta(\cdot)$ is the discrete Dirac-delta function, and $\ell = 0, 1, 2, ..., N - 1$. The histogram is smoothed and normalized in several ways in.\(^1\) In this paper, an ordinary low-pass FIR filter is used to smooth the histogram.

In mean-shift tracking algorithm histograms of regions are compared to each other using the Bhattacharyya coefficient:

$$\rho(h_O, h) = \sum_{\ell} \sqrt{h_O(\ell) h(\ell)}$$  \hspace{1cm} (2)

In the next image frame, the histogram of the same region is estimated and the following weights $w(n_1, n_2)$ for each pixel in the region $O$ are computed.

$$w(n_1, n_2) = \sum_{\ell=0}^{N-1} \sqrt{\frac{h_O(\ell)}{h(\ell)}} \delta(x(n_1, n_2) - \ell)$$  \hspace{1cm} (3)

After this step, the center of mass $y_t$ of the weights are determined. The histogram of the region centered at $y_t$ is computed and compared it to the original histogram using the Bhattacharyya coefficient. If

$$\rho(h_O, h_{y_t}) < \rho(h_O, h_{y_0})$$  \hspace{1cm} (4)

then the first candidate region for the object in the $(n+1)$-st image frame is determined as the region centered at $(y_t + y_{t-1})/2$. The above procedure is repeated until a satisfactory convergence level is reached. In practice, the average number of iterations is 5.

If a background subtraction based moving object detection method is used to determine the moving blobs in the image then the initial starting point of the iterations can be the blob determined by the background subtraction algorithm.\(^7\) Mean-shift tracking iterations improve the accuracy of the detected region obtained using background subtraction.

3. IMAGE FEATURE SELECTION

The efficiency of the mean-shift tracking algorithm depends on how representative the choice of random variables discriminating an object. The original algorithm is implemented in color image sequences and it uses color information. In infrared image sequences there is only the intensity information and the histogram constructed from the intensity information may not be satisfactory to distinguish objects. In a FLIR image there may be image regions with similar intensity histograms and this makes tracker to loose the moving object.

The ultimate goal is to find a sufficient statistic whose distribution characterizes the moving object in a unique manner. Since ordinary and FLIR images have no underlying statistical random process, it is almost impossible to define a sufficient statistic.

By using a high-pass filtered version of the image together with the actual image pixels the aim is to increase the discriminating capability of the mean-shift tracker. Pixels of the high-pass filtered image can capture structure on the moving object including the edges.
Figure 1. FLIR image of a plane. Image size is 71 by 118.

Figure 2. High-pass filtered version of the above plane image.

In Figure 1, FLIR image of a plane is shown. The image shown in Fig. 2 is a high-pass filtered version of this image. A high-pass filter with cut-off frequency at \( \pi/2 \) is used. This image does not clearly reflect the edges of the object. In Fig. 3, another high-pass filter with cut-off \( \pi/4 \) is used. This image clearly shows the edges. Therefore, it is necessary to use a high-pass filter with a lower cut-off frequency to extract the image structure.

High-pass information can be incorporated into the histogram. Since the dimension of the data is doubled compared to pixel-only histograms, the dynamic range of the new histogram is \( N^2 \). In order to reduce the range the high-pass filtered image is quantized to 4 levels, and this leads to a \( 4 \times N \) size histograms.

As it can be seen from the above images high-pass filtering captures (i) the pixel intensity variation information, and (ii) highlights the contrast between the target and the background around the edges of the target. This robustifies the performance of the tracking algorithm. Otherwise the histogram of the object shown in Fig. 1 essentially contains a single peak around the mean value of the object region and this is not enough to uniquely determine the object.

In Figure 4 another FLIR image is shown. This image sequence is downloaded from the web page: [www.dii-llc.com/FLIR_multimedia.html](http://www.dii-llc.com/FLIR_multimedia.html). In this image there are edges within the object as well. Therefore it is important to include these features in the histogram characterizing the object in a unique manner. The high-pass histograms of the plane in Figure 3 and the moving car in Figure 4 are shown in Figure 5-a and 5-b, respectively. The dynamic range of the graph in Figure 5-b is higher than Figure 5-a. As it can be seen from these graphs high-pass information provides additional information about the moving object.

A composite histogram describing both regular pixel values and pixel values of the high-pass filtered image can be constructed in several ways. The easiest approach is to concatenate the normalized histograms of two images.
Figure 3. High-pass filtered version of the above plane image. The cut-off frequency of the high-pass filter is $\pi/4$.

Figure 4. A FLIR image from the web page: www.dii-lc.com

In this case, the dynamic range of the concatenated histogram is $2N$. One can also create a two-dimensional data set by combining the pixels of the two images. In this case, the dimension of the data is doubled compared to a pixel-only histogram, therefore the dynamic range of the new histogram is theoretically $N^2$. However, actual dynamic range of the high-pass filtered image is much smaller than dynamic range of intensity pixels. Quantized version of the high-pass filtered image pixels can be used. It is experimentally observed that 4 to 8 levels are found satisfactory, and this leads to a $4N$ to $8N$ size histograms. The second approach provides a more robust description of the object. This comes at the expense of additional computation. However, in both cases, the computational complexity does not increase drastically with the additional high-pass information in both approaches.

4. SIMULATIONS EXAMPLES

The object in Figure 1 can be tracked very easily by trackers using image pixels, and image and high-pass filtered image pixels because the plane is flying on an open sky.

The car in the parking lot (Figure 2) can be also tracked very easily by both trackers using image pixels, and image and high-pass filtered image pixels because the background is not cluttered in this scene, either. A couple of overlaid images showing the tracking is shown in Figure 6.
Figure 5. (a) Histogram of the highpass image shown in Figure 3, (b) highpass histogram of the moving car in Figure 4. Mean values of high-pass histograms are very close to zero. The variance of the histogram in part (b) is higher than the variance of the histogram in part (a). In the above plots, histograms are shifted by 100.

Figure 6. Tracking the car in the parking lot.

In Figure 3, the IR image of an aeroplane is shown. In this case, the ordinary mean-shift tracker fails to track the object as shown in Figure 7. It is clear that gray-scale pixel histogram is not enough to uniquely characterize the plane in this case. On the other hand, the tracker using both the FLIR pixel and high-pass information successfully tracks the object as shown in Figure 8.

In Figure 9 the frequency response of the FIR high-pass filter used in filtering the image is shown. This image is filtered both horizontally and vertically using the filter shown in Figure 9 to obtain the high-pass filtered image. The computational cost of filtering operation is low because the FIR filter has only 7 nonzero coefficients. To obtain the high-pass histogram there is no need to filter the entire image frame. Only a window around the moving object is sufficient because mean-shift tracker performs a local search to determine the next location of the object.
Figure 7. Mean-shift tracking of a plane using only FLIR pixel information. The tracker fails to track the plane.

Figure 8. Tracking the plane using both highpass information and regular pixels. The plane is successfully tracked.
5. CONCLUSION

Figure 8 clearly shows the superior quality of the proposed tracker using both the pixel information and the high-frequency information over the ordinary mean-shift tracker using only pixel information. The same behavior is observed in all the examples tried. Whenever the background is cluttered the ordinary mean-shift tracker fails to track the moving object due to the lack of information. The histogram constructed from the gray-level information of FLIR images is not sufficient to uniquely characterize the object.

By including high-pass information in the tracking process, the robustness of the tracker is improved against noise and cluttered background. Additional high-pass information leads to unique characterization of the moving object by the histogram in all the examples tried.

The computational cost of the proposed scheme is low. It consists of only an additional high-pass filtering operation and an increased size in histogram construction. High-pass filtering operation may not be carried out over the entire image. It is enough to perform high-pass filtering only around the moving object.
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