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#### Abstract

This paper describes our work on classification of outdoor scenes. First, images are partitioned into regions using one-class classification and patch-based clustering algorithms where one-class classifiers model the regions with relatively uniform color and texture properties, and clustering of patches aims to detect structures in the remaining regions. Next, the resulting regions are clustered to obtain a codebook of region types, and two models are constructed for scene representation: a "bag of individual regions" representation where each region is regarded separately, and a "bag of region pairs" representation where regions with particular spatial relationships are considered together. Given these representations, scene classification is done using Bayesian classifiers. We also propose a novel region selection algorithm that identifies region types that are frequently found in a particular class of scenes but rarely exist in other classes, and also consistently occur together in the same class of scenes. Experiments on the LabelMe data set showed that the proposed models significantly outperform a baseline global feature-based approach.


## 1. Introduction

Scene classification is a fundamental problem in image understanding. Automatic techniques for associating scenes with semantic labels have a high potential for improving the performance of other computer vision applications such as browsing (natural grouping of images instead of clusters based only on low-level features), retrieval (filtering images in archives based on content) and object recognition (the probability of an unknown object/region that exhibits several local features of a ship actually being a ship can be increased if the scene context is known to be a coast with high

[^0]confidence but can be decreased if no water related context is dominant in that scene).

The scene classification problem has two critical components: representing scenes and learning models for semantic categories using these representations. Early work on scene classification used low-level global features extracted from the whole image or from a fixed spatial layout, and used these representations to classify images into a small number of categories such as indoor/outdoor, city/landscape, etc. More recent approaches introduced intermediate representations that exploit local statistics in images. These intermediate representations often make use of interest point detectors and model scenes as a collection of points labeled by a codebook constructed by quantizing these interest points using local invariant features. For example, Fei-Fei and Perona [4] represented a scene as a collection of local patches, denoted as codewords obtained by unsupervised learning. Each patch was represented as part of a "theme" and the theme distributions as well as the codeword distribution over the themes were learned without supervision.

Since local patch histograms, a.k.a. bag-of-words representations, disregard the spatial layout of the patches in an image, Lazebnik et al. [6] partitioned an image into increasingly fine grids and computed histograms of patches found inside each grid cell. The resulting spatial pyramid showed improvements over orderless bag-of-words representations but the spatial information encoded by this model is quite restrictive because it assumes that similar parts of scenes very often appear in similar grid cells. To introduce conceptual information, Money et al. [8] used the bag-of-words representation with probabilistic aspect models. They used the fact that specific learned aspects correlate with the semantic classes and can resolve some cases of visual polysemy. They used the contextual models for man-made vs. natural patch classification. As an alternative model for spatial information, Boutell et al. [3] developed a scene configuration using regions and their pairwise relationships. As an alternative model for codebook-based approaches, Gemert et al. [12] represented scenes using occurrence histograms
of local regions' similarities to prototype concepts. In contrast to a codebook approach, they used the similarities to all vocabulary elements to generalize beyond individual codewords. All of these approaches show that local patches can provide important information about the content of a scene but their weakness also comes from being local. They need to be combined into a spatial context where local and global information are used together for a more robust performance.

This paper describes our work on classification of outdoor scenes. As the first step, images are partitioned into regions using one-class classification and patch-based clustering algorithms. Next, the resulting regions are clustered to obtain a codebook of region types. Then, two models are constructed for scene representation: 1) each region is regarded separately and a "bag of individual regions" representation is generated, 2) regions that satisfy certain spatial relationships are considered together and a "bag of region pairs" representation is obtained. Given these representations, scene classification is done using Bayesian classifiers that model both individual regions and their pairwise spatial dependencies. With the observation that segmentation may produce several spurious regions and the resulting regions are not equally informative in distinguishing one scene class from the others, we also propose a novel selection algorithm that identifies region types that are frequently found in a particular class of scenes but rarely exist in other classes, and consistently occur together in the same class of scenes.

The rest of the paper is organized as follows. Segmentation of images into regions is described in Section 2. Representation of scenes using "bag of individual regions" and "bag of region pairs" are presented in Section 3. Algorithm for selection of discriminative regions is proposed in Section 4. Bayesian models for scene classification are described in Section 5. Experiments on the LabelMe data set are presented in Section 6, followed by conclusions in Section 7.

## 2. Finding local regions

Image segmentation is a very active but still unsolved problem in computer vision. Numerous algorithms were shown to work well on specific images; however, these results have not been generally applicable except for moderately sized images with only a few objects of interest, a simple background, and relatively homogeneous and compact structures. Our experiments with popular segmentation algorithms such as normalized cuts and JSEG showed that different settings of the parameters often undersegment or oversegment regions of interest (especially man-made structures) and it seems to be impossible to find a fixed set of parameters that produces reasonable results for a large data set.

Our segmentation approach combines pixel-based low-
level color and texture information with patch-based local structure information. We assume that a very precise segmentation of an image is not required for the scene classification problem. This assumption relieves the requirement that a single technique must model and optimize both local uniformity such as color homogeneity and more global structure information that is crucial for segmenting manmade objects such as buildings. We propose a two-step algorithm where, first, one-class classifiers segment the regions that consist of pixels with relatively uniform color and texture properties (Section 2.1), then, clustering of patches aims to detect structures in the remaining regions (Section 2.2). Such combination becomes possible because both techniques have the capability of segmenting only some parts of an image and rejecting the rest when the corresponding models do not fit well, as opposed to most of the popular techniques that result in a complete partitioning of the whole image.

### 2.1. One-class region segmentation

In traditional multi-class classification, classifiers are trained using example patterns for each class to learn a model that estimates decision boundaries in the feature space. This corresponds to a complete (exhaustive and exclusive) partitioning of the feature space where each part of the space corresponds to a particular class and is separated from the others. On the other hand, the goal of one-class classification [11] is to accurately describe one class of patterns (called the target class) against the rest of the patterns (called outliers). Hence, a test sample is either detected as belonging to the target class or it is rejected.

Many standard pattern recognition techniques tackle this type of problem using two-class classifiers. However, in real world classification problems, sampling a sufficient number of training data from each of the classes is not always possible. Since these techniques require complete descriptions of both classes, they may not generalize well for the diverse (outlier) class. On the other hand, one-class classifiers try to overcome this problem by modeling only the target class and assuming a low uniform distribution for the outlier class. After a probability density is estimated using the training patterns of the target class, a threshold is set on the tails of this distribution and a specified amount of the target data is rejected. This results in a decision boundary that separates the target class from the rest in the feature space.

In this work, we collected training examples for six region types: sky, water, tree, sand, rock and road (these region types were selected because they are common in outdoor scenes). Then, we trained a separate classifier for each region type using pixel-based RGB, HSV and Gabor texture features. For each classifier, we used a Gaussian mixture with four components to model the distribution of the


Figure 1. Examples for one-class classifier-based segmentation. 1 st and 3rd columns are original images, 2nd and 4th columns show the segmentation. Pixels marked as white are unlabeled.
target class and use a rejection threshold of 0.05 to define the corresponding decision boundaries. Both the number of components and the rejection threshold were selected empirically. In the testing phase, for each pixel in an image, each classifier outputs a label as target or outlier. If all six classifiers output the outlier label, that pixel is decided to be definitely different from all six semantic classes and is left unlabeled. On the other hand, if there are classifiers with target labels, that pixel is assigned to the class that has the highest target probability among all classes. An important aspect of this labeling process is that only some parts of an image that belong to the semantic region types are labeled as foreground whereas the remaining parts are discarded as background unlike the common approach where the whole image is labeled. Another advantage is that a new region type can be added by training its one-class classifier without affecting the previously trained classifiers.

Finally, neighboring pixels with identical class labels are merged to form a segmentation. Morphological operations are used to filter out very small foreground regions and also merge very small background regions to their neighboring foreground regions. Resulting connected components provide the first level of segmentation. We observed that using different color models improved the classification performance and adding texture information enabled better handling of classes such as sky and water or sand and rock that have similar colors. Figure 1 shows examples for one-class classifier-based segmentation of images.

### 2.2. Patch-based region segmentation

The goal of one-class region segmentation is to extract only the regions that have relatively homogeneous pixel content. Examples for such regions were given in the pre-


Figure 2. Keypoints that belong to the same structure but appear in different rotations.
vious section. Other regions that may be important for understanding the scene context may not have homogeneous color or texture content but may exhibit a structure such as man-made objects like buildings or cars. We use patchbased local structure information to extract such regions.

The first step for modeling structure is the detection of local features. For this purpose, we use the keypoint detector described in [7]. A common approach for generating a feature descriptor for each keypoint is to compute a gradient orientation histogram [7] within its neighborhood. Even though this descriptor has been shown to be invariant to scale and rotation, and thus useful for matching parts of a specific object under such distortions, keypoints with similar descriptors can also be found in different structures and this visual polysemy causes a problem in classification of these structures [8].

We believe that color information can be used to decrease this problem. First, the keypoint detector is applied to each image within the regions rejected by the one-class classifiers. This helps filtering out spurious keypoints that are often detected in textured areas such as trees or water and in shadows. Then $16 \times 16$ patches are extracted around each resulting keypoint. Each patch is divided into four $4 \times 4$ quadrants and averages of RGB and HSV values of pixels are computed for each quadrant. This results in a descriptor with 24 features for each keypoint. We do not use texture information in these descriptors because $4 \times 4$ neighborhoods are considered too small.

We assume that keypoints belonging to the same structure have similar descriptors. Therefore, all keypoints in all images are clustered and keypoints belonging to the same cluster are given the same label. We use the $k$-means clustering algorithm with $k$ empirically selected as 25 after experimenting with different values. An important step in the clustering process is to preserve rotation invariance because keypoints from different parts of the same structure can have similar features but in different quadrants as shown in Figure 2. This invariance is achieved by considering four possible rotations of the quadrants in the computation of the Euclidean distance between the descriptors of two key-


Figure 3. Example segmentations. 1st column shows original images. 2nd column contains the one-class segmentations. 3rd column shows the grown patches. 4th column contains false color labeling of the final segmentations.
points, and taking the rotation corresponding to the smallest distance as the degree of similarity between these keypoints.

Finally, after the keypoints are labeled according to the clustering of their patch-based color descriptors, neighboring ones with the same label are grouped to form regions. We designed an iterative morphological dilation operation, similar to morphological reconstruction by dilation, where each keypoint is iteratively grown within the area restricted by the unlabeled regions of one-class segmentation and the growth support regions of other keypoints with different labels. In other words, the neighborhood around each keypoint can grow until it reaches the boundary of one-class segmentation or the neighborhood of another keypoint with a different label for a specified number of iterations. Keypoints that have the same label and whose neighborhoods merge after this growing process form spatially contiguous regions. Examples for final segmentations are shown in Figure 3.

## 3. Scene representation

After an image is segmented into several regions, its content is modeled in terms of the contents of these regions and their spatial relationships. Regions are modeled using their color content (texture features can easily be added if needed) and their spatial relationships are modeled according to their vertical overlap. Details of this representation are given below.


Figure 4. Examples for region clusters. Each row represents a different cluster.

### 3.1. Region codebook construction

Each region is modeled using the multivariate histogram of the HSV values of its pixels with 8 bins used for the H channel and 3 bins for each of $S$ and $V$ channels, resulting in a 72 -dimensional feature vector. Then, a codebook of region types is constructed using the $k$-means algorithm for vector quantization. The number of codewords ( $k$ ) was set to 50 in the experiments presented in this paper (in Section 4 we describe a region selection algorithm to automatically determine which of these regions are important for classification). The output of this step is a discrete type label assigned to each region. Note that the labels assigned to regions during the supervised one-class classification step are only used to find the corresponding connected components during region segmentation. The codebook construction stage involves a more detailed labeling of the regions. Examples for region clusters are shown in Figure 4.

### 3.2. Spatial modeling of regions

Color information can be very useful in discriminating objects/regions in a scene if they have very distinct colors. However, just like any other low-level features, color cannot distinguish conceptually different objects/regions if they fall to nearby locations in the feature space.

An important element of image understanding is the spatial information. For example, finding a region with dominant blue color (that may be water) and a neighboring beige region (that may be sand) with another blue region (that may be sky) above them can increase the possibility of being a coast scene for that image. Furthermore, two scenes with similar regions can have very different interpretations if the regions have different spatial arrangements. Hence, spatial information can be used to resolve ambiguities in scene classification.

Different methods have been proposed to model region spatial relationships [1, 2, 5, 3]. However, it becomes a
combinatorial problem if one tries to model all possible relationships between regions in an image [1]. Therefore, we decided to use only the vertical relationship of "abovebelow" because it arguably provides a better characterization of the content. For example, flipping a photograph horizontally does not usually alter its semantics but flipping it vertically or rotating it greatly perturb its perception [9].

To determine the vertical relative position of two regions, we use their projections on both axes. If there is an overlap between the projections on the $x$-axis, their projections on the $y$-axis are compared. If they have no overlap on the $y$ axis or if the overlap is less than 50 percent of the area of the smaller region, we conclude that the one with a greater centroid ordinate is above the other one. If these overlap criteria are not met, it is concluded that no significant vertical relative arrangement exists between these two regions. The result of this step is a list of region pairs that satisfy the "above-below" relationship for each image.

### 3.3. Scene features

After each region is assigned a type label and the pairwise spatial relationships are computed, each scene is represented as a "bag-of-regions". We consider two settings for this bag-of-regions representation:

1. each region is regarded separately and a "bag of individual regions" representation is generated, and
2. regions that satisfy the above-below relationship are grouped together and a "bag of region pairs" representation is constructed.

These representations are used for scene classification as described in Section 5.

## 4. Region selection

Feature selection is an important task in pattern recognition problems involving a lot of features. The selection process not only can reduce the cost of recognition, but also can result in a better classification accuracy due to finite sample size effects. Our motivation for applying a selection procedure to the set of regions resulting from segmentation and codebook construction processes follows the observations that segmentation may produce several spurious regions and the resulting regions are not equally informative in distinguishing one scene class from the others.

Given the set of regions in the codebook as in Section 3.1 and a set of example images for all scene classes of interest, our goal is to identify such region types that

1. are frequently found in a particular class of scenes but rarely exist in other classes, and
2. consistently occur together in the same class of scenes.

Research with similar motivation can be found in other domains such as remote sensing image classification or keyword extraction. For example, we modeled contextual information in remote sensing images using regions and their spatial relationships [1]. First, we generated candidate region groups that were combinatorially formed using all possible relationships between all possible region types. Then, we defined a class separability criterion based on the withinclass and between-class variances of the number of occurrences of these groups in example images belonging to different scenes. Finally, unknown scenes were classified using a Bayesian framework based on the occurrence of selected region groups in these scenes.

Somol and Pudil [10] developed a generic multi-subset search algorithm that finds a set of subsets of features (each subset corresponding to a particular class) by taking into account the relations between features in each subset as well as between subsets. They applied this algorithm to the keyword extraction problem by promoting keyword pairs in different subsets if each one was frequent in one class but rare in the other class, and by preventing of keywords in the same subset co-occurring within the documents belonging to the same class. This approach is related to the term frequency-inverse document frequency ( $t f$-idf) concept where $t f$ gives a high weight to terms that appear in a document many times and idf tends to filter out common terms that also appear in many other documents.

However, the importance of the selection process is often ignored in related recent work on patch-based object recognition and scene classification where the number of patches (a.k.a. visterms, local invariant features) is heuristically set to a large number such as 1,000 . One particular example for discriminative patch selection is [13] where, first, a graphbased optimization approach was used to find a subset of patches from the positive training images where every selected patch was distant from the patches in the negative training images but was highly similar to other patches in the positive training images. Then, each of the selected patches was evaluated, in isolation, based on its performance in separating the positive and negative training images using a threshold on distances between patch features. This approach was evaluated in an object class recognition scenario where negative training images did not contain any instance of the target object whereas positive images contained exactly one instance, and gave higher recognition rates than the cases where no selection was used.

We formulate the feature selection process as a multisubset search problem as in [10] with the major difference being the definition of the optimization criteria for finding the best set of subsets of regions (because the motivations, requirements and inputs for keyword selection are different from our region selection setting). Let $\mathcal{T}$ be the set of region
types in the codebook $(|\mathcal{T}|=k)$ and

$$
\begin{equation*}
\boldsymbol{\mathcal { X }}_{d}=\left\{\mathcal{S}_{j} \mid j=1, \ldots, c\right\} \tag{1}
\end{equation*}
$$

be a set of subsets, also called a multi-subset, of these types where

$$
\begin{equation*}
\mathcal{S}_{j}=\left\{t_{n}^{j} \mid n=1, \ldots, c_{j} ; t_{n}^{j} \in \mathcal{T}\right\} \tag{2}
\end{equation*}
$$

is the subset for the $j^{\prime}$ th class, $c$ is the number of classes, and $c_{j}$ is the size of the $j$ 'th subset. The size of the multisubset $\mathcal{X}_{d}$ is $\left|\mathcal{X}_{d}\right|=\sum_{j=1}^{c}\left|\mathcal{S}_{j}\right|=d$.

Given a criterion $J(\cdot)$ that describes the quality of a multi-subset, the goal is to find such subset $\mathcal{X}_{d}$ for which the criterion is maximum. A suboptimal solution to this problem can be found using the sequential forward selection algorithm that starts with an empty set $\mathcal{X}_{0}$ and iteratively finds a new set $\boldsymbol{\mathcal { X }}_{i+1}$ by adding a new feature to the set $\boldsymbol{\mathcal { X }}_{i}$ such that
$J\left(\boldsymbol{\mathcal { X }}_{i+1}\right)=\max _{\substack{j=1, \ldots, c \\ t \in \mathcal{T} \backslash \mathcal{S}_{j}}} J\left(\left\{\mathcal{S}_{1}, \ldots, \mathcal{S}_{j-1}, \mathcal{S}_{j} \cup\{t\}, \mathcal{S}_{j+1}, \ldots, \mathcal{S}_{c}\right\}\right)$
until the multi-subset $\mathcal{X}_{d}$ with the required size is obtained.
Our definition of $J(\cdot)$ combines two components (as in [10]):

$$
\begin{equation*}
J\left(\boldsymbol{\mathcal { X }}_{d}\right)=\sum_{\substack{j=1, \ldots, c \\ n=1, \ldots, c_{j}}} A^{j}\left(t_{n}^{j}\right)\left(\sum_{\substack{i=1, \ldots, c \\ i \neq j \\ m=1, \ldots, c_{i}}} E^{j, i}\left(t_{n}^{j}, t_{m}^{i}\right)\right) \tag{4}
\end{equation*}
$$

where $A^{j}(t)$ describes the intra-subset importance of region type $t$ within $\mathcal{S}_{j}$ and $E^{j, i}(t, \bar{t})$ describes the inter-subset relation between region types $t \in \mathcal{S}_{j}$ and $\bar{t} \in \mathcal{S}_{i}$.

Given $\mathcal{I}$ as the whole set of training images, $\mathcal{I}_{j}$ as the set of training images for the $j$ 'th class, and $H_{l}(t)$ as the frequency of the $t$ 'th region type in the $l$ 'th image, we define these components as follows (different from [10]):
$A^{j}(t)=\frac{\left(\sum_{l \in \mathcal{I}_{j}} H_{l}(t)\right)\left(1+\sum_{l \in \mathcal{I}_{j}} \sum_{\bar{t} \in \mathcal{\mathcal { S } _ { j } \backslash \{ t \}}} \min \left\{H_{l}(t), H_{l}(\bar{t})\right\}\right)}{\left(1+\sum_{\substack{i=1, \ldots, c, c \\ i \neq j}} \sum_{l \in \mathcal{I}_{i}} H_{l}(t)\right)}$
promotes region types that are frequently found in examples for a particular class (the first term in the numerator) and consistently occur together with other region types selected for the same class in the same examples (the second term in the numerator) while demoting types that are also similarly frequent in examples for other classes (term in the denominator), whereas

$$
\begin{align*}
& E^{j, i}(t, \bar{t})=\left(\sum_{l \in \mathcal{I}_{j}} \max \left\{H_{l}(t)-H_{l}(\bar{t}), 0\right\}\right) \times \\
&\left(\sum_{l \in \mathcal{I}_{i}} \max \left\{H_{l}(\bar{t})-H_{l}(t), 0\right\}\right) \tag{6}
\end{align*}
$$

promotes pairs of region types of which each one is frequent in examples of one class but is rarely found in examples of the other class. This setting does not depend on a specific classifier unlike most of the traditional feature selection algorithms because it performs selection only based on the frequencies of region types in example images for different classes.

## 5. Bayesian scene classification

A scene represented as a bag-of-regions with associated region labels can be classified using the Bayesian decision rule according to posterior probabilities. The scene with the set of regions $\left\{x_{1}, \ldots, x_{m}\right\}$ is assigned to the class

$$
\begin{equation*}
w_{j}^{*}=\arg \max _{j=1, \ldots, c} p\left(w_{j} \mid x_{1}, \ldots, x_{m}\right) \tag{7}
\end{equation*}
$$

where $w_{j}$ represents the $j$ 'th class, $c$ is the number of classes, and $m$ is the number of regions in the scene. Using the Bayes rule, the posterior probabilities can be computed as

$$
\begin{equation*}
p\left(w_{j} \mid x_{1}, \ldots, x_{m}\right)=\frac{p\left(x_{1}, \ldots, x_{m} \mid w_{j}\right) p\left(w_{j}\right)}{p\left(x_{1}, \ldots, x_{m}\right)} \tag{8}
\end{equation*}
$$

Assuming equal priors for all classes, the classification problem reduces to the computation of class-conditional probabilities $p\left(x_{1}, \ldots, x_{m} \mid w_{j}\right)$. Given the label for each region as $x_{i}=u$ where $u \in\{1, \ldots, k\}$, the class-conditional probability would normally have $k^{m}$ terms when estimated jointly. To simplify this estimation, we make two separate assumptions:

1. Each region is assumed to be independent of others given the class.
2. Regions are assumed to have pairwise spatial dependencies but the pairs are assumed to be independent of others given the class.

The first assumption corresponds to a "bag of individual regions" representation whereas the second assumption corresponds to a "bag of region pairs" representation. Using multinomial density models, the probability values are computed using the maximum likelihood estimates where a total of $k$ parameters need to be estimated for each class in the first model and a total of $k^{2}$ parameters need to be estimated for each class in the second model.

When region selection is performed before classification, the "bag of individual regions" and "bag of region pairs" representations are both computed using only the regions selected after the process described in Section 4.

## 6. Experiments

The proposed algorithms were evaluated using a subset of the MIT LabelMe data set that contains 7 scene categories: coast, forest, highway, inside city, mountain, open

Table 1. Confusion matrix for the bag of individual regions representation without region selection.

\[

\]

Table 2. Confusion matrix for the bag of region pairs representation without region selection.

|  |  | Assigned |  |  |  |  |  |  | Total | \% Agree |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | coast | forest | highway | insidecity | mountain | opencountry | street |  |  |
| True | coast | 39 | 0 | 2 | 0 | 4 | 5 | 0 | 50 | 78.00 |
|  | forest | 1 | 34 | 0 | 4 | 3 | 8 | 0 | 50 | 68.00 |
|  | highway | 0 | 0 | 35 | 7 | 0 | 0 | 8 | 50 | 70.00 |
|  | insidecity | 2 | , | 10 | 20 | 2 | 3 | 10 | 50 | 40.00 |
|  | mountain | 2 | 3 | 2 | 0 | 37 | 6 | 0 | 50 | 74.00 |
|  | opencountry | 3 | 6 | 3 | 2 | 16 | 20 | 0 | 50 | 40.00 |
|  | street | 1 | 1 | 5 | 7 | 2 | 5 | 29 | 50 | 58.00 |
|  | Total | 48 | 47 | 57 | 40 | 64 | 47 | 47 | 350 | 61.14 |

country, and street. From a total of 1,050 images, 700 were used for training (100 images for each scene category) and 350 used for testing ( 50 images for each category). Each image was segmented as described in Section 2, and the "bag of individual regions" and "bag of region pairs" representations were computed using a codebook of 50 region types as described in Section 3. The number of region types in the codebook were also reduced to 20 using the selection algorithm described in Section 4, and the bag of regions representations were also computed for this codebook.

The experiments were done for four different cases:

- using bag of individual regions representation,
- using bag of region pairs representation,
- using bag of individual regions representation after selection,
- using bag of region pairs representation after selection.

The confusion matrices for these cases are given in Tables $1-4$. The correct classification rates of $54.29 \%, 61.14 \%$, $57.43 \%$ and $62.00 \%$ show that spatial modeling has a very important contribution to classification. Furthermore, the selection algorithm that resulted in a smaller region codebook improved the results both for the bag of individual regions and for the bag of region pairs representations. The confusion matrices also show that most of the misclassifications occur in semantically similar categories. In particular, the open country and inside city categories have the largest error rate. When we analyze the confusion matrices in detail, we can see that the former is mostly confused with mountain, coast and forest categories, whereas the latter is mostly confused with highway and street categories, but these errors can be acceptable in most cases. Examples for correct and wrong classifications using the bag of region pairs representation after region selection are given in Figures 5 and 6.

Table 3. Confusion matrix for the bag of individual regions representation after region selection.


Table 4. Confusion matrix for the bag of region pairs representation after region selection.

|  |  | Assigned |  |  |  |  |  |  | Total | \% Agree |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | coast | forest | highway | insidecity | mountain | opencountry | street |  |  |
| True | coast | 42 | 0 | 0 | 1 | 3 | 4 | 0 | 50 | 84.00 |
|  | forest | 1 | 38 | 0 | 2 | 4 | 4 | 1 | 50 | 76.00 |
|  | highway | 1 | 1 | 31 | 4 | 2 | 2 | 9 | 50 | 62.00 |
|  | insidecity | 3 | 4 | 12 | 19 | 1 | 1 | 10 | 50 | 38.00 |
|  | mountain | 1 | 5 | 0 | 0 | 40 | 3 | 1 | 50 | 80.00 |
|  | opencountry | 8 | 5 | 1 | 2 | 9 | 25 | 0 | 50 | 50.00 |
|  | street | 2 | 1 | 8 | 12 | 2 | 3 | 22 | 50 | 44.00 |
|  | Total | 58 | 54 | 52 | 40 | 61 | 42 | 43 | 350 | 62.00 |

Table 5. Correct classification rates for different statistical classifiers using global HSV histograms.

| Linear Gaussian classifier | $32.86 \%$ |
| :--- | :--- |
| Quadratic Gaussian classifier | $29.43 \%$ |
| $k$-nearest neighbor classifier | $37.43 \%$ |
| Parzen window classifier | $40.00 \%$ |
| Support vector machines | $34.29 \%$ |

We also compared the performances of the region-based approaches with those of different statistical classifiers using global HSV histograms (using $8 \times 3 \times 3$ bins) as the traditional baseline approach for scene categorization. The results are summarized in Table 5. We can conclude that even the worst region-based result is significantly better than the best global feature-based performance.

## 7. Conclusions

We described a new method for scene classification where images were partially segmented into regions using one-class classification and patch-based clustering algorithms, the resulting regions were clustered to obtain a codebook of region types, and pairwise region spatial relationships were modeled using vertical projections. We constructed two models for scene representation: a "bag of individual regions" representation where each region was regarded separately, and a "bag of region pairs" representation where spatially related regions were considered together. Given these representations, scene classification was done using Bayesian classifiers. We also proposed a novel region selection algorithm to identify such region types that were frequently found in a particular class of scenes but rarely existed in other classes, and consistently occurred together in the same class of scenes. Experiments on the LabelMe data set showed that the proposed models significantly outperform global feature-based techniques.

Future work involves building additional local descriptors to improve modeling of structural information for im-


Figure 5. Examples for correctly classified scenes. Rows correspond to the rows of the confusion matrices.
age segmentation, alternative techniques for region codebook construction, and evaluation of the region selection algorithm in larger data sets. We believe that incorporating spatial information and a discriminative selection process to the formulation of the scene classification problem will provide greater improvements in both quantitative and qualitative performance.
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