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Abstract

We propose an effective preconditioning scheme for the iterative solution of the systems formulated by the electric-field integral equation (EFIE). EFIE is notorious for producing difficult-to-solve systems. Especially, if the target is complex and the utilized frequency is high, it becomes a challenge to solve these dense systems with even robust solvers such as full GMRES. For this purpose, we use an inner-outer solver scheme and use an approximate multilevel fast multipole algorithm for the inner solver to provide a very efficient approximation to the dense linear system matrix. We explore approximation level and inner-solver accuracy to optimize the efficiency of the inner-outter solution scheme. We report the solution of large EFIE systems of several targets to show the effectiveness of the proposed approach.

1 Introduction

In this paper we consider fast iterative solutions of the integral equation methods, which yield large and dense linear systems in the form of

\[ \mathbf{Z} \cdot \mathbf{x} = \mathbf{b} \quad (1) \]

The solution of such matrix-equations may have prohibitively large computational costs, unless fast methods, such as the multilevel fast multipole algorithm (MLFMA) [4], is employed for the matrix-vector multiplication that is required at least once in an iterative method. If \( N \) denotes the number of unknowns, MLFMA performs the matrix-vector multiplication in \( O(N \log N) \) complexity. Hence, provided that the number of iterations does not grow rapidly as \( N \) grows, integral-equation methods combined with MLFMA provide fast and accurate solutions of large electromagnetic problems.

However, when the target geometry involves open surfaces, the only applicable formulation is the electric-field integral equation (EFIE), which produces ill-conditioned matrices that are difficult to solve iteratively. Particularly, as the geometry size grows in terms of the wavelength, the system matrix becomes nearly singular and it becomes a challenge to solve these large linear systems in moderate memory and CPU time. For this reason, there is strong need for developing parallel preconditioners that can be embedded in a parallel MLFMA implementation [6].

If the preconditioner is constructed from the near-field matrix, such as the sparse approximate inverse preconditioner [2], it lacks the information contained in the far-field interactions, which become dominant for large problems. Hence, preconditioners relying on only the near-field interactions are not sufficiently strong for EFIE problems. As a remedy, we propose an efficient approximation strategy to MLFMA, which is used to build a preconditioner that carries enough information from the far-field interactions. Hence, the preconditioning operation is performed by an iterative solver, which is nested in an outer iterative method used for the solution of (1). The performance of the approximate MLFMA preconditioner is optimized by adjusting the parameters of the MLFMA used in the inner iterations.

We show the effectiveness of the proposed approach by solving a square patch with various sizes. Particularly, we provide the solution of a 256\( \times \)256\( \lambda \) problem that leads to a matrix-equation with 21,965,824 unknowns. This is the largest EFIE problem reported, to the best of our knowledge. The problem is solved on 16 nodes of a cluster with Intel Xeon 5355 processors. We show the accuracy of the solutions of patch problems by comparing them with the physical optics (PO) solutions. We also present the solution of some other targets including a real-life problem.
2 Approximate MLFMA Preconditioner

The usual practice in MLFMA is to keep the lowest level cluster-size fixed and partition the target in a bottom up fashion [5]. Because of this, as the problem size and the number of MLFMA levels increase, the near-field matrix becomes more and more sparse. Therefore, for large problems, preconditioners generated from the near-field matrix cannot be strong enough for EFIE and we may need more than what is provided by the near-field matrix. We can make the near-field matrix denser by increasing the size of the lowest-level clusters. However, this is very costly for memory use, which is critical in large-scale simulations. Also, the manipulation of a denser near-field matrix (matrix-vector multiplication or preconditioner generation) can turn out to be unaffordable in terms of CPU time.

On the other hand, we have the opportunity to use an iterative method for preconditioning when we use a flexible solver to solve the linear system (1) [9]. Hence, we can make use of MLFMA to have stronger preconditioners with respect to those obtained from the near-field matrix. This approach produces a nested implementation of iterative solvers [9]. In the outer solver that solves the original system, we use FGMRES, which is a flexible version of GMRES. FGMRES allows the preconditioner to change from iteration to iteration. Then, the preconditioner of this solver can be another Krylov subspace solver which is called the inner solver. We illustrate this preconditioning scheme in Figure 1. The inner solver makes use of an approximate MLFMA (AMLFM[19]) for efficiency and (possibly) a SAI preconditioner to accelerate its convergence.

$$ y = \tilde{Z} \cdot x $$

(MLFMA)

$$ y = \tilde{Z}' \cdot x $$

(AMLFMA)

$$ w' = \tilde{S} \cdot v' $$

(SAI)

Figure 1: Inner-outer solution scheme. \( \tilde{Z}' \) represents the linear operator whose matrix-vector multiplication is provided by AMLFMA.

There can be several ways of achieving cheaper versions of MLFMA. Now we discuss these possibilities and their suitability to use as a preconditioner.

2.1 Less Accurate MLFMA Schemes

We control the maximum error of MLFMA by the truncation number

$$ L \approx 1.73ka + 2.18(d_i)^{2/3} (ka)^{1/3} $$

(2)

of the translation function, where \( a \) is the cluster size of the level and \( d_i \) is the accurate number of digits [8]. We group the relaxation strategies of MLFMA into three:

1) By Reducing the Number of Accurate Digits: A less accurate but cheaper version of MLFMA can be constructed by reducing the number of accurate digits \( d_i \) as in [3]. However, the truncation number loosely depends on the value of \( d_i \), for large boxes in the higher levels of MLFMA. For example, for an eight-level problem, if the number of accurate digits is reduced from four to one as in [3], the truncation number of the highest level decreases from 380 to 361, and this corresponds to only 5% reduction. Hence, as the problem size increases, this approach becomes less effective. Moreover, new sets of arrays are needed for the radiation (receiving) patterns of the basis (testing) functions for the less-accurate MLFMA, and this adds a significant cost to the memory requirement.

2) By Omitting Interactions at High Levels: Another way to obtain a less-accurate MLFMA can be to interrupt the aggregation process at some level before reaching the top of the tree structure. Then, translation and disaggregation processes are also ignored for highest levels. We call this version incomplete MLFMA (IMLFMA). This approximation scheme requires neither extra computational load during the setup nor significant modifications to the original MLFMA. On the other hand, the processing time required for each level of MLFMA is approximately same, hence, half of the levels should be ignored to obtain 50% reduction in time. This leads to a poor approximation of MLFMA since most of the interactions (usually much larger than the half of the interactions) are not computed. Therefore, IMLFMA usually fails to provide the desired level of accuracy with significant gain from the computational time.

3) A More Flexible Strategy (AMLFMA): In order to balance the accuracy and efficiency in a flexible way, we redefine the truncation number for level \( I \) as

$$ L'_I = L_i + a_I (L_i - L_{I-1}) $$

(3)

where \( L_i \) is the truncation number defined for the first level, \( L_i \) is the original truncation number for the level \( I \) calculated by using (2). The approximation factor \( a_I \) is defined in the range from 0.0 to 1.0. As \( a_I \) increases from 0.0 to 1.0, the AMLFMA becomes more accurate but less efficient, while it corresponds to the full MLFMA when \( a_I = 1 \). Hence, this parameter provides us important flexibility in designing the preconditioner. Moreover, the truncation number of the lowest level is not modified, hence AMLFMA does not require extra computation load for the radiation and receiving
patterns of the basis and testing functions when it is used in conjunction with MLFMA in a nested manner.

We compare the change in truncation numbers and corresponding errors for different approaches in Figures 3 and 4. We note that computational time of the operations for a level are proportional to $L^2$ \cite{5}. Therefore, we expect significant gains for low approximation factors.

![Figure 2: Truncation numbers of MLFMA attained with different approximation strategies. The geometry is a 20\lambda \times 20\lambda patch with 137,792 unknowns.](image)

2.2 Issues for the Inner-Outer Solution Scheme

There are many factors that effect the performance of inner-outer schemes, such as approximation level of the preconditioning operator to the linear system operator, the choice of the inner solver, inner stopping criteria, and possibly a second preconditioner to be used to accelerate the inner solver’s convergence. Now we discuss these factors in more detail:

1. **Preconditioning operator**: In fact, one can use the same linear system operator for the preconditioning operation by using the same MLFMA for both inner and outer solvers. However, it is known that nesting strategy increases the total number of matrix-vector products with respect to standard Krylov methods \cite{7}. On the other hand, since we only need an approximate solution for preconditioning, a less-accurate MLFMA may increase the efficiency. The discussion in the previous section reveals that the AMLFMA is an appropriate choice. By adjusting the approximation factor $a_f$ of AMLFMA, both the accuracy and the computational time of the matrix-vector product can be tuned to achieve maximum efficiency.

2. **Inner solver and inner preconditioner**: For the minimization of the overall cost, the preconditioner (i.e., the inner system and inner solver) should provide a satisfactorily accurate solution to a nearby system with possible least effort. However, we observe that satisfaction level of the solution can be quite low, especially for small approximation factors. Hence, for the iterative solver, GMRES seems a good choice, because it provides rapid residual-error decrease in early iterations, providing sufficiently accurate solutions in short times. Also, it can be beneficial to further accelerate the inner solver with a fixed preconditioner. In this context, SAI seems a good candidate since it is successful in reducing the error in early iterations \cite{3}.

3. **Inner stopping criteria**: Related to the other choices, the relative residual error and the maximum number of allowable iterations for the inner solver should be carefully selected. In many instances, even the achievement of 0.1 inner error may take many iterations, hence the maximum inner iteration number should be determined carefully to prevent unnecessary work when the iterations stagnate.

Combining the previous discussions, we conclude that SAI preconditioned GMRES targeting 0.1 residual error and using AMLFMA with $a_f = 0.2$ seems the most appropriate choice. As shown in Figures 2 and 3, for an approximate matrix-vector multiplication with 0.2 incomplete factor, almost all elements of the output vector is computed with less than 0.1 error (with respect to full MLFMA), while the computational time is significantly reduced. Hence, when we fix the target residual error to 0.1, $a_f = 0.2$ seems the best choice. Lower residual errors necessitate a more accurate matrix-vector multiplication, whose computation time cannot be reduced so effectively.

3 Results

In this section we demonstrate the performance of the AMLFMA preconditioner by comparing it with SAI, which is commonly used in integral equation methods \cite{3,11}. In Figure 4, we show the open geometries that we use in our...
numerical experiments, i.e., a patch, a half sphere, an open cube with one missing face, and a reflector antenna. These problems are solved for increasing frequencies, which require denser meshes, larger number of unknowns and more MLFMA levels. We note that AMLFMA becomes more efficient with increasing number of levels.

In our experiments we use the GMRES and FGMRES solvers for their robustness. We try to reduce the norm of the initial residual by $10^4$ in 1,000 iterations, unless stated otherwise. We perform the parallel tests on a 16-node cluster connected via Infiniband network. The nodes have dual Xeon 5355 processors and 16 GB of RAM.

The results for the innersolver. The results for the innersolver with the MLFMA solution is verified with a perfect agreement between the two methods at these points.

Next we present the solutions of the half sphere and open cube geometries. For both of the problems, there is a very significant decrease in the solution time with AMLFMA preconditioner. The largest problems, cannot be solved with SAI. On the other hand, in reasonable durations the largest problems can be solved with AMLFMA.

In Table 1 we present the solutions of the patch geometry. For SAI we use the near-field matrix pattern for the approximate inverse. For AMLFMA, we use $\alpha = 0.2$ for and a stopping tolerance of 0.1 or a maximum of 10 iterations for the inner solver. The results in Table 1 indicate that as the problem size increase, the AMLFMA preconditioner becomes more effective compared to SAI. The solution time is halved for large problems. Furthermore, with AMLFMA, we are able to solve an approximately 22-million-unknown problem that corresponds to a $256 \times 256$ patch. Since this is a very large problem in terms of $\lambda$, we compare the MLFMA solution with the PO solution in Figure 5. The incoming field is a $y$-oriented plane wave on the $xz$-plane and makes $45^\circ$ with the $z$. We expect PO solution to be particularly accurate for the specular reflection ($\phi = 45, \phi = 180$) and for forward scattering ($\phi = 135, \phi = 180$). Hence, the accuracy of the MLFMA solution is verified with a perfect agreement between the two methods at these points.

Finally in Table 4, the results for the reflector antenna are demonstrated. Even though the solution of the smaller problem is achievable with both SAI and AMLFMA, the largest problem again, can only be solved with AMLFMA. Hence, the success of AMLFMA is also shown on a real-life problem.

### 4 Conclusion

In this work, we take advantage of the MLFMA structure to generate a very effective preconditioner. We solve a nearby system approximately but quickly with AMLFMA, and
embed the solution in the main iterative solution. The approximation level of the proposed AMLFMA can be tuned with a parameter, enabling optimization of the global cost of the solver for maximum performance. We propose a strategy to adjust the approximation level and the inner-solve accuracy, which produces outstanding performance in open geometry problems that has to be modeled with EFIE. Our strategy renders many difficult systems solvable, and for those converging with SAI, the speed up is more than two for the patch and half sphere geometries. Hence, we have been able solve several problems with millions of unknowns in modest iteration counts and solution times.
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