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Abstract—This paper is concerned with a new system theoretic concept, decentralized blocking zeros, and its applications in the design of decentralized controllers for linear time-invariant finite-dimensional systems. The concept of decentralized blocking zeros is a generalization of its centralized counterpart to multichannel systems under decentralized control. Decentralized blocking zeros are defined as the common blocking zeros of the main diagonal transfer matrices and various complementary transfer matrices of a given plant. As an application of this concept, we consider the decentralized strong stabilization problem (DSSP) where the objective is to stabilize a plant using a stable decentralized controller. It is shown that a parity interlacing property should be satisfied among the real unstable poles and real unstable decentralized blocking zeros of the plant for the DSSP to be solvable. That parity interlacing property is also sufficient for the solution of the DSSP for a large class of plants satisfying a certain connectivity condition. The DSSP is exploited in the solution of a special decentralized simultaneous stabilization problem, called the decentralized concurrent stabilization problem (DCSP). Various applications of the DCSP in the design of controllers for large-scale systems are also discussed.

I. INTRODUCTION

In this paper we introduce a new system theoretic concept, decentralized blocking zeros, and consider its applications in the design of decentralized controllers for linear time-invariant finite-dimensional systems. Let \( Z \) be an \( N \)-channel plant transfer matrix. By definition, a decentralized blocking zero \( s_0 \) of \( Z \) is an element of the extended complex plane (complex plane appended by infinity) such that with some symmetric permutation of the block rows and columns \( Z(s_0) \) becomes strictly upper block triangular.

Decentralized blocking zeros have significant roles in various decentralized control problems. The notion of decentralized blocking zeros determines the minimum unstable order of decentralized stabilizing controllers. Recall that in the centralized case, the minimum possible number of unstable poles of stabilizing controllers for a plant is determined by the odd distribution of real unstable poles between the real unstable blocking zeros [29, Theorem 5.3.1]. It is shown in this paper that, analogously, the minimum possible number of unstable poles of decentralized stabilizing controllers is determined by the odd distribution of real unstable plant poles between the real unstable decentralized blocking zeros. In particular, this result yields solvability conditions for the solution of the decentralized strong stabilization problem (DSSP) where the objective is to stabilize a plant using a stable decentralized controller [15]. Decentralized simultaneous stabilization problem is also related to the DSSP. We define a special decentralized simultaneous stabilization problem, called the decentralized concurrent stabilization problem (DCSP), which can be solved by transforming it to DSSP in a suitable auxiliary plant. A fundamental problem of decentralized control, namely the stabilization problem of a plant via stabilization of its subsystems, can be formulated as a DCSP. In this context, two general interconnection schemes are considered where the subsystems have transfer matrix or state-space representations.

Decentralized blocking zeros also have interpretations in terms of transmission zeros [18], pinned zeros [2], and a new concept, decentralized fixed zeros. The relations between these concepts are briefly discussed in the sequel. (See Remarks 2 and 3 and Corollary 2.)

The organization of the paper is as follows. The next section includes the notation and preliminaries. Section III considers the decentralized blocking zeros. In Section IV, we investigate the design of decentralized stabilizing controllers with minimum number of unstable poles. In particular, we examine the solution of the decentralized strong stabilization problem. Section V considers the solution of the decentralized concurrent stabilization problem. Section VI is devoted to some concluding remarks. Due to space limitations, the proofs of Lemmas 2–7 are omitted. They can be found in [27].

II. NOTATION AND PRELIMINARIES

Let \( \mathbb{C} \) and \( \mathbb{R} \) denote the fields of complex and real numbers, respectively. By \( \mathbb{C} \) and \( \mathbb{R}_+ \) we denote the extended complex and real numbers, i.e., the sets of complex and real numbers appended by \( \infty \). We let \( \mathbb{R}(s) \) denote the real part of \( s \in \mathbb{C} \) and define \( \mathbb{C}_+ = \{ s \in \mathbb{C} | \mathbb{R}(s) \geq 0 \} \), \( \mathbb{C}_{+\infty} = \mathbb{C}_+ \cup \{ \infty \} \), \( \mathbb{R}_{+\infty} = \mathbb{R}_+ \cup \mathbb{C}_{+\infty} \). The set of proper real rational functions in the indeterminate \( s \) is denoted by \( \mathbb{P} \) and the set of stable proper real rational functions of \( s \) is denoted by \( \mathbb{S} \). \( \mathbb{P}_+ \) denotes the set of real rational functions whose denominator polynomials have no roots in \( \mathbb{C}_+ \). In other words, \( \mathbb{P}_+ \) is the set of stable (but not necessarily proper) rational functions. For a matrix
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Let $Z$ denote the identity matrix of size $r$ for two real numbers $a, b, \min(a, b)$ is the minimum of these numbers. For all other undefined terminology and notation pertaining to the algebraic and topological structure of the ring $S$ and for matrices over $S$, we refer the reader to [29].

A complex number $s_0$ is called a blocking zero of $Z \in P^{p \times r}$ if $Z(s_0) = 0$ [8, 9]. If $Z$ is stable, then the unstable blocking zeros are the unstable zeros of the smallest invariant factor (sif) of $Z$ over $S$. It is well known [29] that the blocking zeros of $Z$ are disjoint from the poles of $Z$. Let $S_1$ and $S_2$ be two finite collections of numbers in $\mathcal{R}_e$, where in $S_1$ some numbers may occur more than once. In case $S_1$ and $S_2$ are disjoint, we say that the ordered pair $(S_1, S_2)$ has parity interlacing property if there are an even number of elements from $S_1$ between each pair of elements from $S_2$. The terminology is borrowed from [32] in which $S_1$ and $S_2$ are, respectively, the poles (with multiplicity) and the blocking zeros of a transfer matrix. Note that, if $S_1$ is the set of $\mathcal{R}_e$ zeros with multiplicity of $a \in S$, then $a(s)$ takes the same sign at all elements $s \in S_2$ if and only if $(S_1, S_2)$ has the parity interlacing property.

Let $A$ be a matrix over ring $C$ or ring $P$. Then, the notation $A = 0$ is equivalent to saying that $A$ is identically zero, i.e., every entry of $A$ is the zero element of the associated ring. If $A$ is over $P$ then rank $A$ is the rank of $A$ over $P$ and rank $A(s)$ is the rank of $A(s)$ over $C$ where $s \in C_+$ is such that it is not a pole of $A$.

Let $y = Zu_u$ and $y_c = Z_c u_c$ be the transfer matrix representations of a plant and a compensator, respectively, where $Z \in P^{p \times r}$ and $Z_c \in P^{p \times p}$. The plant and the compensator are interconnected according to the rules $u = v_u - v_c$, $u_c = v_c + y$, where $v_u$ and $v_c$ denote some external inputs to the closed-loop system. The closed-loop system is well defined if $(I + ZZ_c)$ is nonsingular and $(I + ZZ_c)^{-1}$ is over $P$, in which case the transfer matrix description for the closed-loop system is $[y' y'] = G[v'_u v'_c]'$, where

$$ G := \begin{bmatrix} Z - ZZ_c(I + ZZ_c)^{-1}Z & -ZZ_c(I + ZZ_c)^{-1} \\ Z_c(I + ZZ_c)^{-1}Z & Z_c(I + ZZ_c)^{-1} \end{bmatrix}. $$

We say that $(Z, Z_c)$ is a stable pair if the closed-loop system is well defined and $G$ is a matrix over $S$ [29]. The following statements are equivalent by definition: $(Z, Z_c)$ is a stable pair; $Z_c$ stabilizes $Z$; $Z_c$ is a stabilizing controller for $Z$; the closed-loop system associated with the pair $(Z, Z_c)$ is stable.

Let a bicomprime fractional representation of $Z$ over $S$ be given by

$$ Z = P Q^{-1} R. $$

Also let $Z_c = P_c Q_c^{-1}$ be a right coprime fractional representation of $Z_c$ over $S$. Then, $(Z, Z_c)$ is a stable pair if and only if the matrix

$$ \begin{bmatrix} Q & R P_c \\ -P_c & Q_c \end{bmatrix} $$

is unimodular over $S$ [7] or, equivalently, invertible over $S$. In particular, if $Z_c$ is a matrix over $S$, then the matrix (2) is unimodular if and only if so is the matrix $Q + R Z_c P$.

We now state a main result on the determination of a stabilizing controller with minimum number of unstable poles for $Z$ where we assume that $Z$ is not identically zero.

Let $\sigma_1, \sigma_2, \ldots, \sigma_t$ denote the $\mathcal{R}_e$-blocking zeros of $Z$ arranged in ascending order. Let $\eta_i$ denote the number of $\mathcal{R}_e$ poles of $Z$ counted with multiplicities in the interval $(\sigma_i, \sigma_{i+1}), i \in \{1, 2, \ldots, t - 1\}$. Also let $\eta$ be the number of odd integers in the set $\{\eta_1, \ldots, \eta_{t-1}\}$. The following result can be proven using Theorem 5.3.1 of [29].

**Theorem 1:**

i) Every stabilizing controller $Z_c$ for $Z$ has at least $\eta$ poles in $C_+$ with multiplicities.

ii) a) Given any integer $n \geq \eta$ where $n - \eta$ is an even number, there exists a stabilizing controller $Z_c$ for $Z$ which has exactly $n$ poles in $C_+$ with multiplicities.

b) Given any integer $n \geq \eta$ where $n - \eta$ is an odd number, there exists a stabilizing controller $Z_c$ for $Z$ which has exactly $n$ poles in $C_+$ with multiplicities if and only if $\sigma_1 \neq 0$ or $\sigma_t \neq \infty$.

The strong stabilization problem is defined as determining a stabilizing controller $Z_c$, i.e., a controller having all entries over $S$, such that $(Z, Z_c)$ is stable [32, 29]. From Theorem 1 we conclude that the strong stabilization problem is solvable if and only if there are an even number of poles of $Z$ between each pair of its blocking zeros; equivalently, the set of unstable real poles with multiplicity of $Z$ and the set of unstable real blocking zeros of $Z$ have the parity interlacing property.

Let $Z = [Z_{ij}], Z_{ij} \in P^{p_i \times r_i}, i, j \in N$, be an $N$-channel plant. We denote by $\mathcal{N}$ the ordered set of integers $\{1, 2, \ldots, N\}$. The decentralized stabilization problem (DSP) is defined as determining a controller $Z_c = \text{diag}(Z_{c1}, \ldots, Z_{cN})$ where $Z_{ci} \in P^{p_i \times p_i}, i \in N$, such that $(Z, Z_c)$ is stable. If there exists such a $Z_c$ we say that $Z_c$ solves DSP for $Z$. By definition, this is equivalent to saying that $Z_c$ is a decentralized stabilizing controller for $Z$. Let the matrices $P$ and $R$ in (1) be partitioned as $P = [P_1 \cdots P_N]'$ and $R = [R_1 \cdots R_N]$, where $P_i Q_i^{-1} R_i = Z_{ij}$. DSP for $Z$ is solvable if and only if $Z$ has no unstable decentralized fixed modes [31]. An equivalent solvability condition can be given in terms of the fractional representation above as follows. For a proper subset $\mathcal{L} \subset \mathcal{N}$ define $N - \mathcal{L}$ to be the complement of $\mathcal{L}$ in $\mathcal{N}$. For a set $K$ of positive indices $R_K$ denotes the submatrix of $R$ consisting of $R_i$'s with indices in $K$. $P_K$ is defined similarly.

**Lemma 1:** DSP is solvable if and only if for every proper subset $\mathcal{L}$ of $\mathcal{N}$ it holds that

$$ \text{rank} \begin{bmatrix} Q & R_c \\ -P N_{\mathcal{L}} & 0 \end{bmatrix}(s) \geq \text{size}(Q), \forall s \in C_+. $$

---
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A proof of Lemma 1 can be found in [10, Chap. 4] which is based on an earlier result developed for two-channel systems in [6]. Various algebraic characterizations of decentralized stabilizing controllers are available in the literature where alternative construction techniques for the solution of DSP are presented. (See, e.g., [10, 11, 4, 13, 23].)

The system \((P_{N,c}, Q, R)\) is called a complementary subsystem of \((P, Q, R)\) [3]. The subsystem transfer matrix \(Z_{N-\mathcal{L},\mathcal{C}} := P_{N-\mathcal{L},\mathcal{C}} Q^{-1} R_{\mathcal{C}}\) is called a complementary transfer matrix of \(Z\). The plant \(Z\) is called strongly connected if all its complementary transfer matrices are nonzero, i.e., \(Z_{N-\mathcal{L},\mathcal{C}} \neq 0\), for all proper subsets \(\mathcal{L}\) of \(\mathcal{N}\) [3].

In the sequel, bicoprime fractional representations of the plant transfer matrices are extensively used. There are several motivations for dealing with bicoprime rather than left or right coprime (doubly coprime) fractional representations [7]. On the contrary to doubly coprime representations, a bicoprime representation of a plant transfer matrix is readily available from its state-space realization. For example, if \((C, A, B)\) is a stabilizable and detectable realization of a transfer matrix \(Z\) (of \(N\)-subsystem of \((P, Q, R)\)) such that \(Z = C(sI - A)^{-1}B\) then \(Z = PQ^{-1}R\) is a bicoprime fraction of \(Z\) over \(\mathcal{S}\), where \(P := C(sI + 1), Q := (sI - A)/s, R := B\). Using such natural bicoprime representations enables us to give some of the analysis results in the sequel in terms of the original system matrix structure of the plant. Doubly coprime representations, on the other hand, are easier to manipulate in many instances. Therefore, in the proofs of various technical lemmas we sometimes utilize the doubly coprime representations for convenience.

### III. DECENTRALIZED BLOCKING ZEROS

Let \(Z\) be the transfer matrix of an \(N\)-channel system \((N > 1)\) so that it is in the partitioned form \(Z = [Z_{ij}]\), where \(Z_{ij} \in \mathcal{P}^{1 \times q}, i, j \in \mathcal{N}\) such that \(\Sigma_{i=1}^{N} p_{i} = p\) and \(\Sigma_{i=1}^{N} r_{i} = r\). Let a bicoprime fractional representation of \(Z\) be given by

\[
Z = [P'_1 \cdots P'_N]Q^{-1}[R_1 \cdots R_N]
\]

for some \(P_i \in \mathcal{P}^{p_{i} \times q}, R_i \in \mathcal{S}^{q \times r_{i}}, i = 1, \ldots, N,\) and \(Q \in \mathcal{S}^{q \times q}\) so that \(Z_{ij} = P_i Q^{-1} R_j, i, j = 1, \ldots, N\). An element \(s \in \mathcal{C}_e\) is called a decentralized blocking zero of \(Z\) if, when evaluated at \(s\), all the block entries of \(Z\) have zeros below the main diagonal band and those in the main diagonal band become zero after a suitable symmetric permutation of the block rows and columns. More precisely, \(s\) is a decentralized blocking zero of \(Z\) if and only if for some permutation \(\{i_1, \ldots, i_N\}\) of \(\mathcal{N}\) the following holds: \(Z_{i_ki_l}(s) = 0, k = 1, \ldots, N, l = 1, \ldots, k\). The set of decentralized blocking zeros of \(Z\) is denoted by \(\mathcal{S}_Z\). It follows that

\[
\mathcal{S}_Z = \left\{ s \in \mathcal{C}_e \left| \right. \text{There exists a permutation } \{i_1, i_2, \ldots, i_N\} \text{ of } \mathcal{N} \text{ such that} \right. \right\}
\]

\[
\begin{bmatrix}
Z_{i_1 i_1} & 0 & 0 & \cdots & 0 \\
Z_{i_2 i_1} & Z_{i_2 i_2} & 0 & \cdots & 0 \\
Z_{i_3 i_1} & Z_{i_3 i_2} & Z_{i_3 i_3} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
Z_{i_N i_1} & Z_{i_N i_2} & Z_{i_N i_3} & \cdots & Z_{i_N i_N}
\end{bmatrix}
\]

\((s) = 0\).

For convenience, in the case \(N = 1\) (the centralized case), we define the decentralized blocking zeros as the centralized blocking zeros.

An equivalent description for the set \(\mathcal{S}_Z\) can be given as follows. Define \(\mathcal{S}_Z^{\text{diag}} = \{s \in \mathcal{C}_e \mid Z_{ii}(s) = 0, i \in \mathcal{N}\}\)

\[
\mathcal{S}_Z^{\text{comp}} = \left\{ s \in \mathcal{C}_e \left| \text{There exists a permutation } \{i_1, \ldots, i_N\} \text{ of } \mathcal{N} \text{ such that} \right. \right\}
\]

\[
(s) = 0, \quad Z_{i_1 i_1}(s) = 0, \quad Z_{i_2 i_2}(s) = 0, \quad \cdots, \quad Z_{i_N i_N}(s) = 0.
\]

It easily follows that

\[
\mathcal{S}_Z = \mathcal{S}_Z^{\text{diag}} \cap \mathcal{S}_Z^{\text{comp}}.
\]

That is, every decentralized blocking zero is a common blocking zero of all the main diagonal transfer matrices below

\[
\begin{bmatrix}
Z_{i_1 i_1} & Z_{i_2 i_2} & \cdots & Z_{i_N i_N} \\
Z_{i_2 i_1} & Z_{i_3 i_3} & \cdots & \cdots \\
\vdots & \vdots & \ddots & \vdots \\
Z_{i_N i_1} & Z_{i_N i_2} & \cdots & Z_{i_N i_N-1}
\end{bmatrix}
\]

\((s) = 0\).

The poles are \{"0, 1, 1\} and the only decentralized blocking zero is \{0\}. The common element 0 is easily seen to be a decentralized fixed mode of \(Z\) [16].
Lemma 2: Consider the N-channel plant transfer matrix $Z = [Z_{ij}]$. If $s_0 \in \mathbb{C}_+ \cap C_{+e}$ is a pole of $Z$ then it is a decentralized fixed mode.

Remark 1: Consider a permutation $P = \{i_1, \cdots, i_N\}$ of $N$ and $j \in N$. Then, $s_0 \in \mathbb{C}_+$ is called an unstable invariant zero associated with the $l$th invariant factor of system $\left[\begin{array}{c|c} P_1 & \cdots \cr \cdots & \cdots \cr P_N & \cdots \end{array}\right] \left[\begin{array}{c} Q_{C+} \cr E \cr \cdots \cr E \end{array}\right]$, where $1 \leq l \leq \text{rank} \left[\begin{array}{c|c} P_1 & \cdots \cr \cdots & \cdots \cr P_N & \cdots \end{array}\right] Q^{-1}[R_1, \cdots, R_j] + q_i$, if 

\[
\begin{bmatrix} Q & R_1 & \cdots & R_j \\ -P_i & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ -P_N & 0 & \cdots & 0 \end{bmatrix} (s_0) < l. \tag{7}
\]

Let $N_P$ be a subset of $N$ such that $j \in N_P$ if and only if $\left[\begin{array}{c} P_1 & \cdots \cr \cdots & \cdots \cr P_N & \cdots \end{array}\right] Q^{-1}[R_1, \cdots, R_j] \neq 0$. The following result can be proven using various lemmas in [27]: $s \in \mathbb{C}_+$ is a decentralized blocking zero of a plant $Z$ which has no $C_i$ decentralized fixed zeros and only if there exists a permutation $P = \{i_1, \cdots, i_N\}$ of $N$ such that $s$ is a common invariant zero associated with the $(q+1)$-st invariant factor of systems $\left[\begin{array}{c} P_1 & \cdots \cr \cdots & \cdots \cr P_N & \cdots \end{array}\right] Q_{C+} \left[\begin{array}{c} R_1, \cdots, R_j \end{array}\right]$, $j \in N_P$. (If $N_P$ is empty set, observe that $Z$ can be transformed to a strictly upper triangular structure via symmetric column and row permutations. Consequently, every $s \in \mathbb{C}_+$ is a decentralized blocking zero of $Z$.)

Remark 2: We will now define decentralized fixed zeros and consider their relation with the decentralized blocking zeros.

Consider the $N$-channel plant $Z = [Z_{ij}]$ and its bicoprime fractional representation (4) over $S$. For any $i \in N$ let a collection of $N - 1$ controllers be given

\[
(Z_{c_1}, \cdots, Z_{c(i-1)}, Z_{c(i+1)}, \cdots, Z_{c_N}) \in P^1 \times P^1 \times \cdots \times P^{i-1} \times P^{i-1} \times P^{i+1} \times P^{i+1} \times \cdots \times P^N \times P_N.
\]

Define

\[
\Phi_i(Z_{c_1}, \cdots, Z_{c(i-1)}, Z_{c(i+1)}, \cdots, Z_{c_N}) = P_0 \left[\begin{array}{c} 0 \cdots 0 \cdots 0 \cdots 0 \cdots 0 \cdots 0 \end{array}\right] \chi^{-1}[R_i' \cdots 0 \cdots 0 \cdots 0]' \tag{8}
\]

where (see the equation at the bottom of the page) and it is assumed that (8) is well defined and $P_{cj} Q_{cj}^{-1} = Z_{c_j}, j = 1, \cdots, N, j \neq i$, are coprime representations. Now, define

\[
Z_{ci} = (Z_{c1}, \cdots, Z_{c(i-1)}, Z_{c(i+1)}, \cdots, Z_{c_N}) \in P^1 \times P^1 \times \cdots \times P^{i-1} \times P^{i-1} \times P^{i+1} \times P^{i+1} \times \cdots \times P^N \times P_N
\]

\[
\Phi_i(Z_{c_1}, \cdots, Z_{c(i-1)}, Z_{c(i+1)}, \cdots, Z_{c_N})
\]

In other words, $Z_{ci}$ is the set of all controllers which, when applied around the channels $i, i-1, i+1, \cdots, N$, make the resulting single-channel system around channel $i$ stabilizable and detectable. From [23, Remark and Theorem 3.2] we have the following result: For any $s \in \mathbb{C}_+$ solving DSP for $Z_i(Z_{c_1}, \cdots, Z_{c(i-1)}, Z_{c(i+1)}, \cdots, Z_{c_N}) \in Z_{ci}$, for each $i \in N$. Conversely, for a fixed $i \in N$, consider any $Z_{c_1}, \cdots, Z_{c(i-1)}, Z_{c(i+1)}, \cdots, Z_{c_N} \in Z_{ci}$. Then, there exists $Z_{c_i}$ such that $\Phi_i(Z_{c_1}, \cdots, Z_{c(i-1)}, Z_{c(i+1)}, \cdots, Z_{c_N})$ solves DSP for $Z$.

Let $i \in N$ be fixed. A number $s \in \mathbb{C}_+$ is called a decentralized fixed zero of channel $i$ of the $N$-channel system $Z$ if $s$ is a blocking zero of $\Phi_i(Z_{c_1}, \cdots, Z_{c(i-1)}, Z_{c(i+1)}, \cdots, Z_{c_N})$ for every element $Z_{c_1}, \cdots, Z_{c(i-1)}, Z_{c(i+1)}, \cdots, Z_{c_N}$ of $Z_{ci}$. That is, $s$ is called a decentralized fixed zero of channel $i$ of $Z$, if $s$ appears as a blocking zero of channel $i$ in the partially closed-loop system resulting from the application of every $N - 1$ local controllers around the other channels which yield that the single channel system around channel $i$ is stabilizable and detectable. Note that for some local controllers in $Z_{ci}$, an element $s$ of $C_{+e}$ can appear as a blocking zero at channel $i$ in the partially closed-loop system regardless of $s$ is a decentralized fixed zero or not. If $s$ is not a decentralized fixed zero, however, it can always be removed by the application of some other local controllers in $Z_{ci}$ [27] (see also [26]).

The following statement establishes a relation between the decentralized blocking zeros and decentralized fixed zeros. It states that $s \in \mathbb{C}_+$ is an unstable decentralized blocking zero of a plant $Z$ which has no unstable decentralized fixed modes and if only if $s$ is not a pole of $Z$ and is a common decentralized fixed zero of all channels. A proof of the statement can be found in [27].

Define, for $i \in N$

\[
\mathcal{F}_i = \{s \in \mathbb{C}_+ | s \text{ is a decentralized fixed zero of channel } i\}.
\]
Let the $N$-channel system $Z$ have no $C_+$ decentralized fixed modes. Then, $S_Z \cap C_+ = \emptyset$ where $\emptyset := \{s \in C_+ | s$ is not a pole of $Z$ and $s \in \cap_{i \in N} F_i \}$. 

**Remark 3:** An interpretation of decentralized blocking zeros can also be given in terms of the pinned zero concept introduced by Bristol [2]. An element $\theta_0 \in C$ is called a $k$-pinned zero of $Z \in P^{N \times N}$ if there exists a subset $J := \{j_1, \cdots, j_k\}$ of distinct elements of $N$ such that $(s - \theta_0)$ divides every $k \times k$ minor of the submatrix of $Z(s)$ consisting of its rows with indices in $J$. Assume that $Z$ is partitioned such that $Z_{i,j}, i, j \in N$ are all scalars. Let $\theta_0$ be a decentralized blocking zero of $Z$ where for some permutation $\{i_1, \cdots, i_N\}$ of $N$ the following holds: $Z_{i_k i_l}(\theta_0) = 0, k = 1, \cdots, N, l = 1, \cdots, k$. It is easy to see that $\theta_0$ is a one-pinned zero of $Z$ associated with row $i_1$, a two-pinned zero associated with rows $i_N$ and $i_{N-1}$, and a $N$-pinned zero associated with rows $i_N, i_{N-1}, \cdots, i_1$. The converse, however, is not true in general: an arbitrary pinned zero of a transfer matrix is not necessarily a decentralized blocking zero.

**IV. LEAST NUMBER OF UNSTABLE CONTROLLER POLES**

In this section we consider the construction of decentralized stabilizing controllers with minimum number of unstable poles. As a particular case, we examine the solution of the decentralized strong stabilization problem. (See [28] for an alternative approach to the solution of this problem.) In terms of the notation of Section II, a more precise definition of decentralized strong stabilization problem can be given as follows.

**Decentralized Strong Stabilization Problem (DSSP):** Let $Z = [Z_{ij}], Z_{ij} \in P^{P \times P}$, $i, j \in N$ be the transfer matrix of a given plant. Determine (stable) local controllers $Z_{cs} \in S^{P \times P}$, $i \in N$ such that the pair $(Z, \text{diag}\{Z_{c_1}, \cdots, Z_{c_N}\})$ is stable.

We first investigate how dynamic feedback at one channel affects the unstable decentralized blocking zeros. This is done for feedbacks which do not introduce any unstable decentralized fixed mode to the resulting $(N-1)$-channel system. For any such feedback, Lemma 3 below states that the set of unstable decentralized blocking zeros of the resulting $(N-1)$-channel system essentially includes the set of unstable decentralized blocking zeros of the original $N$-channel system. Lemma 3 will be employed in the proof of Theorem 2-i) below.

**Lemma 3:** Let an $N$-channel transfer matrix $Z = [Z_{ij}]$ have no $C_+$ decentralized fixed modes and have the bicoprime fractional representation (4). Define $L = N - 1$. Let $Z_{c_N} = P_{c_N}Q_{c_N}^{-1} \in P^{P \times P}$ be a compensator at the $N$th channel of (4), for a right coprime pair of matrices $(Q_{c_N}, P_{c_N})$ over $S$, such that the resulting fraction

$$
\tilde{Z}(Z_{c_N}) := \begin{bmatrix}
P_1 & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
P_L & 0 & \cdots & 0
\end{bmatrix}
\begin{bmatrix}
\begin{bmatrix}
Q & R_N P_{c_N}^{-1}
\end{bmatrix}
\begin{bmatrix}
R_1 & \cdots & R_L
\end{bmatrix}

\end{bmatrix}^{-1}
\begin{bmatrix}
0 & \cdots & 0
\end{bmatrix}
$$

(9)

of the $L$-channel system is a bicoprime fraction and (if $L > 1$) $\tilde{Z}(Z_{c_N})$ has no $C_+$ decentralized fixed modes. Then, $S_Z \cap C_+ \subset S(\tilde{Z}(Z_{c_N})) \cap C_+$ where $S(\tilde{Z}(Z_{c_N}))$ is the set of decentralized blocking zeros of $\tilde{Z}(Z_{c_N})$. Consider the following assumptions:

A1) $Z$ is strongly connected.

A2) rank $Z_{ij} \geq 2$ or rank $Z_{i, j} \geq 2, \forall i, j \in N, i \neq j$. (10)

Assertion (10) will be utilized in the design part of Theorem 2 below. Assumption A1) can be assumed to hold with no loss of generality; if it fails then $Z$ can be decomposed into its strongly connected components and the problem of constructing a least unstable decentralized stabilizing controller and DSSP can be considered for each strongly connected subsystem independently. Assumption A2) is made because of technical reasons. See Section IV-B for a detailed discussion on this assumption.

Note that $S_Z$ is a finite set if and only if there does not exist a permutation $\{i_1, \cdots, i_N\}$ of $N$ where

$$
\begin{bmatrix}
Z_{i_1 i_1} & 0 & \cdots & 0 \\
Z_{i_2 i_2} & Z_{i_2 i_3} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
Z_{i_{N-1} i_{N-1}} & Z_{i_{N-1} i_N} & \cdots & Z_{i_{N-1} i_N}
\end{bmatrix}
$$

is identically zero. It is easy to see that if $Z$ is strongly connected then $S_Z$ is a finite set. Define $\Psi = S_Z \cap R^+$ which is the set of decentralized blocking zeros of $Z$ lying in the extended right-half real line. Let $\sigma_1, \sigma_2, \cdots, \sigma_t$ denote the elements of $\Psi$ arranged in the ascending order. Also let $\eta_i$ denote the number of $R^+$ poles of $Z$ counted with multiplicities in the interval $(\sigma_i, \sigma_{i+1})$, $i \in \{1, 2, \cdots, t - 1\}$. Define $\eta$ to be the number of odd integers in the set $\{\eta_1, \cdots, \eta_{t-1}\}$.

The following lemma is a key result which is used in the proof of Theorem 2-ii) below. Briefly, it says for those plants satisfying (10) that given any nonnegative integer $n_N \leq \eta$ one can construct a local controller around any fixed but otherwise arbitrary channel (the $N$th channel below without loss of generality) which has $n_N$ poles in $C_+$ with multiplicities and ensures that DSP for the resulting $L := N - 1$ channel plant $\tilde{Z}(Z_{c_N})$ is solvable and satisfies an appropriate interlacing property between the set of real unstable poles and the set of real unstable decentralized blocking zeros.

**Lemma 4:** Let an $N$-channel transfer matrix $Z = [Z_{ij}]$ have no $C_+$ decentralized fixed modes and have the bicoprime fractional representation (4). Assume that $Z$ satisfies (10). Let a nonnegative integer $n_N \leq \eta$ be given. There exists $Z_{c_N} = P_{c_N}Q_{c_N}^{-1} \in P^{P \times P}$ for a right coprime pair of matrices $(Q_{c_N}, P_{c_N})$ over $S$ such that:

a) $Z_{c_N}$ has $n_N$ $C_+$ poles counted with multiplicities.

b) The fraction (9) of $\tilde{Z}(Z_{c_N})$ is bicoprime.

c) Denoting by $S(\tilde{Z}(Z_{c_N}))$ the set of decentralized blocking zeros of $\tilde{Z}(Z_{c_N})$ and letting $\vec{\sigma}_1, \vec{\sigma}_2, \cdots, \vec{\sigma}_T$ denote the elements of

$$
\Psi_L(\tilde{Z}) := S(\tilde{Z}(Z_{c_N})) \cap R^+
$$

(11)

arranged in the ascending order and denoting by $\vec{\eta}_i$ the number of $R^+$ poles of $\tilde{Z}(Z_{c_N})$ counted with multiplicities in the interval $(\vec{\sigma}_i, \vec{\sigma}_{i+1})$, $i \in \{1, 2, \cdots, T - 1\}$, it holds that $\vec{\eta} = \eta - n_N$ where $\vec{\eta}$ is the number of odd integers in the sequence $\vec{\eta}_1, \cdots, \vec{\eta}_{T-1}$. 

\[\text{UNYEOGLU: DECENTRALIZED BLOCKING ZEROS AND DECENTRALIZED STRONG STABILIZATION PROBLEM}\]
Let $Z_{ci} \in P^{r_i \times p_i}, i = 1, 2$ be the transfer matrices of some compensators with the number of unstable poles $n_1$ and $n_2$, respectively, counted with multiplicities. Also assume that $\text{diag}\{Z_{c1}, Z_{c2}\}$ solves DSP for $Z$. Let $Z_{c2} = P_{c2}Q_{c2}$ be a right coprime representation over $S$. Then, Theorem 3.2 of [13] implies that

$$
\hat{Z}(Z_{c2}) := [P_{c1}0]^{-1} [Q_{c1}^{-1} R_{c1} - P_{c1} R_{c2} Q_{c2}] [0 0] (14)
$$

is a bicoprime fraction and $Z(Z_{c2}), Z_{c1}$ is stable. For any $s \in R_+ \epsilon$, for which (12) or (13) holds, it is easy to see that

$$
\text{rank} [Q_{c2} R_{c2} 0 0] [P_{c1}0]^{-1} [Q_{c1}^{-1} R_{c1} - P_{c1} R_{c2} Q_{c2}] [0 0] (12)
$$

Using the bicoprime of the fraction (14) and applying Lemma 6 to $Z(Z_{c2})$, we have that every $s \in \Psi$ is an $R_+\epsilon$ blocking zero of $Z(Z_{c2})$. From the proof of Theorem 1 in [29] $Z_{c1}$ stabilizes $Z(Z_{c2})$ only if the number of sign changes of

$$
\text{det}
\begin{bmatrix}
Q & R_{c2} \\
-P_{c1} & Q_{c2}^{-1}
\end{bmatrix}
$$

in the sequence $\sigma_1, \sigma_2, \ldots, \sigma_t$ is not greater than $n_1$, the number of unstable poles $Z_{c1}$. (Since each $\sigma_j$ is an $R_+\epsilon$ blocking zero of $Z(Z_{c2})$, determinant in (15) is nonzero when evaluated at any $\sigma_j$ and therefore its sign in the sequence $\sigma_1, \sigma_2, \ldots, \sigma_t$ is well defined.) On the other hand, for any $s \in \Psi$ it holds that $Z_{22}(s) = 0$. Therefore, the number of sign changes of the determinant in (15) and that of $\text{det}(Q) \cdot \text{det}(Q_{c2})$ in the sequence $\sigma_1, \sigma_2, \ldots, \sigma_t$ are equal. It follows that the number of sign changes of $\text{det}(Q)$ in this sequence equals $\eta$ (the number of odd integers in the set $\{n_1, n_2, \ldots, n_t\}$). Then, $\text{det}(Q) \cdot \text{det}(Q_{c2})$ has at least $\eta - n_2$ sign changes in the sequence $\sigma_1, \sigma_2, \ldots, \sigma_t$. In other words, for $Z_{c1}$ to stabilize $Z(Z_{c2})$ it must hold that $\eta - n_2 \leq n_1$. This establishes the basis of induction for $N = 2$.

Now assume that the statement holds true for $L$. We will establish the statement for $N := L + 1$. Let $Z_{c1}$ with $n_i$ unstable poles for $i \in N$ solve DSP for $Z$. Let $Z_{cN} = P_{cN} Q_{cN}^{-1}$ be a right coprime fraction over $S$ of $Z_{cN}$ and consider $Z(Z_{cN})$ and its induced fraction in (9). By Theorem 3.2 of [10], (9) is a bicoprime fraction and DSP for $Z(Z_{cN})$ is solvable. Let $\Psi_L(\hat{Z})$, namely the set of real unstable decentralized blocking zeros of $Z(Z_{cN})$, be as defined by (11). By Lemma 3, we have $\Psi \subset \Psi_L(\hat{Z})$ and by Lemma 2, the elements of $\Psi_L(\hat{Z})$ and the poles of $Z(Z_{cN})$ are disjoint. Let $\bar{\sigma}_1, \bar{\sigma}_2, \ldots, \bar{\sigma}_T$ denote the elements of $\Psi_L(\hat{Z})$ arranged in the ascending order. Also let $\bar{\eta}_i$ denote the number of $R_+ \epsilon$ poles of $Z(Z_{cN})$ counted with multiplicities in the interval $(\bar{\sigma}_i, \bar{\sigma}_{i+1})$, $i \in \{1, 2, \ldots, T - 1\}$. (Clearly, every unstable pole of $Z(Z_{cN})$ is an unstable zero of

$$
\text{det}
\begin{bmatrix}
Q & R_N P_{cN} \\
-P_N & Q_{cN}^{-1}
\end{bmatrix}
$$

with the same multiplicity and vice versa.) By the inductive hypothesis, the number of odd integers in the sequence $\bar{\eta}_1, \bar{\eta}_2, \cdots, \bar{\eta}_{T-1}$ is less than or equal to $\sum_{i=1}^{L} n_i$. In this case
the number of sign changes of the determinant (16) in the sequence \(\sigma_1, \sigma_2, \ldots, \sigma_t\) is not greater than \(\Sigma_{i=1}^L n_i\). Also, in this sequence (16) and \(\text{det}(Q) \cdot \text{det}(Q_{CN})\) takes the same sign as every decentralized blocking zero of \(Z\) satisfies \(Z_{NN}(s) = 0\). The number of sign changes of \(\text{det}(Q) \cdot \text{det}(Q_{CN})\) in this sequence is no less than \(n_1 + n_3 + \ldots + n_L\). Since the number of unstable poles of \(Z_c\) is equal to \(\Sigma_{i=1}^N n_i\), the proof of i) is completed.

ii) For the proof of the second statement we first consider the simplest case where \(\Sigma_{i=1}^N n_i = \eta\). Applying Lemma 4 inductively we obtain compensators \(Z_{CN}, \ldots, Z_{C2}\) with \(n_1, \ldots, n_2\) poles in \(C_+\) counted with multiplicities, respectively, such that the following fraction of the closed-loop single channel plant is bicoprime

\[
\tilde{Z} := \begin{bmatrix}
P_1' & Q & R_{NP} & \ldots & R_2 R_{C2} \\
0 & -P_N & Q_{CN} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & -P_2 & 0 & \ldots & Q_{C2}
\end{bmatrix}^{-1}
\begin{bmatrix}
R_1 \\
0 \\
\vdots \\
0
\end{bmatrix}
\]

and has the following property: If \(\tilde{\sigma}_1, \tilde{\sigma}_2, \ldots, \tilde{\sigma}_{t} \) denote the \(R_+\) blocking zeros of \(\tilde{Z}\) arranged in the ascending order and if \(\tilde{n}_i\) denotes the number of \(R_+\) poles of \(\tilde{Z}\) counted with multiplicities in the interval \(\tilde{\sigma}_1, \tilde{\sigma}_i+1\), \(i \in \{1, 2, \ldots, t-1\}\), it holds that \(\tilde{n}_i = n - \Sigma_{i=1}^L n_i\) where \(\tilde{n}_i\) is the number of odd integers in the set \(\{\tilde{n}_1, \tilde{n}_2, \ldots, \tilde{n}_{i-1}\}\). That is \(\tilde{n}_i = n - n_i \leq n_1 + n_2 + \ldots + n_L\). Since every decentralized blocking zero of \(Z\) is actually a common blocking zero of various complementary transfer matrices. Hence, (e) implies that \(Z\) has no \(C_+\) decentralized fixed modes, and there are an even number of real unstable poles of \(Z\) between each pair of zeros in the set \(\Psi\).

\[
Z \text{ has no } C_+\text{ decentralized fixed modes, and there are an even number of real unstable poles of } Z
\]

and among \(q_1, q_2, \ldots, q_t\) which have no blocking zeros.

The general case where \(\Sigma_{i=1}^N n_i = \eta\) is a nonnegative even number is treated similarly; however a modification on Lemma 4 is needed. Due to its complex nature, we omit the modified version of Lemma 4 and give only a sketch of the proof for the case \(N = 2\). The case \(N > 2\) can be handled similarly.

Let \(n_1 + n_2 = \eta\) be a nonnegative real number. A local compensator \(Z_{C2}\) around channel 2 can be found such that the induced fraction (14) of \(\tilde{Z} = \tilde{Z}(Z_{C2})\) is bicoprime and \(Z_{C2}\) has \(n_2\) poles in \(C_+\) with multiplicities. These poles are allocated in such a way that \(n_2\) of them are real whereas the others are nonreal where \(n_2\) is the maximum integer for which \(n_2 \leq \min(n_1, n_2)\) and \(n_2 - n_1\) is an even number. Moreover, if \(\tilde{\sigma}_1, \ldots, \tilde{\sigma}_{t}\) denote the \(R_+\) blocking zeros of \(Z\) in the ascending order and if \(\tilde{n}_i\) denotes the number of \(R_+\) poles of \(Z\) counted with multiplicities in the interval \(\tilde{\sigma}_1, \tilde{\sigma}_i+1\), \(i \in \{1, 2, \ldots, t-1\}\), it holds that \(\tilde{n}_i = n - \Sigma_{i=1}^L n_i\) where \(\tilde{n}_i\) is the number of odd integers in the sequence \(\tilde{n}_1, \tilde{n}_2, \ldots, \tilde{n}_{i-1}\). Then, \(\tilde{n}_i - \tilde{n}_1 = 0\) and Theorem 1-ii) implies the existence of \(Z_{C1}\) such that \(Z_{C1}\) has \(n_1\) poles in \(C_+\) counted with multiplicities and \((Z, Z_{C1})\) is stable. Consequently, \(\text{diag}(Z_{C1}, \ldots, Z_{C2})\) is a solution to DSP for \(Z\). Moreover the compensator \(Z_{C1}\) has \(n_1 C_+\) poles counted with multiplicities, \(i \in N\).

Theorem 1: A decentralized strong stabilization problem.

We can now state a solution to DSSP. The result is immediately obtained on noting that \(\eta = 0\) is a necessary condition for the solvability of DSSP by part i) of Theorem 2.

Corollary 1: For the \(N\)-channel plant \(Z\), consider the following condition

\[
Z \text{ has no } C_+\text{ decentralized fixed modes, and there are an even number of real unstable poles of } Z
\]

between each pair of zeros in the set \(\Psi\).

\[
(17)
\]

i) DSSP is solvable only if (17) is satisfied.

ii) DSSP is solvable if (10) and (17) are satisfied.

By using various different characterizations of the \(R_+\) decentralized blocking zeros given in Section III, it is possible to obtain many interesting sufficient conditions for the solvability of DSSP under assumption (10). One obvious condition is that \(\Psi\) has at most one element since then any set of \(R_+\) poles will have parity interlacing property with \(\Psi\). We state five less obvious conditions below for those plants which have no \(C_+\) decentralized fixed modes and satisfy (10): Condition a) follows by (6) and b) by the definition of \(S_Z\) and by the fact that any symmetric permutation of block rows and columns will include either \(Z_{ij}\) or \(Z_{ji}\) in its lower triangular for any \(i \neq j\). Condition c) follows by the fact that every decentralized blocking zero of \(Z\) is actually a common blocking zero of various complementary transfer matrices. (See Section III.) Condition d) is a consequence of Remark 1. Condition c) can be proven as follows. From Lemma 2, at every \(C_+\) decentralized blocking zero \(s_0\) of \(Z\), it holds that \(Z(s_0) \in C^{p \times r}\) and rank \(Z(s_0) < \text{min}(p, r)\) which imply that \(s_0\) is a transmission zero of \(Z\) [18] provided \(Z\) is full rank. Hence, (e) implies that \(Z\) has no \(R_+\) decentralized blocking zeros.

Corollary 2: Let \(Z = [Z_{ij}]\) have no \(C_+\) decentralized fixed modes and satisfy (10). Then, each of the following conditions implies the solvability of DSSP for \(Z\):

a) There exist \(i \in N\) for which \(Z_{ii}\) has no \(R_+\) blocking zeros.

b) There exist \(i, j \in N\) with \(i \neq j\) for which \(Z_{ij}\) and \(Z_{ji}\) have no \(R_+\) blocking zeros.

c) Every complementary transfer matrix of \(Z\) is free of \(R_+\) blocking zeros.

d) There exists \(i \in N\) such that the \((q + 1)\)-st invariant factor of system \((P_i, Q, R_i)\) has no \(R_+\) zeros, i.e.,
equivalently
\[ \text{rank} \left( \begin{bmatrix} Q & R_1 \\ -P_1 & 0 \end{bmatrix} \right) (s) \geq q + 1, \forall s \in \mathbb{R}_+. \]

e) The plant \( Z \) is full rank and has no \( \mathcal{R}_+ \) transmission zeros.

The below algorithm summarizes the procedure for obtaining a solution to DSSP for two-channel systems which satisfy (10) and (17). This algorithm can be modified to \( N \)-channel systems, where \( N \geq 3 \), for the solution of DSSP and for the construction of decentralized stabilizing controllers with minimum number of unstable poles. (For details, see the proof of Lemma 4 in [27]).

Initiation: Consider a bicoprime fractional representation of \( Z \) as
\[ Z = \begin{bmatrix} Z_{11} & Z_{12} \\ Z_{21} & Z_{22} \end{bmatrix} = \begin{bmatrix} P_1 \\ P_2 \end{bmatrix} Q^{-1} [R_1, R_2]. \]

Without loss of generality we can assume that \( \det(Q) \) takes positive sign at \( \sigma_1, \sigma_2, \ldots, \sigma_r \).

Let some left and right coprime fractions of \( Z_{22} \) over \( S \) be given by \( 222 \). Let \( \Omega := \text{gcd}(Q(R_2), R_2) \), so that \( Q = \Omega Q R_2 = \Omega R_2 \), for a left coprime pair of matrices \( (Q, R_2) \). Also let \( \Omega_r := \text{gcd}(Q, P_2) \) so that \( Q = \Omega Q R_2 = \Omega Q P_2, \) for a right coprime pair of matrices \( (Q, P_2) \). Then, a bicoprime fraction of \( Z_{22} \) over \( S \) is given by \( P_2 Q^{-1} R_2. \) Also note that \( \det(D) = \det(D_r) = \det(Q) \).

Let \( \Omega := \{ s \in \mathbb{R}_+ \mid \det(\Omega_r) \cdot \det(\Omega_r)(s) \neq 0 \} \), \( D := \{ s \in \mathbb{R}_+ \mid \det(D)(s) = 0 \} \). \( \Omega \subseteq \mathbb{R}_+ \). \( \Psi := \{ s \in C_+ \mid \| Z_{11} Z_{12}^{-1} (s) = 0 \} \) is the set of real unstable poles of \( Z_{12} \) and \( \Omega \) is the set of extended real numbers excluding the input decoupling and output decoupling zeros of \( (P_2, Q, R_2) \). Define \( \Psi = \Omega \cap \{ D \cup \Omega \} \). It should be noted that \( \Psi \subseteq \Psi \). (To see this, let \( s \in \Psi \). Then \( s \) cannot be a pole of \( Z \) via Lemma 2. Consequently, \( s \in \Omega \). By definition, \( s \in \Psi \). Hence, \( s \in \Psi \).) Let \( \Pi := \Psi - \Psi \). It is important to note that for any \( s \in \Pi \), \( N_1(s) \neq 0 \). (This can be proven as follows. \( N_1(s) = 0 \) if and only if \( Z_{12}(s) = 0 \), whenever \( s \in C_+ \).)

This shows that \( s \), satisfying \( N_1(s) = 0 \), cannot be an element of \( D \) and therefore \( s \) is an element of \( \Psi \). This implies \( s \in \Psi \).

Now, by definition, \( s \in \Pi \) \( \forall s \in \mathbb{R}_+ \).

Step 1:
1) Construct \( Z_{22} \in S^{r_2 \times p_2} \) using known interpolation techniques and the genericity properties of the ring \( S \) to satisfy
a) \( \det(\Omega_1) \det(\Omega_r) \det(D_1 + N_1 Z_{22}) \) takes nonzero values with positive sign on the elements of \( \Omega_1 \). (Recall that \( \Pi = \Psi - \Psi \) and \( \det(\Omega_1) \det(\Omega_r) \det(D_1) \) takes positive sign at the elements of \( \Psi \).) Property b) is employed in Step 2 below. Property c) means that the resulting single channel system around channel 1 resulting by the application of \( Z_{22} \) around channel 2 is stabilizable and detectable.

2) If all the \( \mathcal{R}_+ \) blocking zeros of \( \bar{Z}(Z_{22}) \) are contained in \( \Psi \), then let \( \Delta_c = 0_{r_2 \times p_2} \) and go to Step 3. Otherwise, go to Step 2.

Step 2: First note that there exists \( \delta_1 > 0 \) such that a), b), c) of Step 1-1) are still satisfied when \( Z_{22} \) is replaced by \( Z_{22} + \Delta_c \), for every \( \Delta_c \in S^{r_2 \times p_2} \) satisfying \( ||\Delta|| < \delta_1 \).

1) Let \( T := Z_{22}(I + Z_{22} Z_{22})^{-1} \) and let \( T^{-1} T_2 = T \) be a left coprime fraction of \( T \) over \( S \). It holds that \( Z_{22} = D_r(T_1 D_r - T_2 N_2)^{-1} T_2 \). Since \( (D_r, Z_{22}) \) is left coprime, \( (T_1 D_r - T_2 N_2)^{-1} \) is over \( S \), i.e., \( T_2 = T_2 D_1 \) for some matrix \( T_2 \) over \( S \). Let \( T^{-1} T_2 = T_2 T_1^{-1} \), for a right coprime pair of matrices \( (T_2, T_1) \). It follows that \( Z_{22} = T_2 (T_1 - N_2 T_2) V \) by the right coprimeness of \( (T_1, Z_{22}) \).

2) There exists an open and dense subset \( X \subseteq S^{r_2 \times p_2} \) such that for any fixed but otherwise arbitrary \( \Delta \in X \), the implication
\[ (Z_{11} - Z_{12}(T_2 + D_r \Delta) T_1^{-1} D_1 Z_{21})(s) = 0 \Rightarrow [Z_{11} Z_{12}](s) = 0 \text{ or } [Z_{11} Z_{12}](s) = 0, \]
\( \forall s \in \mathbb{R}_+ - D \) (18)

holds. (See [27] and [22].) Let \( \Delta \in X \) be such that \( ||\Delta|| < \delta_2 \) and \( ||Z_{22} - Z_{22} \Delta|| < \delta_1 \) where \( Z_{22} \Delta := (T_2 + D_r \Delta)(V^{-1} - N_2 \Delta)^{-1} \). Now, \( Z_{22} \Delta \) belongs to \( S^{r_2 \times p_2} \) and a), b), c) of Step 1-1) are all satisfied when \( Z_{22} \) is replaced by \( Z_{22} \Delta \). Define \( \Delta_c = Z_{22} - Z_{22} \Delta \). By Step 1-1.c), the set of \( \mathcal{R}_+ \) blocking zeros of \( \bar{Z}(Z_{22} + \Delta_c) \) is disjoint from the set of \( \mathcal{R}_+ \) zeros of \( \bar{Z}(\Omega_1) \), i.e., the set of \( \mathcal{R}_+ \) blocking zeros of \( \bar{Z}(Z_{22} + \Delta_c) \) is included in \( \Omega \). Implication (18) now shows that the \( \mathcal{R}_+ \) blocking zeros of \( \bar{Z}(Z_{22} + \Delta_c) \) are all contained in \( \Psi \). This implies via Step 1-1.a) that there exists an even number of real unstable poles of \( \bar{Z}(Z_{22} + \Delta_c) \) between each pair of real unstable blocking zeros.

Step 3: Using known techniques determine \( Z_{11} \in S^{r_1 \times p_1} \) such that \( \bar{Z}(Z_{22} + \Delta_c, Z_{11}) \) is stable. It is satisfied via c) of Step 1 that \( (Z, \text{diag}(Z_{11}, Z_{22} + \Delta_c)) \) is stable. This terminates the algorithm.

Remark 5: In the above algorithm, the fundamental step is Step 1 where a) and c) ensure that there are an even number of real unstable poles of \( \bar{Z}(Z_{22} + \Delta_c) \) between each pair of elements in the set \( \Psi \). Statement b) is of technical importance only and is utilized in Step 2. Note that for any \( Z_{22} \) satisfying 1-1.c), the set of \( \mathcal{R}_+ \) blocking zeros of \( \bar{Z}(Z_{22}) \) contains \( \Psi \) (Lemma 3) and \( \Psi \subset \Psi \). In Step 2, we perturb \( Z_{22} \) slightly to \( Z_{22} + \Delta_c \) to further satisfy that the \( \mathcal{R}_+ \) blocking zeros of \( \bar{Z}(Z_{22} + \Delta_c) \) are
confined to \( \hat{\Psi} \). This completes the design of the second channel local controller and reduces the problem to the (centralized) strong stabilization problem around channel 1. This problem is solved via known methods at Step 3.

What makes Step 2 so complicated is that the perturbation on \( Z_{c2} \) should be "directional," although the norm of the perturbation matrix \( \Delta_c \) can always be chosen arbitrarily small. Implication (18) in Step 2 is valid only if \( A2 \) of (10) is satisfied. (See also Section IV-B.)

The complement of \( \Psi \) in \( \hat{\Psi} \) consists of those \( \mathcal{R}_+ \) poles of \( Z_{c2} \) which are not input decoupling or output decoupling zeros of \( (P_2, \bar{Q}, R_2) \). If the above algorithm is modified for the construction of decentralized stabilizing controllers with minimum number of unstable poles, the set \( \hat{\Psi} \) will also include the unstable poles of \( Z_{c2} \). (See [27].)

In various examples, we have observed that at the end of Step 1 the set of \( \mathcal{R}_{+e} \) blocking zeros of \( \hat{Z}(Z_{c2}) \) is already contained in \( \hat{\Psi} \). In such cases we do not need to find out a perturbation matrix so that Step 2 can be skipped.

An example is given below to demonstrate the algorithm.

**Example 1:** Let \( Z \) be below be the transfer matrix of a two-channel system as shown in the equation at the bottom of the page where \( Z_{11} \in P^{2 \times 1}, Z_{12} \in P^{2 \times 2}, Z_{21} \in P_{++} \) and \( Z_{c2} \in P^{1 \times 2} \). The plant \( Z \) has no \( C_+ \) decentralized fixed modes and \( \hat{\Psi} = \{ \infty \} \). That is, \( Z \) is decentralized strong stabilizable.

**Initiation:** A bicoprime fraction of \( Z \) over \( S \) is given by

\[
P_1 = \begin{bmatrix}
(s-1) & 0 & 0 \\
(s+1)^2 & 1 & 0 \\
0 & (s+1) & 1 \\
\end{bmatrix},
\]

\[
P_2 = \begin{bmatrix}
1 & 0 \\
(s+1) & 1 \\
(s+1) & 0 \\
\end{bmatrix},
\]

\[
R_1 = \begin{bmatrix}
(s+1) \\
(s+1) \\
(s+1) \\
\end{bmatrix},
\]

\[
R_2 = \begin{bmatrix}
(s-1) & 0 \\
(s+1)^2 & 1 \\
(s+1) & 0 \\
\end{bmatrix},
\]

and

\[
Q = \text{diag}\{(s-1)/(s+1), (s-2)/(s+1), (s-3)/(s+1)\}.
\]

One obtains

\[
D_l = \frac{(s-1)(s-2)}{(s+1)^2}, \quad N_l = \frac{(s-1)(2s-1)(s-3)}{(s+1)^2},
\]

\[
D_r = \frac{-3(s-1)}{(s+1)} \frac{(s-1)(s-2)}{(s+1)^2},
\]

\[
N_r = \begin{bmatrix}
-4 & (2s-3) \\
(s+1)^2 & (s+1)^3 \\
\end{bmatrix},
\]

\[
\Omega_l = \text{diag}\{1, 1, \frac{(s-3)}{(s+1)}\},
\]

\[
\hat{Q} = \begin{bmatrix}
(s-1) & (s-2) \\
(s+1) & (s+1)^3 \\
\end{bmatrix}, \quad \bar{R}_2 = R_2,
\]

\[
\Omega_r = I_3, \quad \bar{Q} = \bar{P}, \quad \bar{P}_2 = P_2,
\]

\[
\Omega = \mathcal{R}_{++} - \{3\}, \quad D = \{1, 2\}, \quad \hat{\Psi} = \{\infty\}, \quad \Psi = \{1, 2, \infty\}, \quad \hat{\Psi} = \{\infty\}, \quad \Pi = \{1, 2\}.
\]

**Step 1:**

1. We let

\[
Z_{c2} = \begin{bmatrix}
0 & \frac{-s+3/2}{s+1}
\end{bmatrix},
\]

which satisfies a), b), and c).

2. It holds that

\[
\hat{Z}(Z_{c2}) = \begin{bmatrix}
\frac{(2s-2)(s-3)}{(s+1)(2s^4 - 2s^3 - 10s^2 + 14s - 5)} \\
\frac{(2s^4 - 2s^3 - 18s^2 + 18s + 1)}{(s+1)(2s^4 - 2s^3 - 10s^2 + 14s - 5)}
\end{bmatrix}
\]

\( \hat{Z}(Z_{c2}) \) has only one \( \mathcal{R}_{++} \) blocking zero, \( \infty \), which is contained in \( \hat{\Psi} \). We therefore go directly to Step 3 with \( \Delta = 0_{2 \times 1} \).

**Step 3:** \( \hat{Z}(Z_{c2}) \) is strong stabilizable. Using standard results [29] one can construct \( Z_{c1} \in S^1 \times 2 \) satisfying that \( (\hat{Z}(Z_{c2}), Z_{c1}) \) is stable.

**Remark 6:** The solvability of DSP together with the strong centralized stabilizability is in general not enough for the solvability of DSSP. This is illustrated by the following example. Let a \( 2 \times 2 \) transfer matrix be given by \( Z = [Z_{ij}] \) where

\[
Z_{11} = \frac{(s-1)(s-3)}{(s+1)(s-2)(s-4)},
\]

\[
Z_{12} = \frac{(s-1)(s-3)}{(s+1)(s-2)(s-4)^2},
\]

\[
Z_{21} = \frac{1}{(s+1)}, \quad Z_{22} = \frac{(s-1)(s-3)}{(s+1)^3}.
\]

It is easily checked that \( Z \) has no \( C_+ \) decentralized fixed modes [16]. We have \( \hat{\Psi} = \{1, 3, \infty\}, \eta_1 = 1 \) (corresponding to the pole at \( s = 2 \)) and \( \eta_2 = 1 \) (corresponding to the pole at \( s = 4 \)). Theorem 2 and Corollary 1 yield that \( Z \) is not decentralized strong stabilizable and that any decentralized stabilizing controller of \( Z \) has at least \( \eta_1 + \eta_2 = 2 \) unstable.
poles with multiplicities. On the other hand, since $Z$ has no $\mathcal{R}_{+e}$-blocking zeros except $s = \infty$, it is (centralized) strong stabilizable.

It is known that strong stabilization problem is generically solvable for nonscalar systems [30]. An analogous result for decentralized strong stabilization problem can be given as follows.

Let $\mathcal{P}^{x'y'}$ be a subset of $\mathcal{P}^{x'y'}$ such that $Z \in \mathcal{P}^{x'y'}$ if and only if (10) hold for $Z$ and $Z$ is devoid of unstable decentralized fixed modes.

**Theorem 3:** For almost all $Z \in \mathcal{P}^{x'y'}$, DSSP is solvable, where the quantifier “almost all” is with respect to the subspace topology induced by the graph topology.

A proof of the above theorem is presented in [22] along the same lines as the proof of [29, Theorem 5.3.1]. Its outline can be given as follows. First note that for a plant $Z$ being a member of $\mathcal{P}^{x'y'}$ is an open property with respect to the subspace topology in $\mathcal{P}^{x'y'}$, induced by graph topology. If DSSP is solvable for $Z \in \mathcal{P}^{x'y'}$ then there exists a stable decentralized controller which stabilizes all the plants contained in a sufficiently small neighborhood around $Z$ in $\mathcal{P}^{x'y'}$ and, consequently, in a sufficiently small neighborhood in $\mathcal{P}^{x'y'}$. This proves that the set of plants for which DSSP is solvable is open in $\mathcal{P}^{x'y'}$. In [22], it is also shown that if DSSP for $Z \in \mathcal{P}^{x'y'}$ is solvable then $Z$ can be perturbed by an arbitrarily “small” perturbation matrix $\Delta Z$, i.e., $Z \rightarrow Z + \Delta Z$, such that

a) A1) and A2) hold for $Z + \Delta Z$ and $Z + \Delta Z$ is free of unstable decentralized fixed modes, i.e., $Z + \Delta Z$ belongs to $\mathcal{P}^{x'y'}$ [23], and

b) $(Z + \Delta Z)_{i0, j0}$ and $(Z + \Delta Z)_{j0, i0}$ each has at most one $\mathcal{R}_{+e}$ decentralized blocking zero for some $i0, j0 \in N_i, i0 \neq j0$. From Corollary 2b), DSSP for $Z + \Delta Z$ is solvable. This shows that the set of $Z$ for which DSSP is solvable is dense in $\mathcal{P}^{x'y'}$.

**Remark 7:** A consequence of the above theorem is that the singular conditions under which the solution of DSSP fails for a plant in $\mathcal{P}^{x'y'}$ are nongeneric conditions [29, Chap. 7] which can be removed by arbitrarily small perturbations on $Z$ (see also the below subsection). Another consequence is the following: If a decentralized controller $Z_c$ solves DSSP for $Z \in \mathcal{P}^{x'y'}$ then, under sufficiently small modeling errors on $Z$, i) DSSP for $Z$ remains solvable and ii) the stable decentralized controller solving DSSP for $Z$ continues to stabilize $Z$. $\Delta$

**B. On Assumptions A1) and A2)**

In Theorem 2, part i) is independent of Assumptions A1) and A2). In part ii) A1) can be assumed to hold without loss of generality. A2) is generically satisfied for a class of multichannel systems. Let a collection of positive integers $p_i, r_i \in N$ satisfy that $p_i \geq 2$ and $r_i \geq 2$ or $p_i \geq 2$ and $r_i \geq 2, \forall i, j \in N, i \neq j$. Define $p = \sum_{i=1}^{N} p_i, r = \sum_{i=1}^{N} r_i$. It is straightforward to show that the set of plants satisfying (10) is open and dense in $\mathcal{P}^{x'y'}$ with respect to the subspace topology induced by graph topology [22, A2], however, still excludes some important cases such as a $2 \times 2$ plant. We will examine below why a failure of Assumption A2) complicates the solution of DSSP for $2 \times 2$ plants.

Consider a $2 \times 2$ plant which has no $\mathcal{C}_e$ decentralized fixed modes: $Z = [Z_{ij}], Z_{ij} \in \mathcal{P}, i, j = 1, 2$. Assume $Z$ has a bicoprime representation as in (4) with $N = 2$ and $r_1 = r_2 = p_1 = p_2 = 1$. Let

$$\begin{align*}
a &:= \det(Q) \quad b := \det\left(\begin{bmatrix} Q & R_2 \\
 & -P_2 \end{bmatrix}\right), \\
c &:= \det\left(\begin{bmatrix} Q & R_1 \\
 & -P_1 \end{bmatrix}\right), \\
d &:= \det\left(\begin{bmatrix} Q & R_1 & R_2 \\
 & -P_1 & 0 \\
 & 0 & -P_2 \end{bmatrix}\right).
\end{align*}$$

Let $Z_{c2} \in \mathcal{C}_e$ be a compensator around the second channel of $Z$ such that the resulting single channel system is stabilizable and detectable from the first channel. Writing an explicit expression for $\tilde{Z}(Z_{c2})$ and using Lemmas 5 and 6 it is not difficult to show that the set of $\mathcal{C}_e$ zeros of $\tilde{Z}(Z_{c2})$ is precisely the set of $\mathcal{C}_e$ zeros of $c + dZ_{c2}$ and the set of $\mathcal{C}_e$ poles of $\tilde{Z}(Z_{c2})$ is precisely the set of $\mathcal{C}_e$ zeros of $a + bZ_{c2}$. Solving DSSP for a $2 \times 2$ plant amounts to determining a $Z_{c2} \in \mathcal{C}_e$ for which the following property holds:

**P:** The pair $(a + bZ_{c2}, c + dZ_{c2})$ is coprime over $\mathcal{C}_e$, the function $a + bZ_{c2}$ is nonzero and takes the same sign at all $\mathcal{R}_{+e}$ zeros of $c + dZ_{c2}$.

Let $e$ be a greatest common factor of $c$ and $d$ over $\mathcal{C}_e$ such that $c = \overline{c}e, d = \overline{d}e$. Define

$$\begin{align*}
\mathcal{E} &:= \{s \in \mathcal{R}_{+e} | e(s) = 0\}, \\
I_+ &:= \{s \in \mathcal{R}_{+e} | s \text{ is not a zero of } \overline{d} \text{ and} \\
&\quad \cdot (a - \frac{\overline{c}}{\overline{d}})(s) > 0\}, \\
I_- &:= \{s \in \mathcal{R}_{+e} | s \text{ is not a zero of } \overline{d} \text{ and} \\
&\quad \cdot (a - \frac{\overline{c}}{\overline{d}})(s) < 0\}.
\end{align*}$$

Consider the following lemma whose proof can be found in [27].

**Lemma 7:** For some $Z_{c2} \in \mathcal{C}_e$ property P is satisfied if and only if any of a) or b) holds:

a) i) All the $\mathcal{R}_{+e}$ zeros of $\overline{c} + \overline{d}Z_{c2}$ (if any) are contained in $I_+$ and

ii) (in case $\mathcal{E} \neq \emptyset$) $(a + bZ_{c2})(s) > 0$ at every $s \in \mathcal{E}$.

b) i) All the $\mathcal{R}_{+e}$ zeros of $\overline{c} + \overline{d}Z_{c2}$ (if any) are contained in $I_-$ and

ii) (in case $\mathcal{E} \neq \emptyset$) $(a + bZ_{c2})(s) < 0$ at every $s \in \mathcal{E}$.

Let $\mathcal{C}_e$ denote the open left-half plane and define $\tilde{\mathcal{C}}_{+e} = \mathcal{C}_{+e} - \mathcal{R}_{+e}$. The subproblem corresponding to a-i) is that of determining a stable controller $Z_{c2}$ which places all zeros of $\overline{c} + \overline{d}Z_{c2}$ in $\mathcal{C}_e \cup \tilde{\mathcal{C}}_{+e} \cup I_+$. Similarly, in b-i) we seek a stable controller $Z_{c2}$ which places all zeros of $\overline{c} + \overline{d}Z_{c2}$ in $\mathcal{C}_e \cup \tilde{\mathcal{C}}_{+e} \cup I_-$. Let, for simplicity, $\overline{c}$ be nonzero. If $\overline{c}^{-1}\overline{d}$ is strongly stabilizable then there always exists a stable $Z_{c2}$
satisfying a-i) or b-ii) but the converse may not be true in general. The subproblems corresponding to a-ii) and b-ii) impose extra interpolation constraints on the stable controller. This problem, in its generality, is very complex, and the concept of decentralized blocking zeros is not sufficient to capture its solution alone. Nevertheless, some connections between Corollary 1 and Lemma 7 can be made. For example, the necessity of the parity interlacing property between the set of real unstable poles and real unstable decentralized blocking zeros for the solvability of DSSP is implicit in Lemma 7. In fact, every \( C_{+} \) decentralized blocking zero of \( Z \) is a common zero of \( b, c, \) and \( d \), and \( s \in C_{+} \) is a pole of \( Z \) if and only if \( s \) is a zero of \( a \). The necessity of the parity interlacing property now can be deduced from a-ii) and b-ii).

Lemma 7 is also useful in showing that, in general, the existence of the parity interlacing property between the real unstable poles and real unstable decentralized blocking zeros of a \( 2 \times 2 \) plant is not sufficient for the solvability of DSSP. To see this consider the following plant where, for convenience, \( P_{1} = [1 \ 0] \), \( P_{2} = [0 \ 1] \) (see (19) at the bottom of the page) where

\[
\begin{align*}
    a &= c = \frac{(s - 3)(s - 5)}{(s + 1)^2}, \\
    b &= \frac{(s - 2)(s - 4)((s + 1)^4 + (s - 2)(s - 3)(s - 4)(s - 5))}{(s + 1)^2}, \\
    d &= \frac{(s - 2)(s - 4)}{(s + 1)^3}, \\
    e &= \frac{(s - 2)(s - 3)(s - 4)(s - 5)^2}{(s + 1)^6}, \\
    \alpha &= c = d = d, \\
    \epsilon &= \emptyset, \\
    I_{-} &= (0, 2) \cup (4, 5) \cup (5, \infty), \\
    I_{+} &= (2, 3) \cup (3, 4).
\end{align*}
\]

Despite the fact that \( Z \) has no decentralized blocking zeros, DSSP for \( Z \) is not solvable. This can be shown as follows. For any \( Z_{c2} \in S_{c}(c + dZ_{c2})(2) > 0 \) and \( (c + dZ_{c2})(4) < 0 \), i.e., \( c + dZ_{c2} \) has a zero in \([2, 4]\). It is not possible that all the real unstable zeros of \( c + dZ_{c2} \) are contained in \( I_{-} \). Also, for any \( Z_{c2} \in S_{c}(c + dZ_{c2})(\infty) > 0 \), i.e., \( c + dZ_{c2} \) has a zero in \([4, \infty]\). All the real unstable zeros of \( c + dZ_{c2} \) cannot be contained in \( I_{+} \) as well.

Even for \( 2 \times 2 \) plants, the solvability of DSSP bears upon a more general concept than the parity interlacing property between the set of real unstable poles and real unstable decentralized blocking zeros. For multivariable, multichannel systems where \( A_{2} \) fails, we anticipate that the solvability pertains to more complicated conditions.

\section{Decentralized Concurrent Stabilization Problem}

As an application of DSSP, our objective in this section is to define a special decentralized simultaneous stabilization problem, called "decentralized concurrent stabilization problem (DCSP)," and to investigate its applications in the design of local controllers for large-scale systems. In this context, two problems will be considered.

\textit{Stabilization of Interconnected Systems Using Locally Stabilizing Subsystem Controllers:} Consider a collection of linear time-invariant finite-dimensional systems described by

\[
\begin{align*}
    \Sigma_{i}: \dot{x}_{i} &= A_{i}x_{i} + B_{i}v_{i} + u_{i}, \\
    y_{i} &= C_{i}x_{i}
\end{align*}
\]

\( i \in \mathcal{N} \) where \( A_{i} \in \mathbb{R}^{n_{i} \times n_{i}}, B_{i} \in \mathbb{R}^{n_{i} \times r}, \) and \( C_{i} \in \mathbb{R}^{n_{i} \times n_{i}} \) correspond to states, inputs and outputs, respectively. Assume that these systems are interconnected according to the rule \( u_{i} = \Sigma_{j=1}^{N} A_{ij}x_{j}, \) \( i \in \mathcal{N} \) for some \( A_{ij} \in \mathbb{R}^{n_{i} \times n_{j}} \).

Then, the composite (interconnected) system can be described as

\[
\dot{x} = Ax + Bu, \\
y := [y_{1} \cdots y_{N}], \quad u := [u_{1} \cdots u_{N}], \quad B := \text{diag} \{B_{1}, \ldots, B_{N}\}, \quad C := \text{diag} \{C_{1}, \ldots, C_{N}\}.
\]

\( A \) is a matrix consisting of \( N \) block rows and columns such that its \((i, j)\)th submatrix is \( A_{ij} \), if \( i \neq j \), and \( A_{ii} + A_{ij} \) otherwise. It is assumed that the subsystems \( \Sigma_{i} = (C_{i}, A_{i}, B_{i}) \), \( i \in \mathcal{N} \) and the composite system \( \Sigma = (C, A, B) \) are stabilizable and detectable.

\textbf{P1) Determine local controllers} \( \Sigma_{ci}, i \in \mathcal{N} \) around subsystems \( \Sigma_{i} \) such that

\begin{enumerate}
    \item the subsystems \( \Sigma_{i}, \Sigma_{ci} \), \( i \in \mathcal{N} \) are all stable and
    \item when the interconnections \( A_{ij} \) exist the composite closed-loop system becomes stable, i.e., \( \Sigma, \text{diag} \{\Sigma_{1}, \ldots, \Sigma_{N}\} \) is stable.
\end{enumerate}

Such an approach to the stabilization problem of composite systems is a natural one because most of the composite systems are constructed by interconnecting a finite number of independently controlled subsystems [19]. Therefore, P1) and its variations have attracted considerable attention in control theory. Although there are numerous interesting results on many variations of this problem (see the references in [20, Chap. 3]), a necessary and sufficient solvability condition for the problem is still missing.

\[
Z = \begin{bmatrix}
1 & \frac{(s - 2)(s - 4)}{(s + 1)^3} \\
\frac{(s - 2)(s - 4)}{(s + 1)^2} & \frac{(s - 2)(s - 4)(2s^4 - 10s^3 + 77s^2 - 150s + 121)}{(s + 1)^5(s - 3)(s - 5)} \\
\frac{(s - 2)(s - 3)(s - 4)(s - 5)}{(s + 1)^4} & \frac{(s - 3)(s - 5)}{(s + 1)^2} \\
\frac{(s - 2)(s - 4)}{(s + 1)^3} & \frac{(s - 2)(s - 4)}{(s + 1)^3} & \frac{(s - 2)(s - 4)}{(s + 1)^3}
\end{bmatrix}^{-1}
\]
Stabilization of a Multichannel System via Stabilization of its Main Diagonal Subsystems: Let \( Z = [Z_{ij}], Z_{ij} \in \mathbb{P}^{P_i \times P_j} \), \( i, j \in \mathbb{N} \) be the transfer matrix of a given plant.

P2) Determine local controllers \( Z_{ci}, i \in \mathbb{N} \) such that:

i) \((Z_{ii}, Z_{ci}), i \in \mathbb{N}\) are all stable and

ii) when the interconnections \( Z_{ij}, Z_{ji}, i \neq j \) exist, the composite closed-loop system becomes stable, i.e., \((Z, \text{diag}(Z_{ci}, \ldots, Z_{cN}))\) is stable.

A basic difference between P1) and P2) is that, in P1) the subsystems are defined with respect to their state-space realizations whereas in P2) the subsystems are defined with respect to the main diagonal transfer matrices of the interconnected system. Moreover, in P1) the subsystems are feedback interconnected whereas in P2) the subsystems are feedforward interconnected (see [24]). P2) originates from the work of Rosenbrock [17] where the objective is to develop a methodology to extend the well-known SISO frequency domain design techniques to mulitloop systems. In a general set-up the plant transfer matrix \( Z \) is possibly obtained via a cascade connection of the original plant with some pre- and post-compensators. P2) has found applications especially in the process control problems. A review of the existing results for its solution can be found in [12, Chap. 14]. For related studies, see also [33] and [14]. As in P1), a complete solution procedure for P2) is missing.

We will formulate these problems as a special decentralized simultaneous stabilization problem and obtain their solutions via transforming them to DSSP on suitable auxiliary plants. For the class of plants satisfying A2), this procedure yields complete solvability conditions. For other classes of plants our conditions will serve as necessary conditions for the solvability. The problems P1), P2) can be unified by the following problem of decentralized simultaneous stabilization [22].

Decentralized Concurrent Stabilization Problem (DCSP): Let \( Z = [Z_{ij}], Z_{ij} \in \mathbb{P}^{P_i \times P_j}, i, j \in \mathbb{N} \) be the transfer matrix of a given plant where \( p := \Sigma_{i=1}^{\mathbb{N}} P_i = \Sigma_{i=1}^{\mathbb{N}} T_i \). Also let \( T_i \in \mathbb{P}^{P_i \times P_i}, i \in \mathbb{N} \) be given. Determine local controllers \( Z_{ci} \in \mathbb{P}^{P_i \times P_i}, i \in \mathbb{N} \) such that the pairs \((T_i, Z_{ci}), i \in \mathbb{N}\) are stable and the pair \((Z, \text{diag}(Z_{ci}, \ldots, Z_{cN}))\) is stable.

Since one of the plants in its definition is block diagonal, DCSP is only a special case of the general problem of simultaneous stabilization of two plants via a decentralized controller. The following theorems can be proven easily using the problem definitions.

Theorem 4: Problem P1) is solvable if and only if DCSP for \( Z = C(sI - A) - B \) and \( T_i = C_i(sI - A_i) - B_i, i \in \mathbb{N} \) is solvable.

Theorem 5: Problem P2) is solvable if and only if DCSP for \( Z = Z_{ii} \) and \( T_i = Z_{ci}, i \in \mathbb{N} \) is solvable.

In case of centralized feedback systems, simultaneous stabilization problem can be formulated as a strong stabilization problem [29, Chap. 5.4]. Analogously, the solution of DCSP is obtained by transforming it to a decentralized strong stabilization problem. To do this, we first obtain a suitable auxiliary plant.

Let some left and right coprime fractions of \( T_i, i \in \mathbb{N} \) over \( S \) be given as \( T_i = D_i^{-1}N_i = N_iD_i^{-1}, i \in \mathbb{N} \). There exist matrices \( K_i \in \mathbb{S}^{P_i \times P_i}, L_i \in \mathbb{S}^{P_i \times P_i}, \bar{K}_i \in \mathbb{S}^{P_i \times P_i}, \bar{L}_i \in \mathbb{S}^{P_i \times P_i}, i \in \mathbb{N} \) such that

\[
\begin{bmatrix}
D_i & N_i \\
\bar{L}_i & -\bar{K}_i
\end{bmatrix}
\begin{bmatrix}
K_i & N_r \\
L_i & -D_r
\end{bmatrix}
= I, L_i, \bar{L}_i
\]

are strictly proper, \( i \in \mathbb{N} \). Then, \((T_i, Z_{ci})\) is a stable pair for a compensator \( Z_{ci} \) if and only if \( Z_{ci} = (L_i - D_iN_i)(K_i + N_rN_i)^{-1} \) for some \( X_i \) over \( S \) provided \((K_i + N_rN_i)\) is biproper. Also let a left coprime fraction of \( Z \) be given by \( Q^{-1}[R_1 \cdots R_N] \) where \( Q \in \mathbb{S}^{P_i \times P_i}, i \in \mathbb{N} \). Define \( P_i \in \mathbb{S}^{P_i \times P_i}, i \in \mathbb{N} \) as follows: \( [P_1' \cdots P_N']' = I_p \). Letting \( Z_{co} := \text{diag}\{L_1K_1^{-1}, \ldots, L_NK_N^{-1}\} \), define \( P = [O_{P}I_{P}] \)

\[
\begin{bmatrix}
Q & R_1L_1 & R_2L_2 & \cdots & R_NL_N \\
-P_1 & K_1 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-P_N & 0 & 0 & \cdots & K_N \\
\end{bmatrix}
\]

Various coprimeness relations yield that \( \bar{Z}(Z_{co}) := PQ_{11}^{-1}R \) is a bicoprime fraction where the nonsingularity of \( Q_{11} \) is ensured by the fact that \( L_i, i \in \mathbb{N} \) are strictly proper. There is no simple interpretation for \( \bar{Z}(Z_{co}) \) in terms of the plants \( Z, T_i, \) and the initial decentralized controller \( Z_{co} \). The unstable poles of \( \bar{Z}(Z_{co}) \) (or the unstable zeros of \( \text{det}(Q_{11}) \)), however, are simply the unstable eigenvalues of the closed-loop system obtained by the application of \( Z_{co} \) to \( Z \). The following theorem yields a solution to DCSP.

Theorem 6: The problem DCSP is solvable for \( Z \) and \( T_i, i \in \mathbb{N} \) if and only if DSSP for the plant \( \bar{Z}(Z_{co}) \) is solvable.

We omit the proof of Theorem 6 as it is straightforward. It should be noted that if \( Z \) satisfies A1) then there exists an initial decentralized controller \( Z_{co} \) for \( Z \) which satisfies that \( \bar{Z}(Z_{co}) \) is strongly connected. Moreover, if \( Z \) satisfies both A1) and A2) then there exists an initial decentralized controller \( Z_{co} \) for \( Z \) satisfying that \( \bar{Z}(Z_{co}) \) is strongly connected, and \( \text{rank} Z_{ij} \geq 2 \) or \( \text{rank} Z_{ji} \geq 2, \forall i, j \in \mathbb{N}, i \neq j \) where \( Z_{ij} \in \mathbb{P}^{P_i \times P_j} \) denotes the \((i,j)\)th submatrix of \( \bar{Z}(Z_{co}), i, j \in \mathbb{N} \).

VI. CONCLUDING REMARKS

- Since the unstable blocking zeros of a (centralized) system remain invariant in the closed-loop transfer matrix under stabilizing feedback, every unstable decentralized blocking zero is a blocking zero of every control channel in the closed-loop system resulting from any decentralized stabilizing feedback.
- DCSP is solved by transforming it to a DSSP on a subsidiary plant. This causes that the solvability conditions for DCSP are given in terms of a transformed plant where the original system data is distorted. It is still possible, however, to give various sufficient conditions for the solution of the particular problems P1) and P2) (Section V) in terms of the original system information [25].
A possible application of DCSP is in the expanding system problem [5], [21], where a set of local controllers are sought to stabilize various subsystems so that when these subsystems are interconnected in a prescribed order the internal stability is maintained. Several necessary conditions can be obtained for the solvability of expanding system problem by formulating it as a combination of various decentralized concurrent stabilization problems.

A numerical computation of decentralized blocking zeros for a given transfer matrix is possible in two alternative ways. First, assuming that a transfer matrix representation is given, we can list the set of (centralized) blocking zeros of each $Z_{ij}$ and try all possible permutations of $N$ to check if (5) is possible for some $a \in C$. If each entry of $Z$ is given as a ratio of coprime polynomials, it is not difficult to compute the set of blocking zeros of any submatrix of $Z$. Second, assuming that a state-space representation or stable coprime representation of $Z$ is given, one can use Remark 1 to identify the set of decentralized blocking zeros. This amounts to computing the rank of a system matrix as in (7) for which there are available computer tools such as XMATH and MATLAB.
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