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Performance of WDM Transport Networks

Ezhan Karasanyember, IEEE and Ender Ayanoglukellow, IEEE

Abstract—Wavelength division multiplexed point-to-point network without O/E and E/O conversions. This process is
transport is becoming commonplace in wide area networks. known aswavelength routingthe connections are sometimes
With the expectation that the next step is end-to-end networking termedlightpaths and the networks are known &ansparent

of wavelengths (in the optical domain without conversion to - . .
electronics), there is a need for new design techniques, a newnetworks orall-optical networks. To this end, a series of large-

understanding of the performance issues, and a new performance Scale projects with partial U.S. Government funding [3]-{8]
evaluation methodology in such networks. This paper describes and partial E.U. funding [9]-[15] have been carried out. In

approaches to that end, summarizes research results, and pointssych a network, when a connection is established, it goes
to open problems. through the network in optical form. One method to accom-
Index Terms—All-optical networks, communication routing, plish this is by using only wavelength add/drop multiplexing
network restoration, transparent optical networks, wavelength for the initial and terminal nodes on the connection, and
conversion, wavelength division multiplexing. without demultiplexing/multiplexing any of the wavelengths

at intermediate network nodes. The elements in the network

I. INTRODUCTION nodes of such architectures are known as the fiber crosscon-

AVELENGTH division multiplexing (WDM), also nects (FXC’s). Clearly, this technology cannot employ fibers

. A . . . in an efficient manner since full-fiber connections would be

known as optical frequency division multiplexing, is o .

) S needed between end-to-end source destination pairs. In order to

the use of multiple wavelengths to transmit different data i : . T )

Lo o . . _Improve wavelength packing onto fibers, consideration is being

streams. It is similar to frequency division multiplexing .
tl

(FDM) except that in WDM, channel spacings are vas iven _to _demulﬂplexmg individual wavelgngtr_ls on network
) . : . fibers inside network nodes, and to remultiplexing wavelengths
larger than the information bandwidth of the signal. WDM is ™. : : ) o .
. . , .10 fibers in order to improve fiber utilization. This can be
attractive since the same fiber can be employed for multiple . . :
. . . . .-accomplished by using wavelength selective crossconnects
data streams, saving costs on fiber and installation. Si

an enormous bandwidth is available on fiber, WDM ca SXCrs) wh|ch dp not employ. any wavc_elength conver-
Ton. An alternative is wavelength interchanging crossconnects

provide an optical transmission system with an extremej‘wxc,s) which employ wavelength conversion to pack more
S

large data rate: as of this writing, transmission systems wi . L : .

i o ata-bearing wavelengths onto existing fibers in the case of
50 wavelengths, each with a transmission rate of 20 beavelen th conflicts
have been demonstrated [1]. As such, the WDM technology'Is 9 ’
very attractive for networks that carry very high transmission

rates, such as long-distance transmission networks. WDM Wavelength Conversion

has already been deployed in the backbone networks of aliciearly, employment of wavelength conversion reduces
major long-distance carriers in the United States as a poiffe blocking probability for a given utilization and size of
to-point transmission technology [2]. When WDM networkg, crossconnect. For this reason, based on intuition, such
are deployed as such, every network node performs opticglossconnects are considered desirable, and sometimes even
to-electrical (O/E) and electrical-to-optical (E/O) conversiongnavoidable [16]-[18]. There exists some evidence in the
and switching is performed in the electrical domain. Thgerature that there may be significant performance gains by
explosive growth of the Internet and other communicationging wavelength conversion. On the other hand, there is other
services ensures that WDM deployment will accelerate in tgidence in the literature that illustrates that the operating
near future. regions of very large gain due to wavelength conversion are
As more traffic is carried on WDM networks, it will be not very large and can be made even smaller by using better
desirable to reduce the number of O/E and E/O conversiofjgvelength selection and routing algorithms or more fiber in

in the network. The ultimate goal is to connect wavelengthge network. This overview paper outlines these approaches
on an end-to-end basis, where a wavelength goes through jhejetail.
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Consequently, it is difficult to quantify the advantages of

optical wavelength conversion due to simplicity in OAM, NxN Switch

especially because of the unavailability of any actual in- for
formation on wavelength converters, such as their cost and Al —— 1
performance (power loss, bit error rate, etc.). WSXC'’s are
becoming available together with their OAM software. When - )
commercially deployable WIXC’s become available, it will be NxN Switch
possible to make price, reliability, and simplicity comparisons, for I
and to determine if the lack of performance advantage can be A2 >
overcome by these criteria.

Another advantage sometimes cited is the unfair behavior
of simple-minded routing and wavelength selection algorithms, NxN Switch
resulting in shorter paths receiving higher priority [22], [23]. for
However, this problem can easily be solved by employing. A3 |
routing and wavelength selection algorithms that take fairness
into account rather than resorting to expensive wavelength
conversions. This will be elaborated later in Section 11-B3.

It is a generally held belief that if there will be some
wavelength conversion in the network, the best location ig; NxN Switch N
the network boundary. It will be shown in Section 1I-D that for
some wavelength converters in the network can effectively
capture most of the blocking advantage due to wavelength AW

conversion. However, the presence of more than one entity to _
manage may not be very desirable from OAM and inventofy?: 1 \Vavelength selective crossconnect (WSXC).
management points of view and, again, even this need is
guestionable. high cost of wavelength conversion, the prospect of using
1) Relation to Time Slot Interchangingn time division such algorithms, even with the associated need to somewhat
multiplexing (TDM) networks, the basic switching elemeneverengineer the network can be preferable. We will quantify
is a TST switch, where thel’ blocks are multiplexer the performance tradeoffs associated with this set of design
and demultiplexers in time which may include time sloehoices in Section Il.
interchangers, andS is a space switch. The time slot 2) Wavelength Conversion TechnologieSimilar to the
interchange concept was introduced [24], [25] to reduce tgse in TDM networks where switching is accomplished
high internal blocking loss due to assigning the originatingy means of TST structures, WDM switching can be
and terminating lines to the same time slot [26, ch. VIII-2jaccomplished by means of WSW structures, where theWirst
By making an analogy to WDM networks, it is sometimestage demultiplexes each fiber into constituent wavelengths,
argued that wavelength converters are thus needed the S stage performs space switching for each wavelength, and
implement nonblocking WDM crossconnects. The concefite second stage multiplexes wavelengths onto different
of nonblocking here refers to the certainty of assigninpers. Demultiplexing and multiplexing wavelengths is a
a time slot (wavelength) in the originating line to a timeelatively simple task; various structures for this purpose exist
slot (wavelength) in its destination line if there exists aAnd are used in wavelength add-drop multiplexers (WADM's).
available time slot (wavelength) in that line. It is importantor space switching of wavelengths, again, various structures
to note that this capability does not ensure a nonblockikgown as wavelength routers exist. One such structure is
network or a certainty in assigning a time slot (wavelengtt@ptained by using a layered switch with LiNp@echnology
to its destination in the network; it merely ensures thd27]. The resulting architecture is known as a WSXC. A block
the blocking probability in such a network will be lesgliagram of a WSXC is shown in Fig. 1.
than that in a network without time slot interchangers By replacing the wavelength routers in WSXC with one that
(wavelength converters). In the absence of such interchangé@® change wavelengths during the routing process, a WIXC
or converters, the reduction of blocking probability iS obtained (Fig. 2). Depending on where the wavelength
the network can be achieved by means of sophisticate@nverters are located and their capabilities, this structure
routing and time slot or wavelengthelection algorithms, can implement fixed-input-to-variable-output, variable-input-
although the blocking performance of the network with sud®-fixed-output, or variable-input-to-variable-output switching.
converters would always be a lower bound than on th&he most desirable structure is the variable-input-to-variable-
of a network without such converters. In TDM networksQutput switch.
employing such an algorithm on eall-by-call basis can be  Wavelength conversion technigues can be classified into the
prohibitive. In addition, time slot interchanging is achieveépllowing categories [28], [29].
by simple memory elements. In WDM networks, however, 1) Optoelectronic wavelength conversion: This technique is
such algorithms need to be employed only in fievisioning based on the electrical detection of the incoming signal
stage for aggregated connections and considering the potential and its subsequent optical modulation onto a wavelength.
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. B. The Role of WDM in Wide Area Networks (WAN'’s),
v ‘———&M_E Metropolitan Area Networks (MAN'’s), Local Area
1 W — O ! Networks (LAN'’s), and the Access Loop
WAN's, especially the long-distance network, are where
the application of wavelength routing is most appropriate: the
MM " .S — transmission rates are very high, are continuously increasing
2 ‘. — 2 due to the explosion of new applications such as the Internet,
W —— Y and the placement of new fiber is very expensive. Most of
the current emphasis on WDM is in wide area networking,
» both from equipment manufacturer as well as service provider
%) .L.zz . viewpoints. Also, wide area networking, due to the aggregation
U — O ) of millions of users, is where the economies of scale in
introducing new technologies is the highest. Currently, all of
the major long-distance network providers have point-to-point
Al Y WDM in their long-distance networks. Currently, however,
N a2 bt V. N there is no wavelength-routing technology implemented in
W —._M. any long-distance network provider's network. Because of the
reasons outlined above, it can be expected that wavelength-
Fig. 2. Wavelength interchanging crossconnect (WIXC). routing technologies in WDM will first take place in long-
distance networking. Most WAN'’s have mesh networks which
Unless tunable lasers or laser arrays are used, this?[§ weI’I-swted to wavelength routing. o
a variable-input-to-fixed-output technique. It is mature, MAN’S can be considered as small-size WAN's. Significant
but is not preferable due to its nontransparent nature differences are: 1) MAN's carry much less traffic as compared
2) Optical gating wavelength conversion: This technique |8 WAN'S; 2) typically have either nonmesh or limited mesh-
based on a device that changes its characteristics balé& toPologies without connectivities as rich as WAN's; and
on the intensity of an optical carrier signal, known as @ Placement of fiber may sometimes be relatively easier,
probe. The output has information modulated onto tffellowing existing conduits for public works infrastructure.
probe. There are many, perhaps countless, methods! ¥ make economic-based arguments for WDM networking
achieve the desired effect. Some examples are crot&ss valid in the case of MAN's. With the explosive growth of
gain modulation in semiconductor optical amplifiersthe Internet, however, and with the relative ease of networking
crossphase modulation in semiconductor optical amp#ifferent sources with different formats (transparency) there
fiers, and nonlinear optical loop mirrors. An advantagédn be advantages to WDM networking in MAN's, or net-
is the filtering of noise. This technique, however, is als$orks whose sizes are about as large as metropolitan areas;
limited to variable-input-fixed-output systems. perhaps somewhat larger (an aggregate network for several
3) Wave-mixing wavelength conversion: This technique &mall suburban towns) or somewhat smaller (about the size

the least explored. It includes optical-acoustic wavef a university or a large company campus). Currently, there
mixing, optical-electrical wave mixing, and nonlineads interest in U.S. Government funding agencies in pursuing
optical wave mixing. The first two are considered unWDM networking research into such networks.

likely to provide the large frequency translation required Although following the logical process in the two para-
for WDM. The nonlinear optical wave-mixing resultsgraphs above seems to lead to the conclusion that wavelength
from nonlinear interactions among the optical wavewmuting is not cost-effective for LAN'’s, there exists a com-
present in a nonlinear optical material. This mechamrercially available WDM LAN [30]. This product is based
nism is sensitive to both amplitude and phase, and can a research project nam&ainbow([31]. Theraison d’etre
thus achieve transparency, i.e., the process is variabier this product is cited as protocol transparency: it can in-
input—variable-output. Although various techniques sudkrconnect computers and computer peripherals which employ
as four-wave mixing in passive waveguides, four-wawdifferent protocols such as FDDI, T3, token-ring, HIPPI, etc.
mixing in semiconductor optical amplifiers, and dif-Although the future product plans of the manufacturer on
ference frequency generation are being explored, ttgsnilar products are unclear, this product shows that there can
technology is not mature. perhaps be some room for wavelength routing in LAN’s.

Space limitations prevent us from a detailed discussion ofCurrently, the access networks in the world are about
various wavelength conversion technologies. For the purpogesundergo an extensive overhaul. Driven by the demand
of this paper, we would like to emphasize that although wavéer Internet access and the improvements in compression,
length conversion in a transparent manner seems plausilti@nsmission, and switching technologies, the access loop will
at this time technologies to achieve that goal in commerciahdergo a transmission speed overhaul of about two—three or-
products are not yet available. Also, there is a widely helters in magnitude. Although for individual users, copper-based
belief that when they become available their cost will be @chnologies seem sufficient to carry these new transmission
significant consideration. speeds throughout the next decade, for aggregated traffic, fiber-
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based transmission may have a place [fiber to the curb (FTTigpes where the peak-to-average ratios of traffic levels can be
and the associated very high-speed digital subscriber limery large. As such, the design of a data network involves
(VDSL) technologies are based on this premise]. When thestatistical modeling of the source, and the individual calls
speeds need to increase, there may be some room for WDk individually routed in an incremental manner while other
and eventually WDM networking in the access network, bataffic exists in the network. In the meantime, some calls
the authors believe that the access loop can only be the lasty terminate, thus releasing some of the existing network
fortress to be captured by WDM networking. resources. The network design is accomplished by trying to
Computer backplanes are small-size and large-capacity nafnimize a blocking probability consideration for a statistical
works. The implementation of WDM links and WDM net-model of the sources while they dynamically use the network.
working for computer backplanes will be attractive if the In the transport network, individual calls do not result in
interprocessor transmission speeds reach the rates of muétrouting, but are placed on provisioned routes determined
Gb/s. However, the WDM technology is essentially a circuiduring network planning. The planning of the network is made
switching technology. It is not well-suited to packet transmidased on an aggregate demand pattern and its forecast future

sions needed for computers and their backplanes. values. Although there are hourly, daily, or weekly changes
to this pattern due to aggregate demand changes, there is,
C. Network Topologies at most, a small variation in the network due to individual

alls. The provisioned network design is accomplished by

Various topologies for all-optical network have been Cor]S"(i'onsidering the existing resources as a transport network and

ered in the literature. The two most impgrtant are ring netwo”é%lving a multicommodity flow-maximization problem. There
and mesh networks. A typical WAN is in the form of a MESEL 1o statistical modeling of the sources and there is not a

as far as the basic structure is concerned. Rings are suitgQle., ; - ; . : )
tking-probability consideration. This formulation leads t
for LAN’s and MAN'’s. Some combinations of meshes an gp y €0 ° 0 0

n integer programming problem. Typically, the demand from
rings have also been seriously considered and deployed; Ineger prog g P ypically

le. the ri i hitect 391 and th h network does not change due to statistical differences
example, the ring-ot-nings architecture [32] and the Mesh-Okz,ind a mean, but shows an increase due to an increase in
rings architecture [33]-[35]. A network that is studied in thg)

literature but d t reallv h tical imol tati opulation and demand for new services.
Iterature but does not really have a practical Implementalion e 4 formulations, however, are related. Although the

consists of families of several multidimensional ne_t\{vorks,_suminsport network design problem should ideally be formulated
as the mesh-torus [36], [37]. Due to the multidimension sing the second method outlined above, general consider-
&fions on the advantages of wavelength conversion can be

valuated using both techniques. Although this is not a formal
faim, it can be expected, based on general considerations, that
neral observations made on the advantage of wavelength

tivity, resulting in a relatively small number of shared link
among paths for the same source-destination pair. As will
described later in the text, this phenomenon results in a v

high utilization gain for wavelength conversion at small load onversion using one design methodology will not be signifi-

Aft Ieals_td_for WANsl and MCN.S‘ however., 'Tplegeﬂtaﬂ?ncantly different as long as both design methods are employed
of multidimensional networks Is not practical, and therefor propriately in their own right. In this paper, we will use

can be ruled out. As WI." be stated later in the t_ext, Mee results employing both formulations and will qualify the
networks tend to have higher wavelength conversion gain &

compared to ring networks. In addition, mesh networks have%thOd employed each time a result is presented.
higher conversion gain than fully connected networks. We will
quantify the wavelength conversion gains for mesh networks Il. DESIGN AND PERFORMANCE
later in the text, but we would like to point out here that there ANALYSIS OF WDM NETWORKS
has been significant debate on the value of this quantifiableI

gain in the optical networking community. n a WDM network there are mainly two problems to

solve. These problems are coupled, but are generally treated
independently. The first problem is that oétwork design
The inputs to this problem are a network traffic demand (or
Computer communications networks or data networks, typerhaps a family of such demands) and, possibly, a general
ically employed for LAN applications, and backbone telecormetwork topology (most long-distance network providers have
munications networks or transport networks, typically emexisting fiber plants that are not likely to change with respect to
ployed for the MAN and the WAN, are different. The differ-demand variations; as more traffic comes into the network, new
ence is mainly due to the aggregation needed in the transpmptical amplifiers are placed on more dark fibers that become
network. lit). The output or the solution of this problem determines
In the data network, a call or a connection request, or ftlie network configuration in terms of the number of fibers,
datagram networks, a packet transmission, is responded tothyy size of crossconnects, needed optical amplifiers, add-
evaluating whether there are sufficient resources available adchp multiplexers, etc. Some of the existing work in the
if yes, by accommodating the request. The network is designé@drature pursues minimization of the number of wavelengths
to attain a certain blocking probability at a certain utilizatiofior this problem. On the other hand, in most practical cases,
level. The operating point in the network for typical utilizatiorthe number of wavelengths per fiber is determined by the
levels is chosen with respect to the statistics of expected tratiéchnology and is fixed. If a single fiber does not suffice to

D. Data Networks Versus the Transport Network
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wSs divided into two classes: 1) connection requests arrive one
8 at a time, which has attracted almost all of the attention so
WI far and 2) batch connection arrival processes which have
N been considered recently. Batch arrivals are a good model
A for demands to establish virtual networks. They also rep-

resent the group of individual or batch arrivals occurring

10 [ u between two successive reconfiguration times of a network.
The algorithms and analysis techniques for the static and
0 - dynamic traffic demands are presented in Sections II-A and

II-B, respectively. The restoration problem for WDM networks

s is studied in Section 1I-C. The performance of WDM networks
are evaluated for networks that have wavelength conversion
only at selected nodes (sparse conversion) and for networks
Utilization for which wavelength converters have a limited conversion

Fig. 3. The definitions of utilization gaifi",, and blocking gainG,,. bandwidth (limited conversion). The effects of sparse and
limited wavelength on network performance are discussed in

carry existing traffic on a link, more fibers on that link need tgectlons !I-D and II-E.

be lit. As such, minimization of the number of fibers, fiber

miles, the size of crossconnects, etc., or a combination Rf giatic Traffic Demand

the above, are more meaningful measures of the merit of a . . . ) . .
design. The ultimate measure of merit, of course, the cost ofThe first problem studied in the I|te_rature is the static
a network, which can be obtained as a combination of tiﬁr@ﬁ'c _demand. Demar_1ds are predetermined and the ne_twork
number of fibers, fiber miles, etc., although its optimizatioff d€signed to carry this traffic. When the network exclusively

is not necessarily a straightforward task. We will elaborafd"Ploys wavelength converting switches, this problem is

on possible approaches and resulting techniques later in fgntical to the network design problem in circuit-switched

sequel. networks [38]. When the network has no wavelength convert-

As stated above, the second problem in WDM networks ers, this problem is called thstatic lightwave establishment
that of network operationIn this case, for a given network (SLE) problem by Chlamtaet al. [39]. This problem can be

(topology and resources) and for given demarditing and formulate_d as an integer programmi.ng (1P) _proplem w.ith djf—
wavelength selectioare carried out. Typically, average Va|ue§erent objective functions. One possible choice is to minimize
of traffic demand are known or forecast while the actual g€ number of wavelengths necessary to carry all demands,
mand changes randomly. Therefore, the possibility of blocki d it is shown by Chlamtaet al, that the SLE problem is

in the network exists. A measure of the quality of a routin P-complete. -

and wavelength selection algorithm is the blocking probability S€veral heuristics have been proposed for the SLE prob-
for a given utilization in the network. As stated before, th™: and their performances have been compared with the
performance of networks with wavelength conversion, calldpvelength interchanging case Wh_'Ch gives a_l'lower bound
wavelength interchanging (Wipetworks, provides a lower O the number of wavelengths. Using an intuition observed

bound than those without, calledavelength selective (WS)in task scheduling problems the paths are sorted according
networks, as shown in Fig. 3. Therefore, there is always

to their hop counts, and are assigned wavelengths starting

wavelength conversion gain. This gain can be quantified 28M the longer paths [39]. This algorithm is known as the
it . Longer Paths Firstpolicy. The rationale for this heuristic

the utilization gain: . e - :

is the difficulty of finding an idle wavelength on a large

number of links when establishing long connections in a

Blocking Probability
Q

Offered Load with WI

" Offered Load with WS heavily loaded network. The algorithm assigns wavelengths
or the blocking gain to connections sequentially, and the number of wavelengths is
Blocking Probability with WS incremented when a connection cannot be established on any

= - — _ . of the currently existing wavelengths. It is demonstrated that
" Blocking Probability with WI the difference between the number of wavelengths with and
Both quantities are larger than or equal to unity. The blockingithout wavelength conversion is less than 2% for a mesh
gain GGy, since it is the ratio of probabilities, is expressed besetwork with ten nodes [39].
as orders of magnitude. Values @f, that are less than about Other heuristic wavelength assignment algorithms have
an order of magnitude are not considered significant. Similarlygeen proposed for static demand network design. Satd.
values ofG, that are less than about 1.1 are not consider@D]—[42] used the longer-paths-first policy to accommodate
significant. paths. The difference between the number of wavelengths with
These performance metrics have been evaluated in #red without wavelength conversion is found to be less than
literature with different types of traffic demand. The traffiel% for various traffic volumes at a 50-node mesh network.
demand is classified according to time dependence: staticThe effect of physical connectivity of the network with
or dynamic. The dynamic traffic demand case is furthéhe minimum number of wavelengths necessary to carry a
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TABLE | problems, the flow formulation is not scalable to networks with
COMPLEXITIES OF THE MULTICOMMODITY FLOW PROBLEM FORMULATIONS Iarge number of nodes and wavelengths.
” Flow Formulation path Formalation Nagatsue_t al. [48] preser!ted a more reallstlc_fqrmulatmn
of the static network design problem that minimizes the
number of variables N - MW NN — DEW number of fibers in the network such that the network is

number of constraints || MW + N*(N - )W+ N(N 1) | MW+ N(N-1)  aple to carry a given traffic demand. A heuristic algorithm

is proposed for minimizing the total number of ports (both
inter and intraoffice) in the network. The ratio of ports with

given traffic demand is studied by Baroni and Bayvel [43hnd without wavelength conversion has been computed with

The parametetr denotes the number of links in the networlgifferent number of wavelengths and different traffic demand

and the number of links in the fully connected topologyin a mesh network with 15 nodes. This ratio is less than 15%

The number of wavelengths without wavelength convertess 1w — 8 and less than 35% a¥’ = 32. It is also noted that

is computed using a heuristic algorithm based on a short@sése ratios decrease with increasing traffic, i.e., the benefits

path routing and longer paths first wavelength assignmesttwavelength conversion decreases with the total number of

algorithm. This is compared to the number of wavelengthorts in the network. In this case, the wavelength conversion

with wavelength conversion which is given by the limiting cugjain is higher than in the case with unlimited number of

in the network. The results obtained by using several existipgavelengths. The gain is relatively small, however, for a

topologies as well as randomly generated mesh networks shestwork carrying a large amount of traffic with a moderate

that wavelength conversion does not provide any significamimber of wavelengths.

reduction in the number of wavelengths. Furthermore, the

number of wavelengths strongly depend @nand the wave-

length conversion gain is maximum for the intermediate valu€s Dynamic Traffic Demand

of a as shown by Jeong and Ayanoglu [44], e.g., for fairly The problem of dynamically establishing and terminating
connected mesh networks. The wavelength conversion gain ffnections using fixed network resources has been studied
networks with small (ring) and large (fully connected) valuegytensively in the literature. The case of dynamic traffic
of « is very limited. demand models several situations. First, it may become nec-

Minimizing the number of wavelengths can result in systemsssary to reconfigure the network in response to changing
with unrealizably large number of wavelengths, especialiyaffic patterns or link/node failures. Second, with the rise in
when the traffic volume is large. This can be a problefyoadband traffic it is expected that the leased-line rates for
since the number of available wavelengths with current WDMyivate virtual networks and Internet service provider links
technologies is relatively small. This led researchers to rgill reach 2.5 Gb/s and higher. The demand for such services
formulate the static network design problem with a bounde@|| change with time, not only because the traffic demands
number of wavelengths. Different objective functions havgf the customers are changing with time, but also because
been considered. Ramaswami and Sivarajan formulated the demand for such services is predicted to grow rapidly.
problem as the maximization of the carried traffic [45]. Thigve have to emphasize, however, that the dynamic nature
problem is equivalent to theulticommodity flow problerthat of these traffic demands will occur on a much larger time
maximizes the throughput through a network [46]. scale compared to traffic in today’s public switched telephone

Given the traffic demand and the number of fibers peletworks: the connections may last for hours, days, or even
link, Wauters and Demeester [47] presented different formul@eeks. Since the statistics of the traffic for a nonexistent
tions for the multicommodity flow problem with and withoutservice are not available, all of the studies presented here make
wavelength conversion. The first formulation is called thghe assumptions of Poisson arrival processes and exponentially
flow formulationwhich considers all possible paths betweedistributed holding times.
a source-destination pair. The second formulation considersThe most often used performance measure for the dynamic
a small and fixed numbek of shortest paths between anyconnection establishment problem is the blocking probability.
source-destination node pair, and it is called frath for- The general belief that the benefits of wavelength conver-
mulation Although the limited number of paths in the patlsion increase considerably when the demands are dynamic
formulation may potentially reduce the carried demand, the partially verified by the results in the literature. The con-
numerical studies show very little penalty [47]. This is largelyersion gains reported in these studies are larger than the
due to the fact that shorter paths are more likely to be a partafrresponding numbers with the static demand. The increase
the optimum solution than the longer paths. The computatioriginot substantial, however, and the conversion gain decreases
requirements of these formulations were also compared. Tia@idly with the traffic volume for which the network is de-
number of variables and constraints in these formulations aigned. In the rest of the section we present some of the results
shown in Table | with a full mesh demand, wheke is the in the literature, and discuss how topology, network size, traffic
number of nodesiV is the number of wavelengths, add  volume, routing, and wavelength assignment algorithms affect
is the number of links. the wavelength conversion gain.

The number of variables and constraints with the flow 1) Routing and Wavelength Selection Algorithnihe
formulation are at leasfV times larger than the ones withproblem of dynamic connection establishment in optical
the path formulation. With the large complexity of solving Imetworks without wavelength converters is first discussed
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by Chlamtacet al. [39]. This algorithm decouples the routingthe wavelength that maximizes the total network capacity after
and wavelength assignment problemsfiked routing,a fixed the connection is established. The network capaFity) is
path is used each time a connection is to be set up. Once dedined as a sum over all path capacities, i.e.,
routing problem is solved, the wavelength is selected, based on
several heuristics, from among the available wavelengths. In V(B) = Z C(B, p)
order to reduce the number of wavelength conflicts, a greedy pel
algorithm called thefirst-fit algorithm is proposed [39]. The here P is the set of all possible paths, ad3, p) is the
set of wavelengths are assumed to be indexed arbitrarily, 8hacity of pathp defined by
each connection is established on the available wavelength
with the smallest index. The rationale behind this algorithm is C(3,p) = Z min C; — Uy,
to pack connections over smaller indexed wavelengths so that N ler
finding an available wavelength later is easier.
The performance of the first-fit algorithm is compared wit

the random wavelength selectiaigorithm in which a wave- yii;eq in stated. The MY algorithm computes the total

length is selected at random among available wavelengthsydty o capacity for each new network state corresponding
is shown through simulations that the blocking probability gf, 5| nossible wavelength selections, and chooses the one that
the first-fit algorithm with fixed routing is considerably lower. ¢ its in the maximum capacity.

than the blocking probability with the random wavelength The M. algorithm performs considerably better than other

selection algorithm [37], [49], [50]. This is especially true af,,elength selection algorithms (random, first-fit, and most-
low network utilizations and when the main cause of bIockmgsed) with fixed routing in ring and mesh-torus topologies

is wavelength conflicts. The ratio of blocking probabilities wit 53]. The worst case time complexity of theMalgorithm

the first-fit and random algorithms for mesh networks is 3-10 O(|P|MW), where|P)| is the number all possible paths
[37], [50], and the ratio of network loads to achieve the samghereas the worst case complexities of the random, first-it,

blocking probability is 1.6-1.8 [49]. and most-used algorithms are &/ W).

The blocking perfor.mances of wavelength interchanging pmaswami and Sivarajan [45] used alternate routing to
and wavelength selective networks are compared by Kovaggr | ate the benefits of wavelength conversion. The set of
vic and Acampora [37] for the mesh-torus network Witlyh,test paths and the set of wavelengths are preordered. A

fixed shortest path routing and first-fit wavelength assignmeginnection request is routed over the first available path, and
algorithm. For a 101x 101 mesh-torus network with” =5, the first-fit algorithm is used for wavelength selection. The

i i — 10 o e
wavelength conversion, gains @f, = 10* at an average jjization gain is computed aPy = 102 for randomly

where C; is the number of fibers on link, and U/;  is
Ehe number of fibers on link for which wavelength is

network utilization of 12%, andz, > 5 at Pp = 107 generated mesh network:, ~ 1.0 for a 16-node network
are obtained. A conversion gain 6f, = 10° at an average G, = 1.4 for a 1000-node networkiv = 10 — 32).
utilization of 3% was obtained by Subramanianal. [S1],  The blocking probability is reduced substantially when

with & 101 x 101-mesh-torus network an# = 8. The 55 agaptive routing algorithm is used which chooses the
specific routing algorithm for the mesh-torus produces a largg, ¢ congested path among a set of alternate paths; e.g.
number of intersecting paths, and the paths in the mesh-tofys set of; shortest paths. The route and wavelength are
topology are fairly long. Because of these reasons very higBjected in such a way that the blocking probability for
conversion gains are obtained with the mesh-torus topologyyre connection requests is reduced by distributing the traffic
The effects of the topology and the routing algorithm argyer |ess loaded parts of the network [50]. The routing
discussed in more detail in the next section. and wavelength assignment problems can be solved either
The idea of packing wavelengths is further extended Bparately or jointly.

the n?ost-usedalgorit_hm in which th_e available wavelength The |east loaded routing (LLR) algorithm is proposed by
that is used most in the network is selected [52]. Instegdhrasan and Ayanoglu [50] for optical mesh networks both
of the predetermined order that the first-fit algorithm usegth and without wavelength converters. In the case of a wave-
the most-used heuristic packs the wavelengths accordingidfgth interchanging network, the LLR algorithm is similar
their utilizations. It is shown that thenost-usedalgorithm {5 ine real time network routing (RTNR) algorithm used in
performs slightly better_ than the first-fit algorithm for tthIephone networks [54]. With the LLR algorithm in a WS
ring topology [53]. Their performances, however, are verfetwork, the route-wavelength pair that maximizes the residual
close for the mesh-torus topology [53]. This is largely dugapacity over all wavelengths and ovirshortest paths is

to the fact that while a large number of paths intersect gpjected jointly, i.e., LLR chooses the route-wavelength pair

the ring, the probability that two paths intersect in a mesh g% A) that achieves

small. Selecting the most used wavelength does not reduce the

blocking much in a mesh since the high usage on a wavelength max min Cy — Uy,

may result from the usage in a completely independent part (P 2) ter

of the network. where C; and U; » were defined above. Since the LLR

A new wavelength assignment algorithm for fixed routingalgorithm only checks the path capacities for each possible
called max-sum X/32), was recently proposed by Subramaroute-wavelength selection, the computations can be done on
niam and Barry [53]. Given a route, tlié>: algorithm chooses the current state of the network.
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MY algorithm increases quadratically with (since |P| is
O(kN?)), instead of the linear growth in LLR.

The blocking performance of WDM transport networks have
also been studied by Karasan and Ayanoglu [55] when the
traffic demand arrives in batches. In this study, the existing
connections in the network are allowed to be rerouted in
order to accommodate a larger number of connections arriving
within the new batch. The number of blocked connections in
a 30-node mesh network is reduced by an order of magnitude
if the network is reconfigured each time a batch arrives. It
is shown that the difference in blocking probability with and
without wavelength converters is very small with the optimum
reconfiguration of the network, and with tunable receivers
and transmitters at the edges of the network. The penalty
for not having wavelength converters within the network
is the additional number of connections that need to be
reconfigured (an increase of 3% of all existing connections
to 5% of connections). When there are no tunable receivers
and transmitters (without wavelength converters the existing
connections are kept at the same wavelength after rerouting),
the benefit of wavelength converters increases: an increase
from G, = 1 with full reconfigurability to &), ~ 2 without
tunable receivers and transmitters (limited reconfigurability).

2) Analysis Techniques for Blocking Probabilitgnalysis
of the blocking probability in WS networks has been studied
extensively in the literature. In all of these analyses, some of
the standard assumptions used for circuit-switched networks
are employed: The connection requests arrive at each node
according to a Poisson process with ratend the destination
node for each connection request is uniformly distributed
among all remaining nodes. The connection holding times are
exponentially distributed with mean 4/

There are several factors that make the analysis of the
blocking probability more difficult for WS networks compared
to conventional circuit-switched networks. Some of these
issues are summarized below.

e Link independence assumptioihe standard assump-
tion used in the analysis of circuit-switched networks

It is shown in Fig. 4 that the LLR algorithm reduces
blocking for both WS and WI networks compared to shortest
path routing £ = 1). These simulations were done using a 30-
node mesh network which is an approximation of a national
scale transport network in the United States. The number of
wavelengths is eight. Furthermore, as shown in Fig. 5, with the
LLR algorithm the wavelength conversion gdih, increases
ask increases [50]. This is intuitively expected since alternate
paths may be longer than the shortest path, and longer paths
create more wavelength conflicts. There are other reasons
why the wavelength conversion gain increases with the LLR
algorithm, and a theoretical framework justifying this fact will
be discussed in the next section.

As pointed out in [53], theMX algorithm can also be
extended to adaptive routing using shortest paths. The
network capacity is computed for each selection of the route-
wavelength pair. The worst case complexity of the adaptive
MY algorithm isO(k|P|MW ), whereas the worst case com-
plexity of the LLR algorithm isO(kM W) which is smaller
by a factor proportional tokN2. The complexity of the

is the link independence assumptjowhich states that
the events on different links are independent and, hence,
the blocking probability for a path can be expressed in
product form [37], [56]. Although this assumption is
shown to be accurate in various circuit-switched net-
works, the correlation between wavelength utilizations
on adjacent links is strong in WS networks due to low
traffic granularity. The blocking probability computed by
employing the independence assumption is significantly
overestimated, especially when the network topology is
sparsely connected [37].

Wavelength independence assumptilbris assumed that
the individual wavelengths are utilized with a fixed proba-
bility independent of the utilizations of other wavelengths
on the same link [37], [57]. Similar to the link in-
dependence assumption, the wavelength independence
assumption leads to the overestimation of the blocking
probability.

Effect of wavelength selection algorithmBhe distribu-

tion of the traffic on individual wavelengths depends on
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the wavelength selection algorithm. Most of the analyses g .

in the literature assume identically distributed load on - H=20,L=2
all wavelengths on the same link, which is true for a 7} — H=10,L=2 | 1
load-balancing wavelength-assignment algorithm such as P el - - H=10,L=4

the random wavelength selection [37], [49], [57], [56], &} J T .
[51]. However, as was pointed out earlier, wavelength o / -
packing type algorithms, such as the first-fit and most-& 5|
used, achieve much smaller blocking probabilities. The§ !
analytical models for wavelength packing algorithms are§4_ i §
more complicated and have large computational complex5s
ity [58], [59]. 3l
« Computational complexityDue to the recursive nature of
more complex algorithms, the penalty for including the 5} °
dependence of link and wavelength loads in the model
is additional computational complexity. For this reason, .
the computational results for more accurate models have © 0 meaD waveleggms w ° 50
been confined to small and symmetric networks. Since '
the link and wavelength independence assumptions i@ 8- Gu versus the number of wavelengths for different valuesfoind
the wavelength selection algorithm affect the blockiné with F' =1, 5, 10. The utilization gain decreases with increasifig
probability substantially, simple analytical models have

mostly been used for identifying the critical parameters * As shown in Fig. 8, the interference length for a fairly
in network topology design and wavelength/route assign- connected mesh network with alternate routing decreases
ment algorithms. as the path set gets larger [50].

Kovacevic and Acampora [37] proposed one of the ear- This model is improved further to take links with multiple
lier analytical models to evaluate the benefits of wavelengfibers into account [44], [49]. The predicted utilization gain
converters. The model makes both the link and wavelend@ a path asP’g \, 0 is given by
independence assumptions. It is also assumed that the random Ly UF L
wavelength assignment is used in conjunction with the fixed G <H ) < <£) @
shortest path routing. The path blocking probability in a “ L “\L
[n3e§}/j/0[rgof ;ﬁ;npéigigus;&%dthg O:Etd uec(;? atl%?losl zprgroa(ggg tlt(\)(?v:hereF is the number of fibers per link. It.is obsgrved from (1)
compute the link blocking probability in a recursive algorithmt a;:foge:ﬁ;%eglfe,et?fic\;\il\?\e/elZ?r?tlzncotr};:erBS;? g:::j dl—?t?rir;)cljest on
Due to the independence assumptions the model is v ] ’This explains the Io?/\G val%esyin th)e/ ring topology
for only densely connected networks, and it significantl dépendent of the ring size f%r whidhi/L < 2, and the high
overestimates the blocking probability, especially for rings and s of conversion gain in the mesh-taru’s topology which
sparsely connected meshes. i L has a large value off /L [37], [51]. The dependence aF,,

Barry and Humblet [57] refined the link mdependencSnH L, W, and F is demonstrated in Fig. 6 [44].
qssumption to ipcorporate the !oad dependence on Success'@trbnéest’dependence@‘L is on the number of fibers. The
links. A Markowan link correlatlpn moo!ei§ useq. given the wavelength conversion gain drops exponentially Wt
state of hop — 1, the load on hop is statlsucally mdependgnt Assuming that the number of wavelengths is limited by the
of the loads on hop, cat—2, The path blocking pmbal?"'ty hysical constraints of the fiber and the other components in

traffic is carried over the transport network. Hence, the benefits

path increases with the number of hofis For a fixedH, 4t \yavelength conversion will diminish with increasing traffic
G, increases rapidly with the number of wavelengihs yomand.

and then levels off. More interestingly, the interference length 1,4 dependence af,, on F is shown in Fig. 7 obtained
parameter, defined as the average number of hops sharggh simulations. Also plotted are the curves representing the
by two intersecting paths, is identified as a critical parametefxponential decrease with', i.e., G ~ (H/L)/F) [44],

the conversion gairt7,, decreases witlL. é49]. We observe that the exponential model overestimates the

The interference length depends on the topology on thgnversion gain and is fairly accurate at moderate values of
network as well as the routing algorithm. These dependencigs |ts accuracy diminishes a& gets larger.

are summarized below. As was pointed out in Section 1I-B1), adaptive routing
» For a unidirectional ring network withV nodes, the algorithms, such as LLR, increase the wavelength conversion
interference length is large = N/2. gain. An intuitive reason for this is the increase in average

« For a fully connected network withV nodes and shortest path length. Furthermore, the interference lengtfor a path
path routing, the interference length is minimum= 1. decreases as the path set gets larger with an increasing number
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1.35 . : : : : . . . There are recent analytical models for evaluating the block-
) ing probability for WS networks with alternate routing and
1.3p {1 first-fit wavelength selection [53]. This model, however, does
! « Ke7 P B10AS not consider the peakedness of the overflow traffic, and
1.25F | o Kke5P B=10"_4 1  instead assumes that the overflow traffic is Poisson. Recently,
£ \\ Y x k=1,P_B=10A-2 analytical models for wavelength selection algorithms with
S 120 \ 1 lower blocking probabilities have been proposed [58], [59].
£ T \\ The overflow modelis proposed by Karasan and Ayanoglu
S1A5F N 1 [58] to compute the blocking probability for the first-fit
5 \\ AN algorithm with fixed routing. The model uses the reduced
1.1f \ 1 load approximation [60] to compute link arrival rates more
\\\‘\:i\\ accurately. It is assumed that all the incoming Poisson traffic
1.05¢ \‘\i::\i?;:::::\—\____ 1 is offered to wavelength 1. The traffic that cannot be carried
e over wavelength 1 (overflow traffic) is offered to wavelength
1 > 3 2 5 5 7 8 9 % 2, and so on. Although the first offered traffic is Poisson,
Average number of fibers the overflow traffic is not Poisson, and tequivalent random

method[38], [61] is used to compute the blocking probability
by taking the peakedness of the non-Poisson traffic into
account. Because of the iterative nature of the algorithm its

Fig. 7. G4 versus the number of fibers for different valueskodnd Pg.

55 ' ' ' ' ' computational complexity is high. The performance of the
5 model is evaluated for a mesh-torus network with 16 nodes.
The model is very accurate at medium and high loads, and it
4.51 slightly overestimates the blocking probability at low loads.
al The model shows that, compared to the random assignment,
the first-fit algorithm reduces the blocking probability.
35 3) Fairness and Admission ControlAnother issue ad-
dressed in the literature is the dependence of the blocking
3 probability on the path length in WS networks. Since
o5l wavelength conflicts are more probable for longer paths, the
difference between the blocking probabilities with and without
2y ] wavelength converters is largest for long paths. Meanwhile,
15»‘ Tl | wavelength interchanging networks admit more long paths
e T T O s which utilize more network resources. This results in higher
1 p s 7 : A o blocking probability for short paths compared to those in WS
Kk networks [37], [50], [62].

There are two proposed algorithmic solutions to increase the
fairness of the blocking probability as a function of the path
length for WS networks. The first one is similar to ttrank
of alternate paths. These two trends result in an increase of tbservationmechanism used for alternate routing in circuit-
effective path length/L with % as shown in Fig. 8. switched telephone networks [38], [60]. The trunk reservation

A generalized reduced load approximation is used by Biprotects the traffic on the direct link path from the overflow
man [56] to compute the blocking probability for the LLRtraffic from other direct link paths. This is accomplished by
algorithm with a random wavelength assignment algorithrejecting the overflow traffic if the utilization on the direct link
in a fully connected network. The model uses the link indgrath is above a threshold. In theotecting thresholdechnique
pendence assumption. The accuracy of the model is generallgposed by Birman and Kershenbaum [62], the traffic on long
good, but it deteriorates at low utilizations. Furthermore, thgaths in a WS network are protected from the traffic on one-
large computational complexity of the generalized reduceblep paths. The one-hop traffic is admitted only when the link
load approximation considerably limits the size of the networltilization is below a threshold and, hence, the fairness of the
to be analyzed (a study for a network of four nodes is giverjlocking probability is increased.

A computationally less intensive model for the fixed shortest Another algorithm to increase the fairness is presented by
path routing with the random wavelength assignment algblarai et al. [63] which uses limited alternate paths such
rithm is presented by Subramaniatral.[51]. This model does that longer paths have a larger number of alternates. By
not make either link or wavelength independence assumptiolisiting the number of alternate paths for short connections,
but instead uses the Markovian correlation model. The effeabre connections requiring long paths can be accommodated.
of blocking on the link arrival rates is not taken into accounBoth of these algorithms regulate the admission of connection
i.e., the reduced load approximation is not used. The accuraeguests by checking the network utilization and path length
of the model is shown to be good with simulations for thef the requested connection in order to improve the fairness
ring and mesh-torus topologies. of blocking for WS networks.

Fig. 8. H, L, andH/L versus the number of alternate paths with LLR.
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While these two algorithms exercise the connection abllagatsuet al. [40] are 15-20% with WT networks and
mission control to improve fairness, the overall blockingbout 40% with WNT networks. Simulation studies for a
probability is increased. The general problem of admissiqgrolygrid network have shown that the ratio decreases with the
control for WS networks in order to achieve low blockingnetwork size, largely due to increased wavelength reusability
probability while sustaining a high level of fairness has nah different parts of the network as the number of nodes
yet been studied. The admission control problem is completehcreases [41]. Studies for other networks such as the European
opposite for the wavelength-interchanging networks, wheoptical network with 19 nodes, ARPANET with 20 nodes, and
short paths have to be protected from long paths in order X6FNet with 14 nodes produced similar results [43], [47].
reduce the average blocking probability. The blocking perfor- The restoration problem for transport networks with a
mances of WS and WI networks need to be compared whiémited number of wavelengths is addressed by Nagatsu
admission control algorithms that are separately optimized fak [48]. The ratios of the number of optical crossconnect

each network are used. ports with and without wavelength conversion for a polygrid
_ network are: 1) 30-40% with¥V = 8; 2) 50-60% with
C. Transport Network Restoration W = 16; and 3) 70-80% with¥ = 32. The ratio increases

One of the main functions of optical networks is to perforr#ith W, and decreases with the traffic volume. Those ratios
restoration after failures. Currently, different network restor&onsidering restoration are larger than the case with unlimited
tion techniques have been implemented for different transpdimber of wavelengths and larger than the ratios considering
network technologies. In the SONET network, protectiofinly service paths. However, there are two important points.
mechanisms based on self-healing rings and mesh restorafidiist, these numbers are calculated using heuristics since
techniques using digital crossconnect systems (DCS's) 4fR€ optimum solution is difficult to obtain. Due to the joint
used against network failures. In the ATM network, virtuakssignment of routes and wavelengths, the design problem for
path (VP) crossconnects will be utilized for network restord/S networks is much more difficult, and the solutions given
tion. by the heuristic algorithm are further away from the optimum

There are several problems with the multilayer restoratig®lution. Second, the service and restoration path problems are
architectures. First, designing the interworking mechanisrigparately solved in [48]. Better solutions will be obtained if
between restoration mechanisms at different layers may these two problems are combined and jointly solved which will
difficult. In particular, the problem of determining in whichresultin more resource sharing between service and restoration
layer the restoration process starts, and when and to whlaers. This technique is likely to improve the results more for
layer the restoration activity is passed needs to be solvéde wavelength-selective case since the constraints put by the
Second, with the wide deployment of WDM systems in thi@dependently designed service layer create many wavelength
transport network, the number of paths affected by a lirflonflicts.
failure is increased considerably with ATM networks since Designing new heuristic WDM network-design algorithms
the VP’s do not have any bandwidth hierarchy. Finally, an@r jointly solving the service and restoration layer problems
more importantly, when the optical transport network is usdgl very important for the successful deployment of WDM
for restoration most of the restoration resources will be sharégptoration techniques in transport networks.
among different service layers, resulting in a more efficient _
utilization of restoration capacity. D. Sparse Wavelength Conversion

The role of wavelength converters in optical transport So far our discussion on the performance of optical net-
network restoration has been studied extensively. These comorks has been confined to networks that have wavelength
parisons were made for centralized and preplanned restoratomversion at all ports in all optical crossconnects. On the other
algorithms, and the number of wavelengths required for 1008and, there may be technological and economic considerations
protection against single-link failures with and without wavefor using wavelength conversion at a subset of nodes (sparse
length converters are computed [40], [41], [43], [47]. Theonversion) or using wavelength converters that can convert a
heuristic WDM network design algorithms in these studiesavelength into a subset of wavelengths (limited conversion).
have been extended to design networks with excess resourceSparse conversion has the economic advantage of reducing
for restoration. The restoration algorithm used in all thegbe high cost of wavelength converters in the network. The
papers arend-to-endalgorithms, i.e., all the paths affected byblocking performance of wavelength converters has been stud-
a link failure are rerouted between their source and destinatied for mesh and ring networks by Subramaniatral. [51].
nodes. The new path may share some or all of the links on tliés assumed that a node is capable of wavelength conversion
original path except the failed link. There are two variationwith probability ¢ independent of other nodes. It is shown for
in this algorithm for WS networks. The restoration path cam mesh-torus network that the blocking probability reduces
either be assigned a new wavelength, i.e., wavelength tunatapidly with the conversion density and then levels off.

(WT), or it must use the same wavelength with the original The model introduced by Subramaniam points to the useful-
path, i.e., wavelength nontunable (WNT). ness of wavelength conversion at a small number of nodes for

The performances of these algorithms have been evatome topologies. The selection of the nodes where converters
ated and compared with the restoration algorithms for tlae placed, however, is not addressed. The converter placement
wavelength interchanging networks. The ratios of the numbgroblem, as well as developing good routing and wavelength
of wavelengths for a 15-node mesh network obtained Isglection algorithms for these hybrid optical networks, are cur-



1092 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 16, NO. 7, SEPTEMBER 1998

rently open problems. One heuristic for converter placemestudy limited conversion with fixed shortest path routing and a
is to select the nodes which carry a large number of lorigst-fit wavelength selection algorithm. An algorithm is used
paths since longer paths are more susceptible to wavelenigtij{67] to minimize the number of wavelength conversions
conflicts. and to pack wavelengths. It is shown that with a conversion
One other factor in selecting the converter locations is ttandwidth that covers only 25% of the whole transmission
simplify the network management. Wautezs al. [64] con- bandwidth, the blocking probability is almost identical to the
sidered optoelectronic converters installed at the boundar@® with full-range conversion.
between subnetworks that constitute a national-scale transpoiGerstelet al.[68] computed the maximum number of carried
network. Connections that pass through multiple subnetworksnnections on a ring network as a function of the conversion
can be regenerated at the boundaries, and the wavelerdghreed. The conversion degree is the number of output
selection problem is solved only within a subnetwork. Thigwavelengths that an input wavelength can be converted. In
technique reduces the complexity of the wavelength routitige static traffic case, the limited wavelength conversion with
and assignment algorithm and network management is sith= 2 has a throughput equal to the one with full conversion.
plified. Furthermore, the blocking probability is reduced: bZurrently, however, with dynamic traffic demand, there is no
placing wavelength converters at 6 out of 19 nodes in tlaailable algorithm that achieves a guaranteed high throughput
European optical network, the blocking performance is almostth limited conversion.
identical to the wavelength interchanging network [64]. Another study on limited wavelength conversion has a
Nagatsuet al. [65] exercise the optoelectronic wavelengthlwavelength interchanging crossconnect architecture where
conversion to reduce the number of ports in the opticabnverters are not dedicated to individual channels [22]. A
transport network design problem. An algorithm is employesimaller number of converters are shared among different
to reassign the wavelengths in such a way that the numbercbinnels in order to lower the switch cost. The performance
interoffice ports can be reduced by dropping the connectiofthis crossconnect is evaluated using the ARPA network with
to an electronics based crossconnect at an intermediate n@lenodes. The blocking probability with a crossconnect which
The connection is regenerated at a different wavelength anchés converters at only 25% of the total number of channels is
added back to the optical transport network. The algorithedmost equal to the one with full conversion.
allows, at most, one such conversion for each connection.
Since the conversion can be performed electronically at any
node, there is no converter placement problem. The ratio flof Multilayer Crossconnect Advantages

ports (WS versus WI) in a & 10 polygrid network is reduced  Significant cost reductions can be achieved by dividing
from 10-15% to 5-7% dt” = 8. The economical implications the functionality of a wavelength crossconnect between one
of this technique, however, have to be studied further since it crossconnects fibers (FXC) and one that crossconnects
cost of the electrical portion of the transport network increasg@favelengths (WSXC or WIXC). As the traffic increases, more
due to an increased number of electrical crossconnect portsnd more fibers will go through the network nodes in an
Balaet al. [23] proposed sparse wavelength conversion f@ixpress mode, without adding or dropping any wavelengths
interconnected ring networks to improve the fairness of théd with all the wavelengths on an incoming fiber going on to
blocking probability as a function of the path length. the same fiber. When this is the case, passing all such wave-
lengths through wavelength demultiplexing and multiplexing
is not necessary. Thus, the number of wavelengths going
through WSXC'’s or WIXC’s can be significantly reduced. As
Limited wavelength conversion is motivated by technahe network traffic increases, this two-layer technology will
logical considerations. Experimental results show that thecome more attractive. In addition, it is possible to implement
conversion bandwidth of four-wave mixing wavelength cometwork restoration algorithms that have a combination of
verters is limited to 1 THz on either side of the inpuEXC’'s and WSXC'’s for provisioning purposes but employ
wavelength [28], [29]. Assuming a channel spacing of 108nly FXC'’s for restoration against failures. These networks
GHz, the four-wave mixing wavelength converter is able tcombine a reduction in the cost of crossconnects with fast
convert to about 20 different wavelengths. The conversiaretwork restoration.
bandwidths of crossphase and crossgain wavelength converteGeneralizing this idea, from a cost minimization viewpoint,
are 2 and 3 THz, respectively [28], [29]. Considering thahe best crossconnect architecture can be obtained by com-
point-to-point WDM transmission systems with 32 and morkining multiple layers of crossconnects, each operating at
wavelengths will be available in the near future [1], [66& different granularity, thus achieving the best packing of
and systems with more wavelengths will be achievable mavelengths onto fibers and the best packing of electrical
the next five years, the assumption that any wavelength daibutaries onto wavelengths. This architecture is shown in
be converted to any other wavelength does not hold unldsg. 9. Thus, such a crossconnect has an FXC at its lowest
optoelectronic conversion is used. layer which crossconnects express fibers directly. Eventually,
The blocking probability for an optical network with limitedas the traffic increases, this layer may terminate (or initiate)
range wavelength converters has been studied by ‘&taek fibers locally. The middle layer consists of a wavelength cross-
[67] for ring and mesh-torus topologies with fixed shortestonnect (WSXC or WIXC) which demultiplexes fibers into
path routing. Haraket al. [59] used a hypercube network towavelengths and routes wavelengths from a fiber separately

E. Limited Wavelength Conversion
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to their destinations. Different wavelengths destined for thiee static and the dynamic problems, respectively. We finalize
same node are then multiplexed onto fibers. This layer includbss paper with a list of open problems.

a wavelength add/drop multiplexer for local traffic when the 1)
local traffic reaches wavelength granularity. The topmost layer
is an electrical crossconnect. This layer is used to pack each
wavelength as tightly as possible with individual electrical
tributaries. Again, this layer has add/drop connections for the
local traffic. 2)

I1l. SUMMARY AND CONCLUSIONS

Although the WDM technology has been available com-
mercially for only a few years, its deployment has taken place
at a surprisingly high speed. Already, all major long-distance
network providers in the United States employ WDM in their
backbone networks. There is no doubt that WDM as a point-3)
to-point transmission technology will continue to be deployed
in the WAN backbone at increasing speeds. It is generally
expected that WDM networking will be next in the deployment
of WDM. Thus, the design and analysis of WDM networks
(which require methods different and more sophisticated than
those used in conventional circuit-switched networks), has
become very significant. In this paper we have outlined WDM 4)
network design and performance analysis results from the
literature.

There has been a significant debate on the utility of wave-
length conversion in WDM networks. Wavelength conversion
reduces the probability of blocking and thus increases utiliza-
tion. Quantifying the wavelength conversion gain has been
attempted by many authors and various conclusions have been
drawn, sometimes with conflicting results. A summary of
results from the literature is provided in Tables Il and Il for

Most of the existing routing, wavelength selection, and
other OAM algorithms in the literature are centralized.
For simplicity and scalability purposes, distributed algo-
rithms are desirable. This problem has not been attacked
so far in the open literature.

Most of the design, analysis, and simulation work in
the literature is for mesh or ring architectures. Networks
with layered topologies, such as rings of rings and mesh
of rings, are being deployed. Many simple network
problems become difficult in these new topologies. New
results are needed from a WDM network design and
analysis perspective in these layered topologies.

WDM networks with the layered node architecture as
discussed in Section lI-F are very attractive since they
enable a high degree of grooming and, thus, packing of
each wavelength and each fiber as efficiently as possible.
Again, however, much work is needed to understand
how to design, separate various tasks (e.g., restoration)
among various layers, and operate these networks.
Many vendors are beginning to introduce WDM systems
with a large number of wavelengths, such as 40 or 80.
Theory indicates [e.g., see (1)] that the gain will slightly
increase but quickly saturate by increasing the number
of wavelengths. It can be expected that simulations
presented in this paper show a slight gain toward wave-
length conversion when repeated with a large number of
wavelengths. In that case, however, the more important
issue is the difficulty of scaling all-optical networking
technologies to a large number of wavelengths.
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TABLE 1

WAVELENGTH CONVERSION GAINS FOR NETWORK DESIGN ALGORITHMS WITH STATIC DEMAND. ALL STUDIES
WERE DONE FOR THE MESH TopoLoGY. WT: WAVELENGTH TUNABLE, WNT: WAVELENGTH NONTUNABLE

Algorithm Reference | # Nodes Objective #2A Gain Gain with
Restoration
Longer Paths First [39] 10 Minimize # A unbounded 2% (# X) NA
Longer Paths First [40, 41, 42] 15-50 Minimize # A unbounded < 4% (# X) 15-20% (# A), WT
40% (# 3), WNT
Minimum Cutset [43] 14-20 Minimize # A unbounded 0% (# A) < 18% (# X)
21 < 16% (# X) < 37% (# X)
Heuristic [45] 20 Maximize 100 100-200% (# blocked NA
carried traffic connections)
Multicommodity Flow 47 19 Maximize carried 9-20 0% (# blocked 5% (# blocked
Flow Formulation traffic (all paths) connections) connections)
Multicommodity Flow [47} 19 Maximize carried 9-20 0% (# blocked 5% (# blocked
Path Formulation traffic (k paths) connections) connections)
Heuristic [48] 15 Minimize # ports 8 15% (# ports) 30-40% (# ports)
32 35% (# ports) 70-80% (# ports)

TABLE I
WAVELENGTH CONVERSION GAINS WITH ROUTING AND WAVELENGTH ASSIGNMENT ALGORITHMS FOR DYNAMIC DEMAND. THE OBJECTIVE IS TO MINIMIZE Ppg.
UNIFORM TRAFFIC, POISSON ARRIVALS, AND EXPONENTIALLY DiSTRIBUTED HOLDING TIMES WERE ASSUMED INALL STUDIES. RA: ROUTING ALGORITHM, WSA:
WAVELENGTH SELECTION ALGORITHM, SP: $1ORTEST PATH, FF: ARST-FIT, MX: MAX-SuM, ALT: ALTERNATE ROUTING, LLR: LEAST
LOADED ROUTING, IP: INTEGER PROGRAMMING, Pg = BLOCKING PROBABILITY, p = AVERAGE UTILIZATION PER LINK PER WAVELENGTH

RA I WSA l Reference l Arrivals ] Topology ‘ # Nodes I # Fibers l #A l Gain
Sp FF [371 Single Ring 100 1 5 Gu < 1.08 (Pg = 1074
100 Gy < 125(Pg =107%
Mesh-Torus | 101 x 101 1 5 Gp = 10* (p = 0.12)
Gy =5(Pp=107%
SP FF [511 Single Ring 100 1 5 G, <125(p=02)
10 G, <10 (p=0.1)
Mesh-Torus | 101 x 101 1 8 Gy = 108 (p = 0.03)
SP | MZ [53] Single Ring 20 1 50 Gp <15
10 50 Gy <7
Mesh-Torus 5x5 1 50 Gp, < 10
3 50 Gp <25
ALT | FF [45] Single Mesh 16 1 10-32 G, ~1.0(Pgp=10"2%)
1000 1 10-32 G, =14 (Pg=1072)
LLR [50] Single Mesh 30 1 8 Gy, =13(Pp=10"%k=7)
5 8 Gu=107(Pg=10"*k=7)
10 8 Gy =1.005(Pg=10"%k=7)
1P [55]) Batch Mesh 30 5 8 G, = 2.0 (limited reconfig.)
Gp = 1.0 (full reconfig.)
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