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Abstract

We present a new chaotic masking scheme by using synchronized chaotic systems. In this method, synchronization and message transmission phases are separated, and while synchronization is achieved in the synchronization phases, the message is only sent in message transmission phases. We show that if synchronization is achieved exponentially fast, then under certain conditions any message of any length could be transmitted and successfully recovered provided that the synchronization length is sufficiently long. We also show that the proposed scheme is robust with respect to noise and parameter mismatch under some mild conditions. © 1999 Published by Elsevier Science B.V.
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1. Introduction

In recent years the idea of synchronization of chaotic systems has received a great deal of interest among scientists from various fields, see e.g. [1–14]. One of the motivations for synchronization is the possibility of sending messages through chaotic systems for secure communication, see e.g. Refs. [5,7,9]. Such synchronized systems usually consist of two parts: a generator of chaotic signals (drive system), and a receiver (response system). The response system is usually a duplicate of a part (or the whole) of the drive system. A chaotic signal generated by the drive system may be used as an input in the response system to synchronize the common signals of both systems, see e.g. Ref. [2]. After synchronization, one may add the message to the chaotic signal used for synchronization and send this signal to the receiver. This is called chaotic masking, see Ref. [8], and under certain conditions one may recover the message from the signals of the response system, see e.g. Ref. [9].

Recently, a new synchronization scheme based on occasional coupling has been proposed in Ref. [11]. This scheme, as others proposed in the literature, has a potential application for secure communications. In this Letter we propose a chaotic masking scheme based on the occasional synchronization proposed in Ref. [11] and present some simulation results concerning the message transmission.

A related scheme for synchronization of chaotic sys
tems was proposed in Ref. [12]. In this scheme, the synchronization signal is used in the response system at discrete times. For a finite time step \( \tau > 0 \), response system states corresponding to the drive variables used in the synchronization signal are set to the values of corresponding drive variables at instances \( t = n \tau, n = 1, 2, \ldots \), and it was shown that for \( \tau \) sufficiently small, synchronization is possible. Hence, the synchronization signal is used only at certain instances in Ref. [12], whereas it is used in an interval in our scheme. We note that the length of this interval is of crucial importance in our analysis, see Section 2. As a result, some of the response system states are instantaneously set to the values of corresponding drive system states in Ref. [12], whereas both system states asymptotically approach to each other in our scheme, see also Ref. [11]. Both schemes use an interval in which the response system is autonomous, and the scheme of Ref. [12] may be related to our scheme in which the switching signal is impulsive, see Remark 2.

This Letter is organized as follows. In Section 2 we introduce our message transmission scheme, show that under some mild conditions successful message recovery is possible and that the scheme is robust with respect to noise and parameter mismatch. In Section 3 we present some simulation results. Finally, we give some concluding remarks.

2. Occasional coupling

Let the chaotic master system be given by the following equation.

\[
\dot{u} = f(u, \mu) ,
\]

(1)

where \( u \in \mathbb{R}^n \) is the state of the master system, \( \mu \in \mathbb{R}^p \) is a parameter vector, and \( f : \mathbb{R}^n \times \mathbb{R}^p \to \mathbb{R}^n \) is a smooth function. We assume that for certain values of \( \mu \), the solutions of (1) exhibit chaotic behaviour. A certain function of \( u \) is assumed to be measurable and is sent to the slave system for synchronization. For simplicity, let us assume that this synchronization signal is given as \( o = c^T u \) where \( c \in \mathbb{R}^n \) is a constant vector, and the superscript \( T \) denotes the transpose. The slave system may be chosen as follows,

\[
\dot{w} = f(w, \mu) + s(t) K(w)(o - c^T w) ,
\]

(2)

where \( w \in \mathbb{R}^n \) is the state of the slave system, \( s(t) = 0, 1 \) denotes the switching signal, and \( K : \mathbb{R}^n \to \mathbb{R}^n \) is the feedback gain vector. We assume that \( K \) is a smooth function of \( w \). This form indicates that when \( s(t) = 0 \) (i.e., the switch is off), the slave system is a duplicate of the master system. We assume that when \( s(t) = 1 \) (i.e., the switch is on), the gain vector \( K(w) \) could be chosen so that the synchronization error \( e(t) = u(t) - w(t) \) decays exponentially to zero, that is there exist some \( M \geq 1, \alpha > 0 \) such that for any \( t_0 \geq 0, e(t_0) \in \mathbb{R}^n \), the following holds,

\[
\|e(t)\| \leq M e^{-\alpha(t-t_0)} \|e(t_0)\| , \quad t \geq t_0 ,
\]

(3)

where \( \|\cdot\| \) denotes the standard Euclidean norm in \( \mathbb{R}^n \). We note that in some cases (3) may hold only locally, i.e. for \( \|e(t_0)\| \leq r \) for some \( r > 0 \), in which case we say that the synchronization holds only locally.

We note that under certain conditions such a gain vector could be found in a systematic way, and that most of the synchronization schemes proposed in the literature satisfy this assumption, see Ref. [14]. The synchronization scheme given by (2) is similar to the observer based synchronization proposed in Refs. [13,14]. In this scheme we assume that the system given by (1) is in the following form,

\[
\dot{u} = f(u, \mu) = A(\mu) u + g(u, \mu) ,
\]

(4)

where for each \( \mu \in \mathbb{R}^p \), \( A \in \mathbb{R}^{n \times n} \), is a constant matrix and \( g(\cdot) : \mathbb{R}^n \to \mathbb{R}^n \) is a smooth function. By using (2), (4) and assuming that \( K \) is a constant vector, we obtain the following error dynamics in the coupling phase (i.e., when \( s(t) = 1 \)),

\[
\dot{e} = (A(\mu) - Kc^T)e + g(u, \mu) - g(w, \mu) ,
\]

(5)

where we used \( o = c^T u \). If, for a fixed \( \mu \), the pair \( (A, c) \) is observable then there exists a constant gain matrix \( K \in \mathbb{R}^n \) such that \( A_c = A - Kc^T \) is stable, see Refs. [13,14]. Moreover, assume that \( g(\cdot) \) is Lipschitz, i.e., the following holds,

\[
\|g(u, \mu) - g(w, \mu)\| \leq k\|u - w\| ,
\]

\[
u, w \in \mathbb{R}^n , \quad \mu \in \mathbb{R}^p ,
\]

(6)

for some \( k > 0 \) in a region \( \Omega \subset \mathbb{R}^n \times \mathbb{R}^p \) in which the solutions are bounded. If \( k > 0 \) is sufficiently small, then the synchronization error \( e \) decays exponentially
to zero, i.e. (3) holds; if $k$ is not small but $A$ and $g(\cdot)$
are in some special form, then (3) still holds for a
particular choice of $K$, see Refs. [13,14]. In any case,
if $\|e(t_0)\|$ is sufficiently small, we may expect (3) to
hold. We note that in this paper we assume that the
feedback gain $K$ may be a function of $w$, whereas it
is assumed to be constant in Refs. [13,14].

Remark 1. To emphasize the consequences of as-
umption (3), let us consider the “error system” in
terms of the error $e$. By using (1) and (2), one can
obtain the error dynamics, and (3) implies that $e = 0$
is an exponentially stable equilibrium point of the
error system. Since the exponentially stable systems
are robust with respect to small changes in the system
dynamics, see Ref. [15], we expect that the message
transmission technique which will be given below is
robust with respect to noise and parameter mismatch.
This point was proven in Refs. [11,13,14]. We also
note that for most of the synchronization techniques
proposed in the literature the exponential synchronization
property given by (3) is satisfied. By using this
fact one can prove the robustness of these techniques
with respect to noise and parameter mismatch.

Our chaotic masking scheme by using the occa-
sional coupling proposed in Ref. [11] is based on
changing the switching signal $s(t)$ between 0 and 1,
periodically. More precisely, let $m(t)$ denote the mes-
sage to be transmitted, let $T_s > 0$ and $T_m > 0$ denote
the intervals for synchronization and message trans-
mision phases, respectively. Then, for $j = 1, 2, \ldots,$
our scheme is as follows:

(i) (jth synchronization phase) For $(j-1)(T_s+
T_m) \leq t < jT_s + (j-1)T_m$, use the master system
given by (1) and the slave system given by (2), with
$s(t) = 1$.

(ii) (jth message transmission phase) For $jT_s+
(j-1)T_m \leq t \leq jT_s + T_m$, use the master system
given by (1) and the slave system given by (2), with
$s(t) = 0$, and send the masked message $y(t) + m(t)$.

(iii) (message recovery) In the jth message trans-
mision phase, the recovered message $m_r(t)$ can be
computed as

$$m_r(t) = o(t) + m(t) - c^Tw(t).$$

Note that with $s(t) = 0$, the response system given
(2) becomes an autonomous system in the message
transmission phase. Since in the synchronization
phase, the error decays to zero exponentially fast
(see (3)), at the end of this phase the error becomes
extremely small, provided that $T_s$ is sufficiently large.
Hence, for the message transmission phase we could
exchange the signals of the drive system used for
synchronization with the corresponding signals of the
response system, which is the rationale behind using
$s(t) = 0$ in (2). We have the following result for the
message transmission.

Theorem 1. Consider the systems given by (1), (2)
and the message transmission scheme given above.
Assume that $f(u, \mu)$ is Lipschitz in $u$, i.e. satisfies
an inequality similar to (6) with a Lipschitz bound
$k_u$, and that (3) holds. Let the initial error satisfy
$\|e(0)\| \leq r$ for some $r > 0$, and let (the precision
number) $\varepsilon > 0$ be given. Then, for any message of
length $T_m > 0$, there exists a synchronization interval
$T_s > 0$ such that in the message transmission phase
we have

$$\|m_r(t) - m(t)\| \leq \varepsilon,$$

where $jT_s + (j-1)T_m \leq t \leq j(T_s + T_m)$, and $j =
1, 2, \ldots.$

Proof. For simplicity, we define the beginning of $j$th
synchronization and message transmission phases $T^s_j$
and $T^m_j$, respectively, as follows,

$$T^s_j = (j-1)(T_s + T_m), \quad T^m_j = jT_s + (j-1)T_m,$$

$$j = 1, 2, \ldots.$$

From (3) it is clear that the following holds in the $j$th
synchronization phase,

$$\|e(t)\| \leq Me^{-\alpha(t-T^s_j)}\|e(T^s_j)\|, \quad T^s_j \leq t \leq T^m_j,$$

From (1) and (2) it follows that the following holds in the
$j$th message transmission phase,

$$e(t) = e(T^m_j) + \int_{T^s_j}^{t} (f(u(\tau), \mu) - f(w(\tau), \mu)) d\tau,$$

$$T^m_j \leq t \leq T^s_{j+1}.$$

By using Lipschitz inequality, taking norms and using
the Bellman–Gronwall lemma, we obtain
By using (12) and (10) successively, and noting that the error is continuous, we obtain
\[
\|e(t)\| \leq e^{k(T_m - T_p)}\|e(T_m)\|, \quad T_m \leq t < T_{j+1},
\]
By using (12) and (10) successively, and noting that the error is continuous, we obtain
\[
\|e(t)\| \leq e^{kT_m}\|e(T_m)\|, \quad T_m \leq t < T_{j+1},
\]
\[
\leq Me^{(kT_m - aT_s)}\|e(T_j)\|
\]
\[
\leq (Me^{(kT_m - aT_s)})^j\|e(0)\|. \quad (13)
\]
Note that we have
\[
\|m_r(t) - m(t)\| = \|c^Te(t)\| \leq \|c\|\|e(t)\|, \quad (14)
\]
see (7). It follows from (13) and (14) that (8) holds if the following is satisfied for all \( j \),
\[
\ln M + k_aT_m - aT_s \leq \frac{1}{j}\ln \frac{e}{r\|c\|},
\]
\[
j = 1, 2, \ldots . \quad (15)
\]
If \( \ln \epsilon / r\|c\| < 0 \), then (15) is satisfied provided that the following holds,
\[
\ln M + k_aT_m - aT_s \leq \ln \frac{\epsilon}{r\|c\|},
\]
On the other hand, if \( \ln \epsilon / r\|c\| \geq 0 \), then (15) is satisfied provided that the following holds,
\[
\ln M + k_aT_m - aT_s \leq 0 . \quad (17)
\]
Once \( T_m > 0 \) is selected arbitrarily, the required \( T_s > 0 \) could be found from (16) or (17).

The result stated in Theorem 1 holds in the ideal case when the signal transmitted (i.e., \( \alpha \)) is not corrupted by noise and when the parameter vectors (i.e., \( \mu \)) are the same in the drive and the response systems. In the sequel we consider the nonideal case and prove that the scheme given above is robust with respect to noise and parameter mismatch under certain conditions. First note that in the nonideal case, the response system given by (2) should be replaced with the following,
\[
\ddot{w} = f(w, \mu') + s(t)K(w)(\alpha + n - c^Tw), \quad (18)
\]
where \( \mu' \) is the parameter vector for the response system, and \( n \) is a (random) noise term in the measurements. Then we have the following robustness result.

**Theorem 2.** Consider the drive and response systems given by (1) and (18), respectively. Assume that the solutions remain in a bounded set. Assume that \( f(u, \mu) \) is Lipschitz in both variables. Let the noise \( n \) satisfy \( |n(t)| \leq n_m \) for some \( n_m > 0 \) for \( t \geq 0 \) and let us define \( \Delta \mu = \mu - \mu' \). Then in the synchronization phases (i.e., for \( s(t) = 1 \)), the error asymptotically satisfies the following inequality,
\[
\|e(t)\| \leq C_1n_m + C_2\|\Delta \mu\|, \quad (19)
\]
where \( C_1 > 0 \) and \( C_2 > 0 \) are some constants.

**Proof.** Since the solutions remain in a bounded set, \( \|K(w)\| \) remain bounded in this set as well. Hence we have
\[
\|K(w)(\alpha_1 - \alpha_2)\| \leq k_1\|\alpha_1 - \alpha_2\|, \quad \text{where } k_1 = \max\{|\|K(w)\|\}.
\]
Then the proof follows from the exponential stability assumption (3) and the Theorem 2 of Ref. [11].

Theorem 2 proves that in the presence of noise and/or parameter mismatch, the synchronization error remains bounded, hence the proposed scheme is robust in the nonideal case. Moreover, the error bound is linear in noise and parameter mismatch bounds; hence as these bounds decrease, the synchronization error bound also decreases. Also note that here we have an asymptotic result, i.e. (19) holds as \( t \to \infty \). From practical point of view we may assume that (19) holds if \( T_s \) is sufficiently large. We note that the conclusions of Theorem 2 remains true if \( c' \neq c \) is used in (18), provided that a term \( C_3\|c - c'\| \) is added to (19).

**Theorem 3.** Consider the drive and response systems given by (1) and (18), respectively, and let \( s(t) = 0 \) (i.e., in message transmission phase). Assume that \( f(u, \mu) \) is Lipschitz in both variables. Assume that \( T_s \) is sufficiently large so that (19) is satisfied. Let \( \epsilon > 0 \) be a given precision level which satisfies
\[
\|c\|(C_1n_m + C_2\|\Delta \mu\|) \leq \epsilon. \quad (20)
\]
Then there exists a maximum allowable message transmission interval \( T > 0 \) such that for \( T_m \leq T \), (8) holds.
Proof. The proof follows from the analysis presented in Ref. [111].

We note that some other factors such as finite resolution of simulations or experiments (e.g., A/D converters) may also contribute to the error bound given above, hence may affect $T_m$.

Remark 2. In Ref. [121], an occasional synchronization scheme based on impulsive coupling was proposed. More precisely, let the given chaotic system $\dot{u} = f(u)$ be decomposed as $\dot{u}_1 = f_1(u_1, u_2)$, $\dot{u}_2 = f_2(u_1, u_2)$. Let $\tau > 0$ be given and use a similar response system, i.e. $\dot{u}_1 = f_1(u_1, u_2)$, $\dot{u}_2 = f_2(u_1, u_2)$. Assume that $u_1(0) = u_1(0)$, and $u_2(0) = u_2(0) + \delta$, where $\delta$ is sufficiently small. For $t = n\tau, n = 1, 2, \ldots$, set externally $u_1(n\tau) = u_1(n\tau)$, and for $t \neq n\tau$, use the response system given above. It was shown in Ref. [121] that for $\tau > 0$ sufficiently small, synchronization is possible. To see that the coupling is impulsive, we write $\dot{u}_1 = f_1(u_1, u_2) + s(t)(u_1 - u_2)$, where $s(t)$ is the Dirac delta function. If we formally integrate this equation in $[n\tau, n\tau + \delta]$, we obtain (formally) $u_1(n\tau + \delta) = u_1(n\tau)$. We note that in our scheme the switching signal is a square wave which is drastically different from an impulse, and we do not make any assumptions on initial conditions. Consequently, the results presented in Ref. [121] and here cannot be deduced from each other. Moreover, the length of the synchronization interval $T_s > 0$ is of crucial importance for our scheme, and our results do not hold for $T_s = 0$, see (16), (17). Also note that when $s(t) = 1$, i.e. a unit step, our scheme for synchronization is the same as the scheme in Refs. [8,9].

3. Simulation results

For an application of the ideas given above, we consider the well-known Lorenz system for the drive system, see Ref. [2]. Since the state variables of Lorenz equations may vary in a wide dynamical range, for simulation purposes following Ref. [8], we use the following “scaled” Lorenz system,

$$\dot{x} = \sigma(y - x), \quad \dot{y} = -20xz + rx - y, \quad \dot{z} = 5xy - bz. \quad (21)$$

We choose the parameters $\sigma, r$ and $b$ so that the Lorenz system (21) is in the chaotic regime. The solution $x(t)$ of (21) will be used to synchronize the solutions of the following response system, see Ref. [8],

$$\dot{x}_r = \sigma(y_r - x_r), \quad \dot{y}_r = -20x_rz_r + rx_r - y_r + s(t)(-20z_r + r)(x - x_r), \quad \dot{z}_r = 5x_r y_r - bz_r + 5s(t)y_r(x - x_r). \quad (22)$$

In our notation we have $u = (x y z)^T$, $w = (x_r y_r z_r)^T$, $o = x$, hence we have $c = (1 0 0)^T$. Note that (22) is of the form (2) with $K(u) = (0 - 20z_r + r 5y_r)^T$. Moreover, when $s(t) = 1$, (22) becomes

$$\dot{x}_r = \sigma(y_r - x_r), \quad \dot{y}_r = -20x_rz_r + rx_r - y_r, \quad \dot{z}_r = 5x_r y_r - bz_r, \quad (23)$$

which is the response system used in Refs. [2,8]. By using a suitable Lyapunov function, it could be shown that (21) and (22) synchronize exponentially fast, i.e. (3) holds, see e.g. Refs. [11,13,14].

For longer messages we could choose the synchronization interval $T_s$ sufficiently long so that the error made in the signal recovery is arbitrarily small. Alternatively, we could divide the message into smaller parts, if possible, and send each part in a message transmission phase, followed by a synchronization phase.

Next we present some numerical simulation results which indicate that the suggested method can be used for successful message transmission and recovery. In the first two simulations, we considered the ideal case (i.e., no noise and no parameter mismatch). In the first simulation, as the message to be sent, we used the speech signals corresponding to the sounds of letters "A" and "B". This message is obtained by using the sound tools available in Sun Sparcstations. In this simulation, we use $\sigma = 10$, $r = 20$, $b = 1$, $T_s = 15$ sec. and $T_m = 20$ sec. This message is recovered with good listening quality. The simulation results can be seen in Fig. 1. In the second simulation, the message to be
Fig. 1. Transmission of sounds “A” and “B” was received with perfect listening quality. (a) Drive versus response signals; (b) transmitted versus recovered messages (data was plotted after transient time); (c) transmitted message versus time; (d) received message versus time.

sent is the coded version of the word “chaos”. For coding, we used the standard international alphabet code no. 2, see e.g. Ref. [16]. As it is seen in Fig. 2, message recovery is very successful. In this experiment, we choose $\sigma = 16$, $r = 46$, $b = 4$, $T_s = 10$ sec. and $T_m = 10$ sec. In both simulations, message amplitude is not small as compared to that of the drive signal. The message level is not important in this case, with arbitrary message levels one can recover the message successfully. In Fig. 2d, the signal transmitted to the receiver is also plotted. As can be seen, although the message level is comparable to that of the chaotic carrier, it is well masked, and the switching instances are not detectable. Most of the message transmission techniques proposed in the literature require that the message level be sufficiently smaller than the chaotic signal level, and this may be a problem when noise is also present, since then the message level should also be sufficiently bigger than the noise level for successful message recovery. Our aim in these simulations is to show that even if the message level is comparable with the chaotic signals, one can still recover the message successfully in our scheme.

In the remaining simulations we considered the nonideal case. For the noise, we used Gaussian noise with zero mean (and scaled magnitude), generated by computer. In the third simulation, we considered the transmission of the sentence “wish you good luck” in the nonideal case. This sentence is coded by using the same code used above. To show the arbitrariness of the message level, this time we chose the maximum message level as 0.05 and we considered both noise and parameter mismatch. Since in this case we could not send arbitrarily long messages in our scheme, we divided the message into four parts, and sent each word in one message transmission interval, which is then followed by another synchronization interval. We use $\sigma = 10$, $r = 20$, $b = 1$, $T_s = 25$ sec., $T_m = 30$ sec. for the following simulations. For the noise amplitude and the parameter mismatch, we considered two cases. In the first case, noise amplitude is scaled to $10^{-5}$ and all parameters are changed by 0.02% in the response system (i.e., multiplied by 1.0002). The results are given in Figs. 3a,d. As can be seen, the message is recovered successfully. In the second case, noise amplitude is scaled to $10^{-3}$ and all parameters are changed by 0.2% in the response system. The results are given in Figs. 3b,e. We also performed various simulations with bigger noise and parameter mismatch values. According to these simulations, as those values become bigger, we could still recover the message with sufficient accuracy by increasing $T_s$ and decreasing $T_m$. Obviously, the message level should be sufficiently bigger than the noise level.

4. Conclusion

In this paper we considered a chaotic masking scheme by using synchronized chaotic systems. As in
most synchronization schemes, we assume that a drive system generates chaotic signals and some of these signals are used in the response system for synchronization. In our scheme, communication is divided into synchronization and message transmission intervals, and while the drive and the response systems are only synchronized in the synchronization interval, the message is only sent and recovered in the message transmission interval. In the latter interval, the response system is switched to an autonomous system, and we showed that under certain conditions one can recover the message successfully. We note that the proposed technique is quite general and could be used with any synchronized chaotic system, as long as the stated assumptions hold. We presented some theoretical and simulation results indicating that the proposed technique may be used in some applications.

We did not investigate the security of our scheme. In Ref. [17], the security of communication schemes based on chaotic carriers when the hidden information signal is buried at the order of -30 dB with respect to the chaotic carrier were analyzed and it was concluded that such systems may be useful to increase privacy, but may not provide a high level of security. It was also concluded in Ref. [17] that the hidden signals added to the chaotic carrier at low power make it even easier to recover the hidden signal. We do not claim any level of security for our scheme, and probably the conclusions of Ref. [17] apply to our scheme as well when the message level is low. But we note that our results are independent of the message level, whereas in most of the chaotic masking schemes the message level is required to be sufficiently lower than that of the chaotic carrier. In view of the results of Ref. [17], the flexibility in adjusting the message level might improve the security of our scheme. However, this point requires further research.

We also did not consider the problem of synchronization of the switching signal s(t) between the drive and the response systems. Since s(t) is a periodic signal, oscillators which generate the same s(t) could be built, tuned and used at transmitter and receiver. Such oscillators could be triggered by a signal transmitted through the data channel prior to communication, preferably several periods before the actual transmission. Other schemes may also be possible, but since this is not our main aim, we do not discuss this problem in detail here.

Several improvements on the scheme proposed in this paper are possible. The estimate given by (15) appears to be very conservative. Instead of using the Lipschitz constant $k_u$ in (15), one might use an appropriate Lyapunov exponent associated with the drive system, cf. (10), (12). Then, by choosing the parameters (i.e., $\alpha$, $b$, $r$) appropriately, one might obtain small positive Lyapunov exponents. This may affect the maximum message transmission interval $T_m$. We expect that as the positive Lyapunov exponents become smaller, $T_m$ becomes larger. An optimum relation between $T_s$ and $T_m$ may also be obtained. The relations between the Lyapunov exponents, intervals $T_s$, $T_m$ and the security level of our scheme should also be analyzed. An electronic circuit implementation may also be possible, see Ref. [8]. Work along these lines is in progress and the results will be presented elsewhere.
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