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1. Introduction and statement of results

Let $M$ be the set of all finite complex-valued Borel measures $\mu \neq 0$ on $\mathbb{R}$. Set

$$l(\mu) = \inf(\text{supp } \mu).$$

The classical Titchmarsh convolution theorem (see, e.g. [4], Chapter VI.F, [6], §16.2) claims that if measures $\mu_1, \mu_2, \ldots, \mu_n$ belong to $M$ and satisfy

$$l(\mu_j) > -\infty, \quad j = 1, 2, \ldots, n,$$

then

$$l(\mu_1 * \mu_2 * \ldots * \mu_n) = l(\mu_1) + l(\mu_2) + \ldots + l(\mu_n),$$

where $'*'$ denotes the operation of convolution.

Simple examples show that condition (1) is essential. One may set

$$\mu_1 = \sum_{m=0}^{\infty} \frac{\delta_{-km}}{m!}, \quad \mu_2 = \sum_{m=0}^{\infty} (-1)^m \frac{\delta_{-km}}{m!}, \quad k > 0,$$

where $\delta_x$ is the unit measure concentrated at the point $x$. Clearly, $\mu_1 * \mu_2 = \delta_0$. We see that $l(\mu_1) = l(\mu_2) = -\infty$ while $l(\mu_1 * \mu_2) = 0$.

It was Y. Domar [2] who first established that condition (1) can be replaced by a sufficiently fast decay of $\mu_j$ at $-\infty$: there exists $a > 2$, such that

$$|\mu_j|((-\infty, x)) = O(\exp(-|x|^a)), \quad x \to -\infty, \quad j = 1, 2, \ldots, n.$$

The best possible condition on decay of $\mu_j$ was obtained in [8].
Theorem A. ([8]) If $\mu_j \in M$ and the condition

\[(4) \quad |\mu_j|((-\infty, x)) = O(\exp(-c|x|\log |x|)), \quad x \to -\infty, \quad \text{for all } c > 0,\]

holds for $j=1,2,\ldots,n$, then (2) remains true.

One can easily check that the measures $\mu_j$ in example (3) satisfy (4) in which 'for all $c>0$' is replaced by 'for $c=1/k$'. Hence, condition (4) in Theorem A is sharp.

It turns out that there is a close connection between Theorem A and a certain 'quasi-analytic' property of the second convolutions of measures.

Theorem B. ([8]) Suppose $\nu_1, \nu_2 \in M$ and satisfy (4). If $l(\nu_1) = -\infty$ and $\nu_1^2\ast|(-\infty, a) = \nu_2^2\ast|(-\infty, a)$ for some $a \in \mathbb{R}$, then $\nu_1^2\ast \equiv \nu_2^2\ast$.

Thus, every measure $\nu \in M$ satisfying the assumptions of Theorem A has the property that the second convolution $\nu^2\ast$ is uniquely determined by its values on any fixed half-line $(-\infty, a)$. For proof, it suffices to apply Theorem A to the measures $\mu_1 = \nu_1 + \nu_2$ and $\mu_2 = \nu_1 - \nu_2$.

In fact, all $n$-fold convolutions $\nu^n\ast$ have a similar property. Moreover, if $n \geq 3$ then restriction (4) can be substantially weakened.

Theorem C. ([8]) Suppose $n \geq 3, \nu_1, \nu_2 \in M$ and satisfy the condition

\[(5) \quad |\nu_j|((-\infty, x)) = O(\exp(-c|x|)), \quad x \to -\infty, \quad \text{for all } c > 0, \quad j=1,2.\]

If $l(\nu_1) = -\infty$ and $\nu_1^n\ast|(-\infty, a) = \nu_2^n\ast|(-\infty, a)$ for some $a \in \mathbb{R}$, then $\nu_1^n\ast \equiv \nu_2^n\ast$.

Restrictions (4) and (5) in Theorems B and C are sharp (see [8]).

Observe that

$$\nu_1^n\ast - \nu_2^n\ast = (\nu_1 - \nu_2)\ast(\nu_1 - e^{2\pi i/n}\nu_2)\ast \cdots \ast(\nu_1 - e^{2\pi i(n-1)/n}\nu_2).$$

Hence, if $n \geq 3$, the difference $\nu_1^n\ast - \nu_2^n\ast$ can be represented as the convolution of linearly dependent measures. One may ask if there is an extension of Theorem A to linearly dependent measures in which restriction (4) is replaced with a weaker restriction (5). It is established in this paper that Theorem C can be easily deduced from a general result which extends Theorem A to linearly dependent measures. This result will be formulated and proved in Section 5. In our first result we extend Theorem A to measures connected by a linear equation.
Theorem 1. If \( \mu_1, \mu_2, \ldots, \mu_{n-1} \in M, \ n \geq 3, \) are linearly independent over \( \mathbb{C} \), satisfy (5) and
\[
\mu_n = \mu_1 + \mu_2 + \cdots + \mu_{n-1},
\]
then (2) remains true.

Condition (5) is sharp: the statement ceases to be true if 'for all' in (5) is replaced with 'there exists'.

We derive this theorem from the following factorization theorem in the class \( H^\infty(\mathbb{C}_+) \) of functions analytic and bounded in the upper half-plane \( \mathbb{C}_+ \).

Theorem 2. Let \( h \neq 0 \) belong to \( H^\infty(\mathbb{C}_+) \). Suppose that \( h = g_1g_2 \cdots g_n \) where the functions \( g_j, j = 1, 2, \ldots, n, \ n \geq 3, \) are analytic in \( \mathbb{C}_+ \) and satisfy the conditions:
(i) there exists \( H > 0 \) such that \( \sup\{\sum_{j=1}^n |g_j(z)|: 0 < \text{Im} \ z < H\} < \infty; \)
(ii) \( g_1, g_2, \ldots, g_{n-1} \) are linearly independent over \( \mathbb{C} \) and
\[
g_n = g_1 + g_2 + \cdots + g_{n-1}.
\]

Then there exist constants \( b_j \in \mathbb{R} \) such that
\[
g_j(z) \exp(ib_jz) \in H^\infty(\mathbb{C}_+), \quad j = 1, 2, \ldots, n.
\]

The proof of Theorem 2 is based on two results. The first result is the following immediate corollary of H. Cartan's second main theorem for analytic curves.

Theorem D. ([1]) Let \( f_1, f_2, \ldots, f_n, \ n \geq 3, \) be functions analytic in the unit disc whose zeros satisfy the Blaschke condition. If \( f_1, f_2, \ldots, f_{n-1} \) are linearly independent over \( \mathbb{C} \) and \( f_n = f_1 + f_2 + \cdots + f_{n-1} \), then
\[
T\left(r, \frac{f_j}{f_n}\right) = O\left(\log \frac{1}{1-r}\right), \quad r \to 1, \ j = 1, \ldots, n-1,
\]
where \( T \) denotes the Nevanlinna characteristic.

The second result is the following theorem on representation for functions harmonic in \( \mathbb{C}_+ \) which we believe is of independent interest.

Theorem 3. Let \( u \) be a real-valued function harmonic in \( \mathbb{C}_+ \) which satisfies the conditions:
(i) there exists a sequence \( \{r_k\}_{k=1}^\infty, \ r_k \to \infty, \) such that
\[
\int_0^\pi u^+(re^{i\varphi}) \sin \varphi \, d\varphi \leq \exp(o(r)), \quad r = r_k \to \infty;
\]
(ii) there exists \( H > 0, \) such that
\[
\sup_{0 < y < H} \int_{-\infty}^\infty \frac{|u(x+iy)|}{1+x^2} \, dx < \infty.
\]
Then $u$ admits the representation

$$u(z) = \frac{y}{\pi} \int_{-\infty}^{\infty} \frac{d\nu(t)}{(t-x)^2+y^2} + ky, \quad z = x+iy \in \mathbb{C}_+,$$

where $k \in \mathbb{R}$ is a constant and $\nu$ is a real-valued Borel measure on $\mathbb{R}$ such that

$$\int_{-\infty}^{\infty} \frac{d|\nu|(t)}{1+t^2} < \infty.$$

Theorem 3 differs from the known results ([6], p. 109, [5], p. 233) since it contains a much weaker assumption (7) on the growth of $u^+$ for representation (9) to hold. For instance, in [5], p. 233, one assumes that $u^+(z) = O(|z|)$, $|z| \to \infty$.

The rest of the paper is organized as follows. In Section 2 we prove Theorem 3 after two preliminary results (Lemmas 2.1 and 2.2). These lemmas may be of interest on their own. Section 3 contains the proof of Theorem 2, which can be viewed as the main part of the proof of Theorem 1. In Section 4, we derive Theorem 1 from Theorem 2. Finally, Section 5 contains a generalization of Theorem 1 to the case when the dimension of the linear span of $\mu_1, \ldots, \mu_n$ is less than $n-1$.

2. Proof of Theorem 3

Lemma 2.1. Let $u$ be a (complex-valued) function harmonic in $\mathbb{C}_+$ and satisfying

$$\sup_{0<s<H} \int_{-\infty}^{\infty} \frac{|u(t+is)|}{1+t^2} dt < \infty \text{ for some } H > 0.$$

Then $u$ admits the representation

$$u(z) = y \int_{-\infty}^{\infty} \frac{d\nu(t)}{(x-t)^2+y^2} + U(z), \quad z = x+iy \in \mathbb{C}_+,$$

where $\nu$ is a Borel measure on $\mathbb{R}$ satisfying (10) and $U$ is a function harmonic in the whole plane $\mathbb{C}$ such that $U(x) = 0$, $x \in \mathbb{R}$.

Proof. Consider the family of Borel measures on $\mathbb{R}$,

$$\sigma_s(E) = \int_E \frac{u(t+is)}{1+t^2} dt, \quad 0 < s < H.$$
By (11), each sequence \( \{\sigma_{s_k}\}_{k=1}^{\infty} \), \( \lim_{k \to \infty} s_k = 0 \), contains a subsequence (which we also denote by \( \{\sigma_{s_k}\}_{k=1}^{\infty} \)) weak-star convergent to a finite Borel measure \( \sigma \) on \( \mathbb{R} \cup \{\infty\} \). Hence

\[
\lim_{k \to \infty} \frac{y}{\pi} \int_{-\infty}^{\infty} \frac{u(t+is_k)}{(x-t)^2+y^2} \, dt = \frac{y}{\pi} \int_{-\infty}^{\infty} \frac{1+t^2}{(x-t)^2+y^2} \, d\sigma(t) + \frac{y}{\pi} \sigma(\{\infty\}).
\]

Consider the family of functions

\[
U_s(z) = u(z+is) - \frac{y}{\pi} \int_{-\infty}^{\infty} \frac{u(t+is)}{(x-t)^2+y^2} \, dt, \quad z = x+iy \in \mathbb{C}, \quad 0 < s < \frac{1}{2} H.
\]

Every function \( U_s \) is harmonic in \( \mathbb{C}^+ \), continuous in \( \mathbb{C}^+ \) and \( U_s(x) = 0 \) for \( x \in \mathbb{R} \). By the symmetry principle, it can be harmonically extended to \( \mathbb{C} \) and \( U_s(z) = -U_s(\bar{z}) \), \( z \in \mathbb{C} \).

The family \( \{U_s: 0 < s < \frac{1}{2} H\} \) is uniformly bounded in any rectangle \( \Pi_{R,H} = \{z: |\text{Re} \, z| \leq R, \, |\text{Im} \, z| \leq \frac{1}{2} H\} \). Indeed, (14) and (11) imply that there exists \( C > 0 \) such that

\[
\int_{-\infty}^{\infty} \frac{|U_s(x+iy)|}{1+x^2} \, dx \leq C \quad \text{for} \quad |y| \leq \frac{1}{2} H, \quad 0 < s < \frac{1}{2} H.
\]

Whence we obtain, for \( z \in \Pi_{R,H}, \, \theta = \frac{1}{2} H, \, \zeta = \xi + i\eta \),

\[
|U_s(z)| \leq \frac{1}{\pi \theta^2} \int_{|\zeta-z| \leq \theta} \frac{|U_s(\zeta)|}{1+\xi^2} \, d\xi \, d\eta \leq \frac{1+(\text{Re} \, z+\theta)^2}{\pi \theta^2} \int_{-\theta/2}^{\theta/2} \int_{-\infty}^{\infty} \frac{|U_s(\xi+\eta)|}{1+\xi^2} \, d\xi \, d\eta \leq \frac{1+(R+\theta)^2}{\pi \theta^2} H C.
\]

Let \( \{s_k\}_{k=1}^{\infty} \) be a sequence such that (13) holds. By the well-known compactness principle for harmonic functions, we can extract a subsequence (which we also denote by \( \{s_k\}_{k=1}^{\infty} \)) such that the sequence \( \{U_{s_k}\}_{k=1}^{\infty} \) is uniformly convergent on any compact subset of the strip \( \{z: |\text{Im} \, z| < \frac{1}{4} H\} \). Let \( U \) be the limiting function. Clearly, \( U \) is harmonic in \( \{z: |\text{Im} \, z| < \frac{1}{4} H\} \) and \( U(x) = 0 \) for \( x \in \mathbb{R} \). Putting \( s = s_k \) in (14) and letting \( k \to \infty \), we obtain (12).

**Lemma 2.2.** Let \( u \) be a (complex-valued) function harmonic in \( \mathbb{C}^+ \) and satisfying (11). Assume that there exists a sequence \( \{r_k\}_{k=1}^{\infty}, \, r_k \to \infty \), such that

\[
\int_{0}^{\pi} |u(re^{i\theta})| \sin \theta \, d\theta \leq \exp(o(r)), \quad r = r_k \to \infty.
\]

Then representation (12) holds with

\[
U(z) = k y, \quad y = \text{Im} \, z,
\]

where \( k \in \mathbb{C} \) is a constant.
Proof. We divide the proof into five parts. Without loss of generality, assume that $u$ is real-valued. Then function $U$ and measure $\nu$ in (12) are also real-valued.

Step 1. First we show that

\begin{equation}
\int_0^\pi |U(re^{i\theta})| \sin \theta \, d\theta \leq \exp(o(r)), \quad r = r_k \to \infty.
\end{equation}

From (12) we get

\begin{equation}
\int_0^\pi |U(re^{i\theta})| \sin \theta \, d\theta \leq \int_0^\pi |u(re^{i\theta})| \sin \theta \, d\theta \\
+ \int_0^\pi \left( \frac{r \sin \theta}{\pi} \int_{-\infty}^\infty \frac{d|\nu|(t)}{r^2 + t^2 - 2rt \cos \theta} \right) \sin \theta \, d\theta.
\end{equation}

The first integral in the right-hand side admits the estimate (16). The change of the order of integration and simple calculations show that the second integral is $O(r)$, as $r \to \infty$. This gives (18).

Step 2. Now we show that

\begin{equation}
|U(z)| \leq \exp(o(|z|)), \quad |z| = \frac{1}{2} r_k \to \infty,
\end{equation}

where $o(|z|)$ does not depend on $\arg z$. Since $U(z) = -U(\bar{z})$, it suffices to establish (20) for $z \in \mathbb{C}_+$. By the Nevanlinna formula ([3], p. 16; [6], p. 193) we have

\begin{equation}
U(z) = \frac{1}{2\pi} \int_0^\pi \frac{(R^2 - r^2)4R r \sin \varphi \sin \theta}{|Re^{i\theta} - z|^2 |Re^{-i\theta} - z|^2} U(Re^{i\theta}) \, d\theta, \quad z = re^{i\varphi}, \quad 0 < r < R, \quad 0 < \varphi < \pi.
\end{equation}

Hence

\begin{align*}
|U(z)| &\leq \frac{(R^2 - r^2)4R r}{(R - r)^4} \frac{1}{2\pi} \int_0^\pi |U(Re^{i\theta})| \sin \theta \, d\theta.
\end{align*}

Putting $R = r_k$, $r = \frac{1}{2} r_k$, and using (18), we get (20).

Step 3. Let us show that

\begin{equation}
|U(z)| = o(|z|^2), \quad \text{as } |z| \to \infty, \quad |\text{Im } z| < \frac{1}{4} H.
\end{equation}

It follows from (12) that $U$ admits a representation similar to $U_z$ in (14) in which $u(z+is)$ is replaced with $u(z)$ and $u(t+is) \, dt$ is replaced with $d\nu(t)$. Calculations similar to those from the proof of Lemma 2.1 establish that there exists $C$ such that

\begin{equation}
\int_{-\infty}^\infty \frac{|U(x+iy)|}{1+x^2} \, dx \leq C \quad \text{for } |y| \leq \frac{1}{2} H
\end{equation}
On the Titchmarsh convolution theorem

\[ |U(z)| \leq \frac{1 + (|z| + \frac{1}{4} H)^2}{\pi \left( \frac{1}{4} H \right)^2} \int_\mathbb{R} \frac{|U(\xi + i\eta)|}{1 + \xi^2} \, d\xi \, d\eta. \]

The double integral tends to 0, as \( \text{Re} \, z \to \infty \), because its integrand is summable over the whole strip \( \{ (\xi, \eta): -\infty < \xi < \infty, |\eta| < \frac{1}{4} H \} \) as (23) shows. Thus, (22) is valid.

**Step 4.** Let \( G \) be the entire function uniquely determined by the conditions \( \text{Re} \, G(z) = U(z), \, G(0) = 0 \). We now show that:

(i) there exists a sequence \( \{ R_k \}_{k=1}^\infty, \, R_k \to \infty \), such that

\[ |G(z)| \leq \exp(o(|z|)) \quad \text{for } |z| = R_k \to \infty; \]

(ii)

\[ |G(z)| = o(|z|^3) \quad \text{for } |\text{Im} \, z| \leq \frac{1}{8} H, \, z \to \infty. \]

To verify (24) we use the well-known formula

\[ G'(z) = \frac{1}{\pi \rho} \int_0^{2\pi} U(z + \rho e^{i\theta})e^{-i\theta} \, d\theta, \]

whence

\[ |G'(z)| \leq \frac{2}{\rho} \max_{|\zeta - z| \leq \rho} |U(\zeta)|. \]

We get for \( |z| = R_k = \frac{1}{2} r_k - \rho \),

\[ |G(z)| = \left| \int_0^z G'(\zeta) \, d\zeta \right| \leq R_k \max_{|\zeta| \leq R_k} |G'(\zeta)| \leq R_k \exp(o(\frac{1}{2} r_k)) \leq \exp(o(R_k)), \]

i.e. (24) is valid.

If \( |\text{Im} \, z| \leq \frac{1}{8} H \), it follows from (26) and (22) that \( |G'(z)| = o(|z|^2), \, z \to \infty \), whence (25) follows by integration.

**Step 5.** Let us complete the proof of Lemma 2.2.

Applying the well-known version of the Phragmén–Lindelöf principle for half-plane (see [7], p. 43), we conclude that (25) holds in the whole plane \( \mathbb{C} \) and, by Liouville’s theorem, \( G \) is a polynomial of degree \( \leq 2 \). Since \( \text{Re} \, G(t) = U(t) = 0 \) for \( t \in \mathbb{R} \), and \( G(0) = 0 \), we have \( G(z) = i a z^2 + i b z, \, a, b \in \mathbb{R} \). Hence \( U(z) = -2axy - by \). If \( a \neq 0 \), then (23) could not be valid. Thus \( U(z) = -by \), i.e. (17) holds. \( \square \)
Proof of Theorem 3. The proof of Theorem 3 differs from the proof of Lemma 2.2 by only one additional step. Namely, we should prove that, for a real-valued $u$, the estimate (18) remains valid if the condition (16) is replaced by the less restrictive condition (7).

Note that (12) implies also that the inequality (19) remains valid if we replace $|U|$ and $|u|$ with $U^+$ and $u^+$, respectively. Hence,

$$\int_0^{\pi} U^+(re^{i\theta}) \sin \theta \, d\theta \leq \exp(o(r)), \quad r = r_k \to \infty. \quad (27)$$

Setting $z=i$ in (21) we get

$$\frac{1}{2\pi} \int_0^{\pi} \frac{(R^2-1)4R \sin \theta}{|Re^{i\theta} - i|^2|Re^{i\theta} - i|^2} |U(Re^{i\theta})| \, d\theta \leq \frac{2}{2\pi} \int_0^{\pi} \frac{(R^2-1)4R \sin \theta}{|Re^{i\theta} - i|^2|Re^{i\theta} - i|^2} U^+(Re^{i\theta}) \, d\theta - U(i).$$

Taking into account that

$$\frac{4(R-1)^3 \sin \theta}{(R+1)^4} \leq \frac{(R^2-1)4R \sin \theta}{|Re^{i\theta} - i|^2|Re^{i\theta} - i|^2} \leq \frac{4R^3 \sin \theta}{(R-1)^4},$$

putting $R=r_k$ and using (27), we obtain (18). \(\square\)

3. Proof of Theorem 2

Proof of Theorem 2. We divide the proof into four steps.

Step 1. Let us show that

$$\log^+ |g_j(re^{i\varphi})| \leq \frac{Cr}{\sin \varphi} \log \frac{Cr}{\sin \varphi}, \quad re^{i\varphi} \in C_+, \quad r \geq 1, \quad j = 1, \ldots, n, \quad (28)$$

where $C$ is a positive constant.

Map $C_+$ onto $D=\{\zeta:|\zeta|<1\}$ by

$$\zeta = \frac{z-i}{z+i} \quad (29)$$

and set

$$\tilde{h}(\zeta) = h(z), \quad \tilde{g}_j(\zeta) = g_j(z), \quad j = 1, \ldots, n. \quad (30)$$
Then
\begin{align}
(31) \quad \tilde{h}(\zeta) &= \tilde{g}_1(\zeta) \cdots \tilde{g}_n(\zeta), \\
(32) \quad \tilde{g}_n(\zeta) &= \tilde{g}_1(\zeta) + \cdots + \tilde{g}_{n-1}(\zeta).
\end{align}

Moreover, \( \tilde{h} \in H^\infty(D) \) and \( \tilde{g}_1, \ldots, \tilde{g}_{n-1} \) are linearly independent over \( \mathbb{C} \). Since the zeros of \( \tilde{h} \) satisfy the Blaschke condition, equation (31) implies that the zeros of each \( \tilde{g}_j, j = 1, 2, \ldots, n \), also satisfy this condition. Applying Theorem D, we get

\begin{equation}
T\left(r, \frac{\tilde{g}_j}{\tilde{g}_n}\right) = O\left(\log \frac{1}{1-r}\right), \quad r \to 1, \ j = 1, \ldots, n-1.
\end{equation}

Using the properties of the Nevanlinna characteristic (see, e.g. [3], Chapter 1, §6; [7], Chapter 6, §2.5) and taking into account that \( \tilde{h} \in H^\infty(D) \), we obtain

\begin{equation*}
T(r, \tilde{g}_n) = \frac{1}{n} T\left(r, \frac{1}{\tilde{g}_n}\right) + O(1) \leq \frac{1}{n} T\left(r, \frac{\tilde{h}}{\tilde{g}_n}\right) + O(1),
\end{equation*}

whence, using (31) and (33), we conclude

\begin{equation*}
T(r, \tilde{g}_n) \leq \frac{1}{n} T\left(r, \frac{\tilde{g}_1 \cdots \tilde{g}_n}{\tilde{g}_n}\right) + O(1)
\leq \frac{1}{n} \sum_{j=1}^{n-1} T\left(r, \frac{\tilde{g}_j}{\tilde{g}_n}\right) + O(1) = O\left(\log \frac{1}{1-r}\right), \quad r \to 1.
\end{equation*}

Using (33) once again, we get

\begin{equation}
T(r, \tilde{g}_j) \leq T\left(r, \frac{\tilde{g}_j}{\tilde{g}_n}\right) + T(r, \tilde{g}_n) = O\left(\log \frac{1}{1-r}\right), \quad r \to 1, \ j = 1, \ldots, n.
\end{equation}

The well-known inequality

\begin{equation*}
\log^+ M(r, \tilde{g}_j) \leq \frac{4}{1-r} T\left(\frac{1+r}{2}, \tilde{g}_j\right),
\end{equation*}

where \( M(r, \tilde{g}_j) = \max\{|\tilde{g}_j(\zeta)|: |\zeta| < r\} \), allows to derive from (34) that there is a positive constant \( C_1 \) such that

\begin{equation*}
\log^+ |\tilde{g}_j(\zeta)| \leq \frac{C_1}{1-|\zeta|} \log \frac{C_1}{1-|\zeta|}, \quad \zeta \in D, \ j = 1, \ldots, n.
\end{equation*}

Using (29), we get (28).
Step 2. Let us show that

\[
\sup\left\{ \int_{-\infty}^{\infty} \frac{|\log |g_j(x+iy)||}{1+x^2} \, dx : 0 < y < H \right\} < \infty, \quad j = 1, \ldots, n,
\]

where \( H \) is taken from the condition (i) of Theorem 2.

We need the following simple known lemma (see, e.g. [8]).

**Lemma 3.1.** If a function \( Q \neq 0 \) belongs to \( H^\infty(C_+) \), then for any \( K > 0 \)

\[
\sup \left\{ \int_{-\infty}^{\infty} \frac{\log^+ |1/Q(x+iy)|}{1+x^2} \, dx : 0 < y < K \right\} < \infty.
\]

To prove (35), write

\[
\int_{-\infty}^{\infty} \frac{|\log |g_j(x+iy)||}{1+x^2} \, dx = \int_{-\infty}^{\infty} \frac{\log^+ |g_j(x+iy)||}{1+x^2} \, dx + \int_{-\infty}^{\infty} \frac{\log^+ |1/g_j(x+iy)||}{1+x^2} \, dx.
\]

The first integral in the right-hand side is bounded for \( 0 < y < H \) by condition (i) of Theorem 2. Using condition (i) once again, we get

\[
\frac{1}{||g_j(x+iy)||} = \frac{1}{|h(x+iy)|} \prod_{k \neq j} |g_k(x+iy)| \leq \frac{C}{|h(x+iy)|}, \quad 0 < y < H,
\]

where \( C \) is a positive constant. Hence, the boundedness of the second integral in the right-hand side of (36) is a consequence of Lemma 3.1 with \( Q = h \).

Step 3. Denote by \( B_j \) the Blaschke product formed by the zeros of \( g_j \) and set

\[
u_j(z) = \log \left| \frac{g_j(z)}{B_j(z)} \right|, \quad j = 1, \ldots, n.
\]

This is a harmonic function in \( C_+ \). Let us show that it satisfies the assumptions of Theorem 3.

We have

\[
\int_0^\pi \nu_j^2 (re^{i\varphi}) \sin \varphi \, d\varphi \leq \int_0^\pi \log^+ |g_j(re^{i\varphi})| \sin \varphi \, d\varphi + \int_0^\pi \log^+ \left| \frac{1}{B_j(re^{i\varphi})} \right| \sin \varphi \, d\varphi.
\]

Estimate (28) implies that the first integral in the right-hand side is \( O(r \log r) \), as \( r \to \infty \). To estimate the second integral, we need the following lemma.
Lemma 3.2. If a function \( Q \neq 0 \) belongs to \( H^\infty(\mathbb{C}_+) \), then

\[
\int_0^\pi \log^+ \left| \frac{1}{Q(re^{i\varphi})} \right| \sin \varphi \, d\varphi = O(r), \quad r \to \infty.
\]

This lemma can be easily derived from the Nevanlinna formula ([3], p. 16; [6], p. 193) or the Carleman formula ([3], p. 19; [6], p. 188), therefore we omit the proof.

Applying Lemma 3.2 to \( B_j(z) \), we get that the second integral in (38) is \( O(r) \), as \( r \to \infty \). Hence, \( u_j \) satisfies the condition (i) of Theorem 3.

Further we have

\[
\int_{-\infty}^{\infty} \frac{|u_j(x+iy)|}{1+x^2} \, dx \leq \int_{-\infty}^{\infty} \frac{\log |g_j(x+iy)|}{1+x^2} \, dx + \int_{-\infty}^{\infty} \frac{\log^+ |1/B_j(x+iy)|}{1+x^2} \, dx.
\]

Using (35) for the first integral in the right-hand side and Lemma 3.1 for the second one, we see that condition (ii) of Theorem 3 is also satisfied.

Step 4. Let us now complete the proof of Theorem 2.

Applying Theorem 3, we get the representation

\[
u_j(z) = \frac{y}{\pi} \int_{-\infty}^{\infty} \frac{d\nu_j(t)}{(t-x)^2+y^2+k_jy}, \quad z=x+iy \in \mathbb{C}_+,
\]

where \( k_j \) is a real constant and \( \nu_j \) is a real-valued Borel measure satisfying (10). Set

\[
\psi_j(z) = \exp \left( \frac{1}{\pi i} \int_{-\infty}^{\infty} \left( \frac{t}{t-z} \right) \frac{t}{1+t^2} \, d\nu_j(t) \right).
\]

Then, according to (37) we have

\[
g_j(z) = e^{i\alpha} \psi_j(z) B_j(z) e^{-ik_jz}, \quad \alpha \in \mathbb{R}.
\]

Let us show that \( g_j(z) \exp(ik_jz) \) belongs to \( H^\infty(\mathbb{C}_+) \). Clearly, this function is bounded in \( \{z: 0 < \text{Im} z < H\} \) by condition (i) of Theorem 2. For \( y \geq H \) and any fixed \( N > 1 \) we have

\[
\log^+ |g_j(z)| e^{ik_jz} \leq \frac{y}{\pi} \int_{-\infty}^{\infty} \frac{d\nu_j^+(t)}{(x-t)^2+y^2} \leq \frac{1}{\pi H} \int_{-N}^{N} d\nu_j^+(t) + \frac{2(x^2+y^2)}{y} \int_{|t| > N} \frac{d\nu_j^+(t)}{1+t^2}, \quad z=x+iy.
\]

Since \( N \) can be taken arbitrarily large, we get

\[
\log^+ |g_j(z)| e^{ik_jz} = o(|z|^2), \quad |z| \to \infty, \quad \text{Im} z \geq H,
\]
\[
\log^+ |g_j(z)| e^{ik_jz} = o(|z|), \quad |z| \to \infty, \quad \frac{1}{2} \pi - \text{arg} z < \frac{1}{4} \pi.
\]

Applying the Phragmén–Lindelöf principle we conclude that (6) holds. \( \square \)
4. Proof of Theorem 1

Theorem 1 will be proved if we prove the following fact.

**Theorem 1’.** Under the hypotheses of Theorem 1, the following implication holds:

\[(40) \quad l(\mu_1 \ast \mu_2 \ast \ldots \ast \mu_n) > -\infty \implies l(\mu_j) > -\infty, \quad j = 1, \ldots, n.\]

**Proof.** Without loss of generality one may assume that \(l(\mu_1 \ast \mu_2 \ast \ldots \ast \mu_n) = 0\).

The last equality implies that the Fourier transform \(\hat{\mu}\) of the measure \(\mu = \mu_1 \ast \mu_2 \ast \ldots \ast \mu_n\) belongs to \(H^\infty(A^+)\).

For \(z \in \mathbb{R}\), we have

\[(41) \quad \hat{\mu}(z) = \hat{\mu}_1(z) \hat{\mu}_2(z) \ldots \hat{\mu}_n(z),\]

\[(42) \quad \hat{\mu}_j(z) = \int_{-\infty}^{\infty} e^{itz} d\mu_j(t), \quad j = 1, 2, \ldots, n.\]

Condition (5) implies that the integral in the right-hand side of (42) converges absolutely and uniformly on any compact subset of \(A^+\). Hence, \(\hat{\mu}_j\) can be extended to \(A^+\) as a function analytic in \(A^+\) and continuous in \(A^+\). Then equation (41) holds in \(A^+\), and, moreover, for any \(H > 0\) we have \(\sup\{|\hat{\mu}_j(z)|: 0 < \Im z < H\} < \infty\). By Theorem 2 we obtain that \(\hat{\mu}_j(z) \exp(ib_jz) \in H^\infty(A^+), \quad j = 1, \ldots, n\). Using the well-known corollary of the Paley–Wiener theorem we get \(l(\mu_j) > -|b_j| > -\infty, \quad j = 1, \ldots, n\).

It remains to prove that the condition (5) in Theorem 1 cannot be weakened by replacing ‘for all’ by ‘there exists’. For this, we consider the measures \(\mu_1, \mu_2, \mu_3\) defined by the Fourier transforms

\[
\hat{\mu}_1(z) = \frac{1}{1+i\zeta/c}, \quad \hat{\mu}_2(z) = \frac{(1+i\zeta/c)^2}{(1-i\zeta/c)^4}, \quad \hat{\mu}_3(z) = \hat{\mu}_1(z) + \hat{\mu}_2(z),
\]

where \(c\) is a positive constant. A direct calculation of the inverse Fourier transform shows that the condition (7) is satisfied with the given fixed \(c > 0\), and \(l(\mu_1) = l(\mu_2) = l(\mu_3) = -\infty\). Nevertheless, \(l(\mu_1 \ast \mu_2 \ast \mu_3) = 0\). \(\square\)

5. A generalization of Theorem 1

Equality (2) is not true for arbitrary linearly independent measures \(\mu_j\) satisfying (5). Indeed, if \(n\) is even, we define \(\mu_1\) and \(\mu_2\) by (3) and set

\[
\mu_{2s-1}(dx) = \mu_1(s \, dx), \quad \mu_{2s}(dx) = \mu_2(s \, dx), \quad s = 1, 2, \ldots, \frac{1}{2}n.
\]
Then $\mu_1, \ldots, \mu_n$ satisfy condition (5) and $l(\mu_1^* \ldots \mu_n^*) = 0$ while $l(\mu_j) = -\infty$ for all $j = 1, \ldots, n$. An example in which $\mu_{2s-1} = \mu_1$ and $\mu_{2s} = \mu_2$, where $s = 1, \ldots, \frac{1}{2} n$ and $\mu_1$ and $\mu_2$ are defined by (3), shows that Theorem A is also not true for arbitrary collections of linearly dependent measures satisfying (5). We now give necessary and sufficient conditions on the linear dependence of measures $\mu_j$ for (2) to remain true.

Let $\{\mu_1, \ldots, \mu_n\}$, $n \geq 2$, be a collection from measures from $M$ satisfying (5). Let $A$ be the linear span of the collection, $p = \dim A$. We assume that $1 \leq p \leq n - 1$. One may reorder $\mu_j$ so that the first $p$ measures $\mu_1, \ldots, \mu_p$ form a basis of $A$. Then we have

$$\mu_k = \sum_{j=1}^{p} c_{k,j} \mu_j, \quad p+1 \leq k \leq n,$$

where $c_{k,j}$'s are constants. Consider the $(n-p) \times p$ matrix

$$C = \begin{pmatrix}
    c_{p+1,1} & c_{p+1,2} & \cdots & c_{p+1,p} \\
    \vdots & \vdots & \ddots & \vdots \\
    c_{n,1} & c_{n,2} & \cdots & c_{n,p}
\end{pmatrix}.$$

We say that the collection $\{\mu_1, \ldots, \mu_n\}$ is admissible if $C$ satisfies the following conditions (\(\alpha\)) and (\(\beta\)):

(\(\alpha\)) Each column of $C$ contains at least one non-zero element.

To introduce the second condition, observe that in some cases it is possible to delete some rows of $C$ without violating condition (\(\alpha\)). Let us denote by $\tilde{C}$ any submatrix of $C$ with the minimal number of rows that still satisfies condition (\(\alpha\)). The second condition sounds as follows.

(\(\beta\)) Any matrix $\tilde{C}$ either consists of one single row, or each pair $\{\varrho, R\}$ of rows of $\tilde{C}$ can be embedded in a set $\{\varrho_1, \ldots, \varrho_m\}$ of rows of $\tilde{C}$, such that $\varrho_1 = \varrho$, $\varrho_m = R$ and, for each $t$, $1 \leq t \leq m-1$, $\varrho_t$ and $\varrho_{t+1}$ have non-zero elements in the same column (depending on $t$).

Observe that if $p = 1$, then $C$ consists of one single column and the collection $\{\mu_1, \ldots, \mu_n\}$, $n \geq 2$, is always admissible. If the assumptions of Theorem 1 are satisfied, then $p = n - 1$ and $C = \tilde{C}$ consists of one single row $(1, 1, \ldots, 1)$ and hence is admissible. Therefore, the following theorem can be viewed as a generalization of Theorem 1.

**Theorem 4.** Let $\{\mu_1, \mu_2, \ldots, \mu_n\}$, $n \geq 3$, be a collection of measures of $M$ satisfying (5). If this collection is admissible, then (2) holds.

One can check that assumptions (\(\alpha\)) and (\(\beta\)) hold when $\mu_j = \nu_1 - \exp(2\pi i j/n) \nu_2$, $j = 1, \ldots, n$, where $\nu_1$ and $\nu_2$ belong to $M$ and satisfy (5). This shows that Theorem C follows from Theorem 4 in the same way as Theorem B follows from Theorem A.
Note that the notion of admissibility can be extended in an evident way to collections \( \{g_1, g_2, \ldots, g_n\}, \ n \geq 2, \) of functions analytic and \( \neq 0 \) in \( \mathbb{C}_+ \). Theorem 4 can be derived from the following generalization of Theorem 2 in the same way as Theorem 1 follows from Theorem 2.

**Theorem 5.** Let \( h \neq 0 \) belong to \( H^\infty(\mathbb{C}_+) \). Suppose that \( h = g_1 g_2 \ldots g_n \), where the functions \( g_j, \ j = 1, 2, \ldots, n, \ n \geq 3, \) are analytic in \( \mathbb{C}_+ \). If the collection \( \{g_1, \ldots, g_n\} \) is admissible and the condition (i) of Theorem 2 is satisfied, then there exist constants \( b_j \in \mathbb{R} \) such that (6) holds.

**Proof.** Observe that the condition (ii) of Theorem 2 was utilized only in the first step of its proof. If we could prove (28) only under the condition of admissibility, then the rest of the proof of Theorem 2 could be repeated. Thus we can restrict ourselves to the proof of (28). We divide it into five steps.

**Step 1.** As in the proof of Theorem 2, let us map \( \mathbb{C}_+ \) onto \( D \) by (29) and consider the functions (30). Then we again have (31) but instead of (32), we have

\[
\tilde{g}_k(\zeta) = \sum_{j=1}^{p} c_{k,j} \tilde{g}_j(\zeta), \quad k = p+1, \ldots, n,
\]

where \( \tilde{g}_1, \ldots, \tilde{g}_p \) form a basis of the linear span of \( \{\tilde{g}_1, \ldots, \tilde{g}_n\} \). Applying Theorem D, we get

\[
T\left(r, \frac{\tilde{g}_j}{\tilde{g}_k}\right) = O\left(\log \frac{1}{1-r}\right), \quad r \to 1,
\]

for \( 1 \leq j \leq p < k \leq n \), provided that \( c_{k,j} \neq 0 \).

**Step 2.** We show that (44) remains in force if we replace \( k \) by \( l \), \( p+1 \leq l \leq n \), where \( l \) is such that the \( k \)-th and \( l \)-th rows have non-zero elements in the same column (the \( j_0 \)-th, say).

Indeed, since \( c_{k,j_0} \neq 0, c_{l,j_0} \neq 0 \), (44) is valid for \( \tilde{g}_{j_0}/\tilde{g}_k \) and \( \tilde{g}_{j_0}/\tilde{g}_l \).

Whence, for any \( j, 1 \leq j \leq p \),

\[
T\left(r, \frac{\tilde{g}_j}{\tilde{g}_l}\right) \leq T\left(r, \frac{\tilde{g}_j}{\tilde{g}_k}\right) + T\left(r, \frac{\tilde{g}_{j_0}}{\tilde{g}_k}\right) + T\left(r, \frac{\tilde{g}_{j_0}}{\tilde{g}_l}\right) + O(1) = O\left(\log \frac{1}{1-r}\right), \quad r \to 1.
\]

**Step 3.** The next step is to show that (44) is valid for each pair \( (j, k) \) where \( j \) is an arbitrary integer satisfying \( 1 \leq j \leq p \), while \( k, p+1 \leq k \leq n \), is such that the \( k \)-th row belongs to the submatrix \( C \) mentioned in the definition of admissibility.
By the definition of $\tilde{C}$, for any $j$, $1 \leq j \leq p$, there is $l$, $p+1 \leq l \leq n$, such that the $l$-th row belongs to $\tilde{C}$ and $c_{l,j} \neq 0$. Hence (44) is valid for $\tilde{g}_j/\tilde{g}_l$. Let $k$ be an arbitrary integer such that the $k$-th row belongs to $\tilde{C}$. By condition ($\beta$) of admissibility, there is a set $\{l_1, \ldots, l_m\}$ of integers, $l_1 = l$, $l_m = k$, such that the $l_t$-th row belongs to $\tilde{C}$ and the $l_t$-th and $l_{t+1}$-th rows, $1 \leq t \leq m-1$, have non-zero elements in the same column. As was shown in Step 2, (44) is in force for $\tilde{g}_{l_1}/\tilde{g}_{l_2}$. Repeating this procedure $m$ times, we show that (44) is valid for $\tilde{g}_{l_1}/\tilde{g}_{l_m}$.

Step 4. Now we show that (44) remains in force for $\tilde{g}_j/\tilde{g}_k$ with any $k$ and $j$ such that $1 \leq k, j \leq p$.

Indeed, according to Step 3 we have (44) for $\tilde{g}_k/\tilde{g}_l$ with any $k$ and $j$ such that $1 \leq k, j \leq p$ and for $\tilde{g}_j/\tilde{g}_l$ with any $l$ such that the $l$-th row belongs to $\tilde{C}$. Hence

$$T\left(r, \frac{\tilde{g}_k}{\tilde{g}_j}\right) \leq T\left(r, \frac{\tilde{g}_k}{\tilde{g}_l}\right) + T\left(r, \frac{\tilde{g}_l}{\tilde{g}_j}\right) = O\left(\log \frac{1}{1-r}\right), \quad r \to 1.$$ 

Step 5. Let us complete the proof. To this end, we show that

$$T(r, \tilde{g}_j) = O\left(\log \frac{1}{1-r}\right), \quad r \to 1, \quad 1 \leq j \leq n.$$ 

First we consider the case $1 \leq j \leq p$. In this case

$$T(r, \tilde{g}_j) \leq \frac{1}{n} \sum_{k=1}^{n} T\left(r, \frac{\tilde{g}_k}{\tilde{g}_j}\right) + O(1) = \frac{1}{n} \left( \sum_{k=1}^{p} T\left(r, \frac{\tilde{g}_k}{\tilde{g}_j}\right) + \sum_{k=p+1}^{n} T\left(r, \frac{\tilde{g}_k}{\tilde{g}_j}\right) \right) + O(1).$$

Clearly,

$$\sum_{k=1}^{p} = O\left(\log \frac{1}{1-r}\right), \quad r \to 1,$n$$

in virtue of Step 4. If $p+1 \leq k \leq n$, then, using (43) and properties of the characteristic $T$, we have

$$T\left(r, \frac{\tilde{g}_k}{\tilde{g}_j}\right) \leq \sum_{s=1}^{p} T\left(r, \frac{\tilde{g}_s}{\tilde{g}_j}\right) + O(1) = O\left(\log \frac{1}{1-r}\right), \quad r \to 1.$$ 

Hence

$$\sum_{k=p+1}^{n} = O\left(\log \frac{1}{1-r}\right), \quad r \to 1,$$ 

and (45) follows for $1 \leq j \leq p$. Using this, we have for $p+1 \leq j \leq n$,

$$T(r, \tilde{g}_j) = T\left(r, \sum_{s=1}^{p} c_{j,s} \tilde{g}_s\right) \leq \sum_{s=1}^{p} T(r, \tilde{g}_s) + O(1) = O\left(\log \frac{1}{1-r}\right).$$

The estimate (28) follows from this in the same way as in the proof of Theorem 2. \(\Box\)
We conclude the paper by the remark that the condition of admissibility in Theorem 5 cannot be weakened. Namely, if an \((n-p)\times p\) matrix \(C\), \(2 \leq p \leq n\), does not satisfy at least one of the conditions \((\alpha)\) and \((\beta)\), then it is possible to define a collection \(\{\mu_1, \ldots, \mu_n\}\) having \(C\) as the corresponding matrix and such that \((5)\) is satisfied, but \((2)\) does not hold. We will only confirm this by a typical example, since in the general case one needs to introduce a somewhat complicated notation.

**Example.** Consider the case \(n=6\), \(p=4\),

\[
C = \begin{pmatrix} 1 & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 \end{pmatrix}.
\]

Define

\[
\begin{align*}
\hat{\mu}_1(z) &= (1+\hat{\nu}_1(z)) e^{\cos z}, \\
\hat{\mu}_2(z) &= (1+\hat{\nu}_2(z)) e^{\cos z}, \\
\hat{\mu}_3(z) &= (1+\hat{\nu}_3(z)) e^{-\cos z}, \\
\hat{\mu}_4(z) &= (1+\hat{\nu}_4(z)) e^{-\cos z}, \\
\hat{\mu}_5(z) &= \mu_1(z) + \mu_2(z), \\
\hat{\mu}_6(z) &= \mu_3(z) + \mu_4(z),
\end{align*}
\]

where \(\nu_j\) are measures, linearly independent over \(\mathbb{C}\), such that \(l(\nu_j)>0\), \(j=1,2,3,4\). Clearly, all measures satisfy the condition \((5)\) but \((2)\) does not hold.
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