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We consider the ring of coinvariants for a modular represen-
tation of a cyclic group of prime order p. We show that the 
classes of the terminal variables in the coinvariants have nilpo-
tency degree p and that the coinvariants are a free module over 
the subalgebra generated by these classes. An incidental re-
sult we have is a description of a Gröbner basis for the Hilbert 
ideal and a decomposition of the corresponding monomial ba-
sis for the coinvariants with respect to the monomials in the 
terminal variables.

© 2014 Elsevier Inc. All rights reserved.

Introduction

Let V denote a finite dimensional representation of a finite group G over a field F. The 
induced action on the dual V ∗ extends as degree preserving algebra automorphisms to 
the symmetric algebra S(V ∗) which we denote by F[V ]. The ring of invariant polynomials 
F[V ]G := {f ∈ F[V ] | g(f) = f ∀g ∈ G} is a graded finitely generated subalgebra. The 
Hilbert ideal I is the ideal F[V ]G+ ·F[V ] in F[V ] generated by invariants of positive degree. 
In this paper we study the ring of coinvariants which is the quotient ring

F[V ]G := F[V ]/I.
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Since G is finite, F[V ]G is a finite dimensional vector space. Note also that coinvariants 
are naturally a G-module as I is closed under the action of G. Coinvariants often contain 
information about the invariants. For instance, if |G| is a unit in F, then F[V ]G is poly-
nomial if and only if F[V ]G satisfies Poincaré duality, see [4,6,13]. Even in the modular 
case, that is when |G| is divisible by the characteristic of F, some weaker versions of this 
equivalence still hold in small dimensions see [8,12]. Since F[V ]G is a finite dimensional 
vector space, the largest degree of a non-zero component is also finite. It is well known 
that in the non-modular case the top degree is bounded by the group order but it can be 
arbitrarily large otherwise [7]. In many modular cases the top degree of the coinvariants 
also coincides with the maximum degree of an indecomposable invariant and getting 
efficient bounds for the top degree has been critical when studying effective generation 
of invariant rings, see for example [5,10].

We now fix our setup. Let p be a prime integer and F a field of characteristic p. 
For the rest of the paper, G denotes the cyclic group of prime order p. Fix a gen-
erator σ of G. There are exactly p indecomposable G-modules V1, . . . , Vp over F and 
each indecomposable module Vi is afforded by a Jordan block of dimension i with 1’s 
on the diagonal. Let V be an arbitrary G-module over F. Assume that V has l sum-
mands so we can write V =

∑
1≤j≤l Vnj

. Since adding a trivial summand to a module 
does not affect the coinvariants we assume as well that nj > 1 for 1 ≤ j ≤ l. We 
set F[V ] = F[Xi,j | 1 ≤ i ≤ nj , 1 ≤ j ≤ l] and the action of σ is given by 
σ(Xi,j) = Xi,j + Xi−1,j for 1 < i ≤ nj and σ(X1,j) = X1,j . Following the estab-
lished convention, we call the variables Xnj,j for 1 ≤ j ≤ l terminal variables. We use 
graded reverse lexicographic order on the monomials in F[V ] with X1,j < · · · < Xnj ,j . 
We denote the leading monomial of a polynomial f by LM(f). We also use lower case 
letters to denote the images of the variables in the coinvariants.

Certain examples of coinvariants for modular representations of G are studied in [9]
and for each example, among other things, a reduced Gröbner basis for the Hilbert 
ideal and the corresponding monomial basis for the coinvariants are given. The goal of 
this paper is to demonstrate that some of the properties of the coinvariants and the 
Hilbert ideal that are identified in the cases studied in that source hold in general for 
an arbitrary module V . We show that the Hilbert ideal I is generated by the orbit 
products of Xnj ,j for 1 ≤ j ≤ l (which we denote by N(Xnj,j)) and polynomials in 
A := F[Xi,j | 1 ≤ i ≤ nj − 1, 1 ≤ j ≤ l]. Notice that LM(N(Xnj ,j)) = Xp

nj ,j
. Therefore 

we get that, apart from the monomials Xp
nj ,j

for 1 ≤ j ≤ l, no monomial in the unique 
minimal generating set for the lead term ideal of I is divisible by any Xnj ,j for 1 ≤ j ≤ l. 
We go on to prove that there is an isomorphism of graded F-algebras

F[xn1,1, . . . , xnl,l] ∼= F[t1, . . . , tl]/
(
tp1, . . . , t

p
l

)
,

where t1, . . . , tl are independent variables. Moreover, we show that F[V ]G is a free module 
over F[xn1,1, . . . , xnl,l].

For more background on modular invariant theory we refer the reader to [2] and [3].
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1. Reductions and results

For a polynomial f ∈ F[V ] and 1 ≤ j ≤ l, let f (i,j) denote the i-th partial deriva-
tive of f with respect to Xnj ,j . We first observe that the action of σ commutes with 
differentiation with respect to Xnj ,j .

Lemma 1. Let f ∈ F[V ] and fix 1 ≤ j ≤ l. Then σ(f (1,j)) = σ(f)(1,j). Therefore F[V ]G
is closed under differentiation with respect to Xnj,j.

Proof. Since both differentiation and the action of σ are additive it is enough to assume 
that f = gXk

nj ,j
, where g is a polynomial in the variables except Xnj ,j and k is a 

non-negative integer. First assume that k is positive. Notice that

σ
(
f (1,j)) = σ

(
kgXk−1

nj ,j

)
= kσ(g)(Xnj ,j + Xnj−1,j)k−1.

On the other hand we also have

σ(f)(1,j) =
(
σ(g)(Xnj ,j + Xnj−1,j)k

)(1,j) = kσ(g)(Xnj ,j + Xnj−1,j)k−1.

Since the action of σ does not increase the Xnj ,j degree of a polynomial, both sides of 
the identity in the assertion of the lemma are zero if k = 0. Hence the result follows. �

Notice that since I consists of finite sums 
∑

figi with fi ∈ F[V ]G+ and gi ∈ F[V ], by 
the Leibniz rule and the previous lemma we get that I is closed under differentiation 
with respect to Xnj ,j for 1 ≤ j ≤ l as well. We also note a combinatorial result that 
applies to any polynomial in F[V ] whose degree in a terminal variable is strictly less 
than p.

Lemma 2. Let f ∈ F[V ] be a polynomial of degree k < p in one of the terminal variables, 
say Xnj ,j. Write f = fkX

k
nj ,j

+ fk−1X
k−1
nj ,j

+ · · · + f0, where fk, . . . , f0 are polynomials 
in the variables except Xnj ,j. Then we have

∑
0≤i≤k

(−1)i

i! Xi
nj ,jf

(i,j) = f0.

Proof. Fix d for some 0 ≤ d ≤ k. Consider 
∑

0≤i≤k
(−1)i

i! Xi
nj ,j

(fdXd
nj ,j

)(i,j). This sum-
mation is equal to

2
∑

0≤i≤d

(−1)i

i! Xi
nj ,j

(
fdX

d
nj ,j

)(i,j) =
∑

0≤i≤d

(−1)i

i! Xi
nj ,jd · · · (d− i + 1)fdXd−i

nj ,j

=
∑

(−1)i
(
d

i

)
fdX

d
nj ,j .
0≤i≤d
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Notice that this sum is f0 if d = 0 and is zero otherwise. This gives the desired equal-
ity. �
Theorem 3. The Hilbert ideal I is generated by the orbit products N(Xnj,j) for 1 ≤ j ≤ l

and polynomials in A. Moreover, the lead term ideal of I is generated by Xp
nj ,j

for 
1 ≤ j ≤ l and monomials in A.

Proof. Let f ∈ F[V ]G. By [11, Proposition 2.1] f has a decomposition

f = g1N(Xn1,1) + g2N(Xn2,2) + · · · + glN(Xnl,l) + r,

where r ∈ F[V ]G is the normal form of f with respect to the Gröbner basis 
{N(Xn1,1), . . . , N(Xnl,l)} of the ideal (N(Xn1,1), . . . , N(Xnl,l)) in F[V ]. Therefore we 
may assume that f ∈ F[V ]G is of degree < p as a polynomial in Xnj ,j for 1 ≤ j ≤ l. Say, 
as a polynomial in Xn1,1, f has degree k < p and write f = fkX

k
n1,1+fk−1X

k−1
n1,1+· · ·+f0, 

where fk, . . . , f0 are polynomials in all variables except Xn1,1. By Lemma 1 all derivatives 
of f with respect to Xn1,1 are also invariant. Then the identity 

∑
0≤i≤k

(−1)i
i! Xi

n1,1f
(i,1) =

f0 from the previous lemma gives that f0 ∈ I. Furthermore, since the coefficients of f
and f0 are units in this identity it also gives the equality of the ideals

(
f, f (1,1), . . . , f (k,1)) =

(
f0, f

(1,1), . . . , f (k,1))

in F[V ]. Therefore f is in the ideal generated by f0, f (1,1), . . . , f (k,1). Note that these 
polynomials have degree < k in Xn1,1. Moreover since differentiation with respect to 
Xn1,1 does not increase the degree with respect to any variable, their degrees with respect 
to other terminal variables are still strictly less than p. Therefore by induction on the 
degree k we get that I is generated by the norms N(Xnj ,j) for 1 ≤ j ≤ l and polynomials 
that are of degree zero in Xn1,1 and of degree < p in the Xnj ,j for 2 ≤ j ≤ l. Since I
is closed under differentiation with respect to any terminal variable, we can repeat this 
process by applying the identity of the previous lemma (with respect to other terminal 
variables) to the successive constant terms. So we get that I is generated by N(Xnj ,j) for 
1 ≤ j ≤ l and polynomials in A. Finally, recall that by Buchberger’s algorithm a Gröbner 
basis is obtained by reduction of S-polynomials by polynomial division, see [1, §1.7]. But 
the S-polynomial of two polynomials in A is also in A and via polynomials in A it also 
reduces to a polynomial in A. Moreover, the S-polynomial of N(Xnj ,j) and a polynomial 
in A and the S-polynomial of a pair N(Xnj ,j) and N(Xnj′ ,j

′) reduce to zero since their 
leading monomials are pairwise relatively prime for any 1 ≤ j �= j′ ≤ l. Hence the result 
follows. �
Remark 4. Let Λ denote the set of monomials in F[V ] that do not belong to the lead 
term ideal of I. Then the images of monomials in Λ in F[V ]G form a vector space 
basis for F[V ]G. The previous theorem gives us that a monomial M ∈ A is in Λ if and 
only if MXk1

n ,1 · · ·Xkl

n ,l is in Λ for all 0 ≤ kj ≤ p − 1 for 1 ≤ j ≤ l. It follows that 

1 l
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(1 + t + t2 + · · · + tp−1)l divides the Hilbert polynomial of F[V ]G and that the vector 
space dimension of F[V ]G is divisible by pl. In the next theorem we show that this is not 
a combinatorial accident.

Theorem 5. We have an isomorphism of graded F-algebras

F[xn1,1, . . . , xnl,l] ∼= F[t1, . . . , tl]/
(
tp1, . . . , t

p
l

)
,

where t1, . . . , tl are independent variables. Moreover, F[V ]G is a free module over 
F[xn1,1, . . . , xnl,l]. In particular, HF[V ]G (t)

(1+t+t2+···+tp−1)l ∈ Z[t], where HF[V ]G(t) is the Hilbert 
polynomial of F[V ]G.

Proof. We first show that the nilpotency degree of xnj,j in F[V ]G is p for 1 ≤ j ≤ l. 
Pick 0 < i < p. Then xi

nj ,j
= 0 for some 1 ≤ j ≤ l implies that Xi

nj ,j
∈ I. This 

is a contradiction to the description of the lead term ideal of I given by the previous 
theorem. Next we show that xp

nj ,j
= 0 for 1 ≤ j ≤ l. Equivalently, we prove Xp

nj ,j
∈ I. 

Without loss of generality take j = 1. Set Ñ = N(Xn1,1) − Xp
n1,1. Notice that Ñ is a 

polynomial of degree < p in Xn1,1. Call this degree k. So Lemma 2 applies and we get ∑
0≤i≤k

(−1)i
i! Xi

n1,1Ñ
(i,1) = f0, where f0 is the constant term (as a polynomial in Xn1,1) 

of Ñ . But since they differ by Xp
n1,1, the constant terms of Ñ and N(Xn1,1) are equal. 

On the other hand since N(Xn1,1) is the orbit product of Xn1,1, all terms in N(Xn1,1)
are divisible by Xn1,1. It follows that f0 = 0. Moreover, since Ñ and N(Xn1,1) differ by a 
polynomial whose derivative with respect to Xn1,1 is zero, their derivatives are all equal. 
But all derivatives of N(Xn1,1) are invariant by Lemma 1. It follows that Ñ (i,1) ∈ F[V ]G

for 0 < i ≤ k. Therefore the equality 
∑

0≤i≤k
(−1)i

i! Xi
n1,1Ñ

(i,1) = 0 gives us that Ñ ∈ I. 
So Xp

n1,1 ∈ I as well.
Let t1, . . . , tl be independent variables and consider the natural graded surjection 

from F[t1, . . . , tl] to F[xn1,1, . . . , xnl,l]. Since nilpotency degree of xnj ,j is p for 1 ≤ j ≤ l, 
the kernel of this map contains the ideal (tp1, . . . , t

p
l ). If this ideal does not contain the 

kernel, then I contains a polynomial in Xn1,1, . . . , Xnl,l such that no monomial in that 
polynomial is divisible by any Xp

nj ,j
for 1 ≤ j ≤ l. This is a contradiction to the 

description of the lead term ideal of I in the previous theorem. So we establish the 
isomorphism in the assertion of the theorem.

Secondly, let Λ′ denote the set of monomials in A that do not belong to the lead term 
ideal of I, i.e., Λ′ = Λ ∩A. Then by the previous remark the images of these monomials 
in F[V ]G generate F[V ]G as a module over F[xn1,1, . . . , xnl,l]. In fact they generate freely 
since MXk1

n1,1 · · ·X
kl

nl,l
is in Λ for all M ∈ Λ′ and 0 ≤ kj ≤ p − 1 for 1 ≤ j ≤ l and the 

images of monomials in Λ form a vector space basis for F[V ]G.
Final statement follows easily from the second one because the Hilbert polynomial of 

F[t1, . . . , tl]/(tp1, . . . , t
p
l ) is (1 + t + t2 + · · · + tp−1)l. �
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