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Abstract

We consider a retailer selling a fixed inventory of two perishable products over a finite horizon. Assuming Poisson arrivals and a bivariate reservation price distribution, we determine the optimal product and bundle prices that maximize the expected revenue. Our results indicate that the performances of mixed bundling, pure bundling and unbundled sales strategies heavily depend on the parameters of the demand process and the initial inventory levels. Bundling appears to be most effective with negatively correlated reservation prices and high starting inventory levels. When the starting inventory levels are equal and in excess of average demand, most of the benefits of bundling can be achieved through pure bundling. However, the mixed bundling strategy dominates the other two when the starting inventory levels are not equal. We also observe that an incorrect modeling of the reservation prices may lead to significant losses. The model is extended to allow for price changes during the selling horizon. It is shown that offering price bundles mid-season may be more effective than changing individual product prices.
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1. Introduction

Bundling is the practice of selling two or more products together. Companies engage in bundling in a wide range of industries including information goods (e.g., software such as Microsoft’s Office Suite), travel services (e.g., vacation packages from travel agencies), restaurants (e.g., McDonald’s Happy Meal), durable consumer goods (e.g., personal computer options) and non-durable consumer goods (e.g., dishwasher detergent and rinse aid packages). Bundles are offered for a variety of reasons. Strategically, a company may use bundling to preserve (or increase) market power, or to extend its market power in one product to another. Efficiency reasons include achieving cost savings and quality improvements and reducing pricing inefficiencies. See Nalebuff (2003) for a detailed discussion of the motivations to engage in bundling.

The advancement of the Internet and other information technologies has brought the practice of bundling to a new frontier. An enormous amount of detailed consumer buying behavior data are now available, and the E-tailers are able to make bundling and pricing decisions in a costless and timely manner. According to a survey by E-tailing Group Inc., 88% of top 100 online retailers suggest additional products on their websites (E-tailing Group (2004)). For example, a customer who intends to buy the latest R.E.M. album “Around the Sun” for $13.49 or “At the Organ” album from The Minus 5 for $10.99 from Amazon.com will be offered to buy them together at a discounted price of $22.48. Note that the online retailer does not always need to offer a discount on the bundle, as the shipping costs are almost never linear (Amazon.com charges $2.98 for a single CD, $3.97 for two CDs for standard shipping to US customers). Bundling or cross-selling is also very popular for books, music, electronics and apparel and accessories, and online travel service providers.
While there is a significant adoption of bundling practices in the industry, there are also serious challenges for companies that consider implementation of bundling. First, the benefits of bundling need to be quantified in order to see whether the benefits justify the potential costs and additional complexity in operations. Also, if the company is offering more than two products, it needs to specify the number of different bundle types to offer and what products to include in each specific bundle. For products that are sold as part of a bundle, the company also needs to decide whether it will continue to sell these products individually (i.e., mixed bundling) or not (i.e., pure bundling). Finally, the company needs to determine the bundle prices and individual product prices that will maximize its profits.

Previous research on bundling in the marketing and economics literature focuses on the identification of demand settings for which bundling is profitable. The purchase behavior of the customers is usually characterized by the reservation price (maximum price a customer is willing to pay for a product) distributions of the products. Correlation between the reservation prices, complementarity, substitutability and heterogeneity of valuations among customers are major factors in the discussion of the profitability of bundling strategies. The earliest study to address such issues is by Stigler (1963) who assumes additive reservation prices for the bundle and concludes that the profitability of bundling is due to the negative correlation in reservation prices. Adams and Yellen (1976) use the same settings as Stigler (1963) and argue that the profitability of bundling can stem from its ability to sort customers into groups with different reservation price characteristics, and hence extract consumer surplus. Considering the three bundling strategies, pure components (unbundling), pure bundling and mixed bundling, they conclude that relative profitability of these three strategies depends on the distribution of the reservation prices and the structure of the costs (see also Jeuland (1984)). In numerous experiments they have provided, it is found that some form of bundling is more profitable than simple monopoly pricing and bundling seems to be a more efficient method than price discrimination. Schmalensee (1984) modifies the framework of Stigler (1963) by assuming a bivariate normal reservation price distribution and allowing for positive correlation. He shows that pure bundling operates by reducing the effective dispersion in buyers’ tastes, since the standard deviation of reservation prices for the bundle is less than the sum of the standard deviations for the two components as long as reservation prices are not perfectly correlated. Schmalensee (1984) also shows that mixed bundling combines the advantages of pure bundling and unbundling strategies. This policy enables the seller to reduce effective heterogeneity among those buyers with high reservation prices for both goods, while still selling at a high markup to those buyers willing to pay a high price for only one of the goods. In a comment to Schmalensee (1984), Long (1984) relaxes the normality assumption on reservation price distributions and also concludes that the most favorable case for bundling as a price discrimination device is when the bundle components have negatively correlated reservation prices. Focusing on graphical analysis of bundling, Salinger (1995) indicates that if bundling does not lower costs, it tends to be profitable with negatively correlated reservation prices that are high relative to costs. If bundling lowers costs and is high relative to reservation values, positively correlated reservation values increase the incentive to bundle.

Although not directly related to our study, see also Ansari et al. (1996) for the determination of the optimal number of items to be included in a service bundle, Ben-Akiva and Gershenfeld (1998) for customer choice behavior for bundles with correlated demand, Carbajo et al. (1990) for incentives for bundling under imperfect competition, Hanson and Martin (1990) for the calculation of optimal bundle prices in a deterministic setting, using mixed integer linear programming, Ernst and Kouvelis (1999) for the effect of selling product bundles (as opposed to price bundles in our case) on inventory decisions, and Stremersch and Tellis (2002) for a clear discussion of bundling terminology which is used in the marketing, economics and law literature in a somewhat unclear way. Finally, we note the growing literature on bundling of information goods (see, for example, Bakos and Brynjolfsson (1999)). However, the setting for the information goods is distinctly different from physical goods and most services, since the marginal costs are close to zero and inventory is almost never a constraint.

The basic assumption in the studies in the marketing and economics literature is that there is an abundant supply of the products, perhaps at a certain cost. In contrast, we assume that there is an initial inventory of items which needs to be sold over a finite horizon. As such, we follow the approach taken in the revenue management literature. See Talluri and van Ryzin (2004) and McGill and van Ryzin (1999) for reviews of revenue management research and Elmaghraby and Keskinocak (2003) for a review of dynamic pricing research and practice in this context. Inventory considerations in bundling decisions are critical in many product categories including travel services (airplane seats, hotel rooms and rental cars), event tickets, fashionable products such as apparel and accessories and high technology products. In contrast to previous research on bundling, we also explicitly model the customer arrival process and the behavior of the customers when the inventory of one of the products that the bundle is composed of runs out before the end of the horizon.

The papers that could be considered most directly related to our work in the revenue management literature are those studying multiple product revenue management problems as introduced in Gallego and van Ryzin (1997), Netessine et al. (2006) study a problem where they consider an e-commerce seller that dynamically forms and prices product or service packages. The problem is modeled as a dynamic program based on two possibilities in case of
stock-out: an emergency replenishment of the customer’s initial request or lost sales. Our model differs from Netesine et al. (2006) as we assume posted prices and we explicitly model the consumer choice given that she is given three alternatives up-front: to purchase either one of the products or the bundle or none.

The specific model that is used in this study involves two products that are sold over a finite horizon, either individually or as part of the bundle. It is assumed that the replenishment decisions for these two products are already made and no additional replenishments are possible during the horizon. The customers arrive following a Poisson process and each customer makes a purchasing decision based on her reservation prices of individual products: she either buys one of the individual products, buys the bundle or leaves without a purchase. It is assumed that the bundle does not require any physical integration of the products (i.e., price bundling as opposed to product bundling), thus a bundle purchase is possible as long as both products have positive inventory (no separate inventory is kept for the bundle). No cost is incurred for the formation of the bundle. If the inventory of one of the products is depleted, the customer has only two options: she either buys the remaining product or leaves without a purchase. The objective is to determine the individual product prices and the bundle price so as to maximize the expected revenue over the entire horizon. Although the main focus of the present study is the analysis of bundling strategies and the impact of bundling with constant prices through the selling horizon, the analysis of this single period model allows us to extend our model to incorporate price changes during the selling horizon. We therefore discuss such an extension and provide the dynamic programming formulation of the problem together with a numerical example.

In a numerical study, we investigate the impact of several factors on the optimal expected revenues, prices and the amount of sales. These factors include the correlation between the reservation prices of the two products, the degree of contingency (complementarity or substitutability), the level of the initial stocks and the shape of the reservation price distributions. We also compare the performance of the mixed bundling strategy against that of the pure bundling and unbundling strategies. Our results show that bundling is most effective when the starting inventory levels are high and the reservation prices are negatively correlated. When the starting inventory levels for the two products are equal, most of the benefits of bundling can be obtained through pure bundling. When the starting inventory levels are not equal, the mixed bundling strategy clearly outperforms the other two. Our numerical study also shows that bundling is more effective when the products are more complementary and less substitutable. To the best of our knowledge, in the bundling literature only the symmetric and particularly the normal reservation prices are used. However, in practice, we may expect that, high reservation prices would have less probability than low ones, indicating a right skewed distribution. To conform with this intuition, we investigated the bivariate gamma density for the reservation prices. It is observed that if the sub optimal prices resulting from a normality assumption are used when in fact the reservation prices are gamma distributed, there may be a significant loss in the revenues. We believe this finding is important from a managerial point of view. Finally, we extend our model to allow for price changes, and an illustrative example with a mid-season price change shows that the optimal initial price is higher than the expected mid-season price. It is also shown that offering price bundles mid-season may be a more effective mechanism than changing individual product prices.

The rest of the paper is organized as follows. Section 2 formulates the problem and introduces the model. Section 3 contains the numerical results. Section 4 extends the model to multiple periods. Section 5 concludes with a discussion of our major findings and avenues for future research.

2. Model and analysis

Given an initial inventory of two products and a finite selling season, we are concerned with the problem of determining prices of the bundle and the individual products so that the expected revenue over the selling season is maximized. To form a basis of comparison, we also study pure bundling and unbundling strategies.

Before discussing the details of our model, we elaborate on some of the fundamental assumptions that are used. In our model, the retailer’s objective is maximizing revenue as opposed to maximizing profit. This is due to the following two assumptions. First, the initial inventory levels are treated as exogenous in our model. We assume that the ordering decisions are already made and the retailer no longer has any control over the initial inventory levels. Our model can be extended to incorporate initial inventory levels as decision variables, and this will enable the retailer to jointly optimize his ordering and pricing decisions before the season. However, note that even in this case, the retailer may find it useful to re-solve a fixed inventory version of the problem, once the order is received, since he might have more demand information after a lead time. Second, we assume that there are no variable costs during the season. In situations where the retailer has an additional cost associated with selling a product or forming a bundle, our model needs to be extended to incorporate these variable costs. Note that if the retailer can always find enough supply with zero lead time or he can always salvage the leftover inventory at its original cost, our model cannot be used. In these cases, the retailer’s objective should be to maximize the profit rate as is typically done in the marketing and economics literature.

We assume that the customer preferences are governed by their reservation prices. Most commonly, the reservation price is defined as the maximum amount that a customer is willing to pay to purchase a product. We refer
the reader to Jedidi and Zhang (2002) for estimating individual consumer reservation prices and to Jedidi et al. (2003) for capturing consumer heterogeneity in the joint distribution of reservation prices in the case of bundling. Other ways to model consumer behavior for differentiated products include multinomial logit (MNL) random utility model; see van Ryzin and Mahajan (1999) and Mahajan and van Ryzin (2001).

We first consider the case where the reservation price for the bundle is equal to the sum of the individual reservation prices. This reflects the assumption that the products are individually valued and is adopted by many authors (e.g., Adams and Yellen, 1976; Schmalensee, 1984; McAfee et al. (1989)). Guiltinan (1987) refers to this assumption as the assumption of strict additivity. Venkatesh and Kamakura (2003) relax the strict additivity assumption and allow for substitutability and complementarity. In this study we analyze these cases as well. If the products are substitutable, customers want to buy only one of them at a time. Then, a customer’s reservation price for the bundle would be subadditive (less than the sum of the reservation prices). Alternatively, customers may tend to consume the two products together. These kind of products are called complementary. When products are complements, a customer’s reservation price for the bundle is superadditive (more than the sum of the reservation prices).

2.1. Problem definition

We consider a retailer that sells two perishable products, Product 1 and Product 2. There are $Q_1$ units of Product 1 and $Q_2$ units of Product 2 and a fixed planning horizon of length $T$. At the beginning of the planning horizon, the retailer sets the price $p_i$ for product $i$, $i = 1, 2$. He also provides a bundle option which implies charging the customers less than the sum of the individual product prices if they buy both. That is, the individual product prices and the bundle price, $p_b$, are determined so that $p_b < p_1 + p_2$. In this section, we assume that the initial prices remain unchanged until the end of the season which is relaxed in Section 4. It is assumed that, the retailer incurs fixed costs before the selling season. We therefore consider maximizing the revenue.

Customers arrive according to a Poisson Process with a fixed arrival rate of $\lambda$ customers/season. A customer is allowed to purchase a single product or a bundle, not both. She may also choose to leave without any purchase. We assume that the purchasing behavior of a customer is as follows: if the prices are lower than the reservation prices for more than one option, then she prefers the one which brings her the maximum surplus – the difference between the reservation price and the price. Reservation prices $R_1$ and $R_2$ are considered as random variables with a bivariate distribution with means $\mu_1$, $\mu_2$, standard deviations $\sigma_1$, $\sigma_2$ and correlation coefficient $\rho$. Let $f_{R_1, R_2}(r_1, r_2)$ denote the joint probability density function of the reservation prices $R_1$ and $R_2$ with corresponding marginals $f_{R_1}(x)$ and $f_{R_2}(x)$. For now, we assume that the reservation price, $R_b$, for the bundle is equal to the sum of the individual reservation prices, i.e., $R_b = R_1 + R_2$. Later in Section 2.5, we relax this assumption. All the distributions are assumed to be known to the retailer.

When both products are available, an arriving customer compares her reservation prices for the individual products and the bundle with their respective prices and may take four possible actions: decides to leave without any purchase, buys Product 1, buys Product 2 or buys a bundle, with respective probabilities, $x_0$, $x_1$, $x_2$ and $x_8$. If at any point during the planning horizon, one of the products is depleted, these probabilities change. We denote by $x'_1$ the probability of buying Product 1, after depletion of Product 2 and by $x'_2$ the probability of buying Product 2 after depletion of Product 1. In both cases the customer may leave without any purchase with complementary probabilities $x'_0 = 1 - x'_1$ and $x'_0 = 1 - x'_2$. Clearly, no bundle can be purchased if one of the products is not available. We first consider below the case when the retailer follows a mixed bundling strategy.

2.2. Purchasing probabilities

When both products are available, a customer will purchase nothing if her reservation prices for the two products and the bundle are lower then their corresponding sales prices. Hence,

$$x_0 = P(R_1 < p_1, R_2 < p_2, R_b < p_b)$$

$$= \int_{-\infty}^{p_1} \int_{-\infty}^{p_2} f_{R_1, R_2}(r_1, r_2) dr_2 dr_1$$

where $a_1 = \min\{p_2, p_b - p_1\}$.

For $i = 1, 2$, the customer will purchase Product $i$ if her surplus (the difference between the reservation price and sales price) is positive and larger than her surplus from the other product and the bundle. Then the probability of purchasing Product 1 is given by,

$$x_1 = P(R_1 > p_1, R_1 - p_1 > R_2 - p_2, R_1 - p_1 > R_b - p_b)$$

$$= \int_{a_1}^{\infty} \int_{-\infty}^{p_2} f_{R_1, R_2}(r_1, r_2) dr_2 dr_1$$

where $a_2 = \min\{r_1 - p_1 + p_2, p_b - p_1\}$. The probability of purchasing Product 2 is similarly obtained as

$$x_2 = \int_{a_2}^{\infty} \int_{-\infty}^{p_1} f_{R_1, R_2}(r_1, r_2) dr_1 dr_2$$

where $a_3 = \min\{r_2 - p_2 + p_1, p_b - p_2\}$.

Observing that a customer will purchase the bundle if her surplus is positive and larger than the surplus from both products, we have

$$x_0 = P(R_b > p_b, R_b - p_b > R_1 - p_1, R_b - p_b > R_2 - p_2)$$

$$= \int_{p_b - p_2}^{\infty} \int_{a_4}^{\infty} f_{R_1, R_2}(r_1, r_2) dr_2 dr_1,$$

where $a_4 = \max\{p_b - r_1, p_b - p_1\}$. 

When one of the products is depleted, an arriving customer can no longer purchase the bundle. She can either buy one unit from the remaining product or buy nothing. The probability of purchasing Product 2 in the absence of the Product 1 is given by
\[ a'_2 = P(R_2 > p_2) = \int_{p_2}^{\infty} f_{R_2}(r_2)dr_2. \]

Similarly, the probability of purchasing Product 1 in the absence of Product 2 is,
\[ a'_1 = P(R_1 > p_1) = \int_{p_1}^{\infty} f_{R_1}(r_1)dr_1. \]

Since the arrival process is Poisson, the demand for the two products and the bundle while both products are available will follow independent Poisson processes with rates \( \lambda x_1, \lambda x_2 \) and \( \lambda x_b, \) respectively. When a product is depleted, the sales of the remaining product will also be a Poisson process, however with modified rates \( \lambda x'_2 \) and \( \lambda x'_1. \)

### 2.3. Sales probabilities

Let \( N_1, N_2, N_b \) denote the numbers of Product 1, Product 2 and the bundle that are sold during the selling horizon which starts with \( Q_1 \) units of Product 1 and \( Q_2 \) units of Product 2. Also let
\[ P(n_1, n_2, n_b) = P(N_1 = n_1, N_2 = n_2, N_b = n_b) \]
be the joint probability function for such sales. The derivation of \( P(n_1, n_2, n_b) \) needs a careful consideration. There are four possible realizations for any selling horizon: (i) No stockout in any products, (ii) Stockout only in Product 2, (iii) Stockout only in Product 1, and (iv) Stockout in both products. When there is stockout in both products, one should also keep track of the order of the stockout times since this changes the dynamics of the purchasing behavior of the customers. Next, the calculation of \( P(n_1, n_2, n_b) \) is illustrated.

**Case 1.** No stockout in any products: in this case we have \( n_1 + n_b < Q_1 \) and \( n_2 + n_b < Q_2. \)

Since both products are available until the end of the season, \( N_1, N_2, \) and \( N_b \) behave as independent Poisson random variables during the selling season and we have
\[ P(n_1, n_2, n_b) = \frac{e^{-\lambda x_1 T} (\lambda x_1 T)^{n_1}}{n_1!} \frac{e^{-\lambda x_2 T} (\lambda x_2 T)^{n_2}}{n_2!} \frac{e^{-\lambda x_b T} (\lambda x_b T)^{n_b}}{n_b!}. \]

**Case 2.** No stockout in Product 1 and stockout in Product 2.

Suppose now, Product 2 stocks out during the planning horizon but there is at least one unit of Product 1 on hand at the end. This corresponds to having \( n_1 + n_b < Q_1 \) and \( n_2 + n_b = Q_2. \)

We first condition on the time \( \Xi, \) at which Product 2 is depleted. Due to Poisson arrivals, \( \Xi \) will have an Erlang distribution, the parameters of which will depend on how the depletion of Product 2 is realized. In particular, the stockout can be experienced either by an individual purchase of Product 2, or by a bundle purchase. Each of these realizations induce different dynamics to the system. Suppose a stockout occurs in Product 2 at the time instance \( \zeta \) and let \( N_{11}(\zeta) \) be the number of Product 1 that is sold in the interval \([0, \zeta].\) If the last purchase that depletes the inventory of Product 2 is a single purchase, then \( \Xi \) will have an Erlang distribution with shape and scale parameters \( n_2 \) and \( x_2, \) respectively. This implies that \( n_b \) bundle purchases have occurred in \((0, \zeta].\) If the last purchase however, is a bundle, then \( \Xi \) will have an Erlang distribution with shape and scale parameters \( n_b \) and \( x_b, \) respectively. This will then imply that \( n_2 \) individual Product 2 purchases have occurred in \((0, \zeta].\) In each case, if \( N_{11}(\zeta) = n_{11}, \) this corresponds to \( n_{11} \) Product 1 purchases in \([0, \zeta]\) and \( n_1 - n_{11} \) Product 1 purchases in \((\zeta, T].\) Let \( g_{\beta, \theta}(.\) denote the probability density function of an Erlang variable with shape and scale parameters \( \beta \) and \( \theta. \) Also let \( I(a \geq b) \) be an indicator function which equals 1 if \( a \) is larger than or equal to \( b, \) 0 otherwise.

Then, conditioning on \( \Xi \) and how the stockout of Product 2 is realized, we have
\[ P(n_1, n_2, n_b) = I(n_2 \geq 1) \int_0^T A(\xi) g_{n_2, x_2, \xi}(\xi) d\xi + I(n_b \geq 1) \]
\[ \times \int_0^T B(\xi) g_{n_b, x_b, \xi}(\xi) d\xi, \]

where
\[ A(\xi) = \sum_{n_{11}=0}^{n_{11}} \frac{e^{-\lambda x_1 (\bar{\lambda}_1 - \zeta)} (\bar{\lambda}_1 (\bar{\lambda}_1 - \zeta)^{n_{11}} - \bar{\lambda}_1) (n_1 - n_{11})!}{n_{11}!} \]
\[ \times \frac{e^{-\lambda x_2 (\bar{\lambda}_2) n_{11}}}{n_{11}!} \]
and
\[ B(\xi) = \sum_{n_{11}=0}^{n_{11}} \frac{e^{-\lambda x_1 (\bar{\lambda}_1 - \zeta)} (\bar{\lambda}_1 (\bar{\lambda}_1 - \zeta)^{n_{11}} - \bar{\lambda}_1) (n_1 - n_{11})!}{n_{11}!} \]
\[ \times \frac{e^{-\lambda x_2 (\bar{\lambda}_2) n_{11}}}{n_{11}!}. \]

**Case 3.** No stockout in Product 2 and stockout in Product 1.

The purchase probabilities for this case are obtained in a manner similar to the previous case. For \( n_1 + n_b = Q_1 \) and \( n_2 + n_b < Q_2, \) we have
\[ P(n_1, n_2, n_b) = I(n_1 \geq 1) \int_0^T A(\xi) g_{n_1, n_2}(\xi) d\xi + I(n_b \geq 1) \]
\[ \times \int_0^T B(\xi) g_{n_b, n_2}(\xi) d\xi, \]
where
\[ A(\xi) = \sum_{n_2=0}^{\infty} e^{-\lambda_2(\xi)} e^{-(\lambda_2^C T - \xi)} \frac{(\lambda_2^C)^{n_2}}{n_2!}, \]
\[ B(\xi) = \sum_{n_2=0}^{\infty} e^{-\lambda_2(\xi)} e^{-(\lambda_2^C T - \xi)} \frac{(\lambda_2^C)^{n_2}}{n_2!}. \]

**Case 4. Stockout in both products.**

Suppose now that both products are depleted during the planning horizon which corresponds to the case \( n_1 + n_b = Q_1 \) and \( n_1 + n_b = Q_2 \). We first observe that stockout in both products can occur by three different realizations: Product 1 or Product 2 depletes first, or both can deplete simultaneously by a bundle purchase. Corresponding to each of these realizations we define separate sales probabilities \( P_A(n_1, n_2, n_b) \) (Product 1 depletes first), \( P_B(n_1, n_2, n_b) \) (Product 2 depletes first) and \( P_C(n_1, n_2, n_b) \) (both products deplete simultaneously) such that
\[ P(n_1, n_2, n_b) = P_A(n_1, n_2, n_b) + P_B(n_1, n_2, n_b) + P_C(n_1, n_2, n_b). \]

We now derive these sales probabilities.

First we derive \( P_A(n_1, n_2, n_b) \). Suppose Product 1 depletes first at time \( \Xi = \xi_1 \) and let \( N_{12}^C(\xi_1) \) be the number of Product 2 that is sold in \( (0, \xi_1] \). Similar to the previous case, the last purchase that causes the stockout of Product 1 can be either a single or a bundle purchase. If it is a single purchase, \( \Xi \) has an Erlang distribution with parameters \( n_1 \) and \( \lambda_1 \) and there are \( n_b \) bundle purchases in \( (0, \xi_1] \). If it is a bundle, \( \Xi \) has an Erlang distribution with parameters \( n_b \) and \( \lambda_b \) and there are \( n_1 \) Product 1 purchases in \( (0, \xi_1] \). In either case, \( N_{12}^C(\xi_1) = n_2 \) implies that there are \( n_2^b \) Product 2 purchases in \( (0, \xi_1] \). The maximum value that \( n_2^b \) can take is \( n_2 - 1 \), since we have to ensure that Product 2 has not depleted before Product 1. Also, in order that Product 2 is depleted by the end of the selling season, we must have at least \( n_2 - n_2^b \) Product 2 purchases in \( (\xi_1, T] \). Letting as before
\[ A(\xi_1) = \sum_{n_2=0}^{\infty} \frac{e^{-\lambda_1(\xi_1)}(\lambda_1^C)^{n_2}}{n_2!} \]
\[ \times \frac{e^{-(T-\xi_1)(\lambda_1^C)}(\lambda_1^C)^{n_2}}{n_2!} \frac{e^{-\lambda_b(\xi_1)}(\lambda_b^C)^{n_2}}{n_2!}, \]
and
\[ B(\xi_1) = \sum_{n_2=0}^{\infty} \frac{e^{-\lambda_1(\xi_1)}(\lambda_1^C)^{n_2}}{n_2!} \]
\[ \times \frac{e^{-(T-\xi_1)(\lambda_1^C)}(\lambda_1^C)^{n_2}}{n_2!} \frac{e^{-\lambda_b(\xi_1)}(\lambda_b^C)^{n_2}}{n_2!}. \]

we have
\[ P_A(n_1, n_2, n_b) = I(n_1 \geq 1) \int_0^T A(\xi_1) g_{n_1, n_2}(\xi_1) d\xi_1 + I(n_b \geq 1) \]
\[ \times \int_0^T B(\xi_1) g_{n_b, n_2}(\xi_1) d\xi_1. \]

The derivation of \( P_B(n_1, n_2, n_b) \) is the same as the derivation of \( P_A(n_1, n_2, n_b) \), except that we now assume Product 2 depletes first.

In order to derive \( P_C(n_1, n_2, n_b) \), let \( \Xi_{12} = \xi_{12} \) be the time that both products deplete simultaneously by a bundle purchase. Then \( \Xi_{12} \) has an Erlang distribution with parameters \( n_1 \), \( \lambda_1 \), and \( n_2 \) units of Product 1 and \( n_2 \) units of Product 2 are sold in \( (0, \xi_{12}] \). Thus, we have
\[ P_C(n_1, n_2, n_b) = \int_0^T e^{-\lambda_1(\xi_{12})^C}(\lambda_1^C)^{n_2} \frac{n_2!}{n_2!} \]
\[ \times e^{-(T-\xi_{12})(\lambda_1^C)}(\lambda_1^C)^{n_2} \]
\[ g_{n_1, n_2}(\xi_{12}) d\xi_{12}. \]

### 2.3.1. Optimization problem

Having provided the sales probabilities for different realizations, we can now state the optimization problem. For given initial stock levels \( Q_1 \) and \( Q_2 \), the problem is to find the individual product prices and the bundle price, i.e., \( p = (p_1, p_2, p_b) \), so that the expected revenue is maximized. Thus, the problem for the mixed bundling case can be expressed as
\[ \max_{p} \sum_{n_1, n_2, n_b} (p_1 n_1 + p_2 n_2 + p_b n_b) P(n_1, n_2, n_b; p) \]
\[ \text{s.t. } p_1 + p_2 \geq p_b. \]

The problem is a non-linear program with a single constraint on prices.

### 2.4. Unbundling and pure bundling strategies

The analysis for the unbundling and pure bundling strategies are carried out similarly, except with modified purchasing probabilities. In the unbundling case an arriving customer can buy nothing, buy Product 1 or Product 2 or both at a price \( p_1 + p_2 \) with the following purchasing probabilities:
\[ x_0 = P(R_1 \leq p_1, R_2 \leq p_2), \]
\[ x_1 = P(R_1 \geq p_1, R_2 \leq p_2), \]
\[ x_2 = P(R_1 \leq p_1, R_2 \geq p_2), \]
\[ x_0 = P(R_1 \geq p_1, R_2 \geq p_2). \]

Pure bundling simply refers to the case with a single product, the bundle. The customer either buys the product with probability \( x_0 = P(R_1 + R_2 \geq p_b) \), or leaves without a purchase with probability \( x_0 = 1 - x_0 \). For comparison purposes, we have included this case in our numerical study, however such a comparison is somewhat restricted since it is reasonable to make comparisons only when \( Q_1 = Q_2 \).
2.5. Superadditivity and subadditivity of reservation prices

The analysis so far assumes that the consumer’s reservation price for the bundle is equal to the sum of her reservation prices for the individual products, i.e., $R_b = R_1 + R_2$. When the two products are complements or substitutes, the assumption of strict additivity does not hold. Following the approach in Venkatesh and Kamakura (2003), we define $\theta$ to measure the degree of contingency (the degree of complementarity or substitutability) given by

$$\theta = \frac{R_b - (R_1 + R_2)}{R_1 + R_2}. \tag{1}$$

As noted in Venkatesh and Kamakura (2003), “correlation in reservation prices and the degree of contingency are two distinct notions. While the degree of contingency parameter $\theta$ captures perceived value enhancement or reduction within each consumer, the correlation in reservation prices for two products shows how stand-alone reservation prices relate to each other across consumers”.

We note that the characterization of the degree of contingency given in (1) is rather restrictive and forces the reservation price of the bundle to be an exact linear combination of the reservation prices. More general characterizations are possible including defining a trivariate distribution for the reservation prices for Product 1, Product 2 and bundle as is done in Jedidi et al. (2003).

With the characterization in (1), the purchase probabilities can be calculated in a way similar to the one in Section 2.2. The purchase probabilities when there is no stockout can be calculated by observing $R_b = (1 + \theta)(R_1 + R_2)$. The no purchase probability is given by

$$a_0 = P(R_1 < p_1, R_2 < p_2, R_b < p_b)$$

$$= P(R_1 < p_1, R_2 < p_2, (1 + \theta)(R_1 + R_2) < p_b)$$

$$= P(R_1 < p_1, R_2 < \min\{p_2, (p_b - (1 + \theta)R_1)/(1 + \theta)\})$$

$$= \int_{-\infty}^{p_1} \int_{-\infty}^{p_2} f_{R_1,R_2}(r_1,r_2) dr_2 dr_1$$

where $a_1 = \min\{p_2, (p_b - (1 + \theta)r_1)/(1 + \theta)\}$.

The purchase probability of the first product is given by

$$a_1 = P(R_1 > p_1, R_1 > R_2 - p_2, R_1 > p_1 > R_b - p_b)$$

$$= P(R_1 > p_1, R_1 > p_1 > R_2 - p_2)$$

$$= \int_{-\infty}^{p_1} \int_{-\infty}^{p_2} f_{R_1,R_2}(r_1,r_2) dr_2 dr_1,$n}

where $a_2 = \min\{r_1 - p_1 + p_2, (p_b - p_1 - \theta r_1)/(1 + \theta)\}$. The purchase probability of the second product is obtained similarly as

$$a_2 = \int_{-\infty}^{p_1} \int_{-\infty}^{p_2} f_{R_1,R_2}(r_1,r_2) dr_1 dr_2$$

where $a_3 = \min\{r_2 - p_2 + p_1, (p_b - p_2 - \theta r_2)/(1 + \theta)\}$. Finally, the purchase probability of the bundle can be derived as

$$a_b = 1 - a_0 - a_1 - a_2.$$

The purchase probabilities when there is a stockout are the same as those given in Section 2.2.

2.6. An example

In a recent study, Jedidi et al. (2003) develop a model for capturing heterogeneity in the joint distribution of the reservation prices of products and provide three examples for which they conduct experiments to estimate reservation price distributions. We present below an application of our methodology for two of their examples: a combination of a video camera (VC) and a video cassette player/recorder (VP) and a combination of a microwave oven (MO) and television (TV). Jedidi et al. provide the estimates given in Table 1 for the parameters of the reservation price distributions, assuming normality.\(^2\)

Jedidi et al. use a profit maximization approach to determine the optimal product and bundle prices assuming that the products can be acquired upon the request of the customer (or unsold inventory can be returned at the marginal cost). Using numerical methods, the profit maximizing prices $(p_1, p_2, p_b) = (520, 256, 670)$ for the VC-VP pair and $(p_1, p_2, p_b) = (235, 314, 510)$ for the MO-TV pair are obtained.

In contrast to the work of Jedidi et al., we assume that the inventory decisions are already made by the retailer (which is valid for significantly many industries) and the retailer maximizes its revenues over a finite selling season without any further replenishment opportunities. Using our model, which also allows for substitution in stockout times, with $\lambda = 20$ and $T = 1$, the optimal product prices and bundle prices are computed for a variety of starting inventory levels for the reservation price distribution parameters given in Table 1. The results are reported in Table 2.

For the VC-VP pair, the products are partial substitutes $(\theta = -0.13)$, and the reservation prices are strongly positively correlated $(\rho = 0.89)$. As seen from Table 2, when the starting inventory levels are low, the retailer does not utilize bundling since bundling is rather ineffective due to high correlation (this will be further discussed in our numerical study in the next section). When the starting inventories are equal, the retailer prices the products and the bundle so that more demand is shifted to the more expensive VC. Finally observe that as the starting inventories are increased, the retailer uses more bundling and the expected revenue increases.

\(^2\) As discussed in Section 2.5, we use the characterization in (1) for the degree of contingency rather than the trivariate reservation price distribution modeling in Jedidi et al.
We should note that there are some industries (e.g., high-tech) where a profit maximization approach can be used to optimize prices when the company is still using replenishments to meet future demand. But once the company starts to operate in a liquidation mode (e.g., as in the sales of soon-to-be-obsolete inventories), the company should adopt distinctly different bundling and pricing strategies.

### 3. Numerical results

We now present the results of our numerical study to illustrate the impact of various factors on pricing decisions in the presence of bundling. Our primary focus is the mixed bundling strategy and the factors that we consider are the correlation between the reservation prices, the starting inventory levels and the degree of contingency. We also investigate the conditions under which a mixed bundling strategy provides the largest profit gains against pure bundling and un-bundling strategies. In this paper, we report the most significant findings of the numerical study. For a more detailed exposition of the numerical results, please see Bulut et al. (2006).

In our numerical study, we first assume that customer reservation price pairs follow a bivariate normal distribution and investigate the impact of several factors on the revenue with this assumption. The normal distribution is by far the most extensively used one in bundling studies. According to Schmalensee (1984), the Gaussian family is a plausible choice to describe the distribution of customer preferences in a population of buyers. The bivariate normal distribution has a small number of easily interpreted parameters and, due to the additive property, the distribution of the bundle is also normal. One difficulty working with the normal distribution is that it allows for negative values. As Salinger (1995) also argues, as long as an undesirable product of a bundle can be disposed of freely, the assumption of negative valuations is not warranted. Therefore, we select appropriate parameters for the normal distributions in our numerical study to ensure non-negative valuations.

Despite the advantages of normal distributions mentioned above, the symmetry property may not always be realistic in practice for reservation prices, since we would expect less probability for higher prices. To investigate the impact of skewness, in the last part of our numerical

### Table 1
The data for the example

<table>
<thead>
<tr>
<th>Product group</th>
<th>VC</th>
<th>VP</th>
<th>MO</th>
<th>TV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average reservation price ($\mu_i$)</td>
<td>561.81</td>
<td>231.21</td>
<td>157.69</td>
<td>264.40</td>
</tr>
<tr>
<td>Standard deviation ($\sigma_i$)</td>
<td>89.00</td>
<td>62.89</td>
<td>67.34</td>
<td>74.73</td>
</tr>
<tr>
<td>Correlation coefficient ($\rho$)</td>
<td>0.89</td>
<td>0.51</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Degree of contingency ($\theta$)</td>
<td>-0.13</td>
<td>0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For the MO-TV pair, the products are neither substitutes nor complements ($\theta = 0$), and the reservation prices are moderately positively correlated ($\rho = 0.51$). We note from Table 2 that as the starting inventory levels increase, the prices decrease and the revenue increases. If there is an asymmetry in the inventory levels of the products, the prices change inversely with the number of available products. For this pair, bundling is an effective option and we note a sharper decrease in bundle prices as inventory levels increase.

Although the profit maximization approach of Jedidi et al. and the approach proposed in this study are not directly comparable, we report in columns 7 and 13 of Table 2 the expected revenues if the retailer charges the prices $(p_1, p_2, p_b) = (520, 256, 670)$ for the VC-VP pair and $(p_1, p_2, p_b) = (235, 314, 510)$ for the MO-TV pair even though the starting inventory levels are fixed as given in the first two columns and no further replenishments are possible. Columns 8 and 14 report the percentage revenue gaps. This comparison emphasizes the sub-optimality that would result from using the optimal prices from a model directly comparable, we report in columns 7 and 13 of Table 2 the expected revenues if the retailer charges the prices

### Table 2
Optimal prices for the proposed model

<table>
<thead>
<tr>
<th>$Q_1$</th>
<th>$Q_2$</th>
<th>VC-VP</th>
<th>MO-TV</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_1^*$</td>
<td>$p_2^*$</td>
<td>$p_b^*$</td>
<td>$E(R)$</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>591</td>
<td>255</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>562</td>
<td>236</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>522</td>
<td>217</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>468</td>
<td>209</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>533</td>
<td>188</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>466</td>
<td>235</td>
</tr>
</tbody>
</table>
section we considered a bivariate gamma density for reservation prices over a small experimental set.

### 3.1. Joint optimization of \( p_1, p_2 \) and \( p_b \)

We first consider the case where the retailer jointly optimizes the prices of the individual products and the bundle. Throughout the numerical study, we consider a base case to benchmark against different cases. In this base case, the reservation prices for both products are identically distributed with \( \mu_1 = \mu_2 = 15 \) and \( \sigma_1 = \sigma_2 = 2 \). The degree of contingency \( \theta \) is set to 0. Initial inventories are also identical at \( Q_1 = Q_2 = 10 \). We assume \( T = 1 \) and the customer arrival rate to be equal to the total number of individual products available, i.e., \( \lambda = 20 \). The optimal value of the bundle price and product prices are searched over a fixed set in which prices are taken with 0.25 increments. The results for the base case are presented in Table 3. The first column stands for the correlation coefficient, the second column shows the optimal prices and the third column stands for the difference \( (p_1^* + p_2^*) - p_b^* \). The fourth column represents the optimal expected revenue; the fifth and the sixth columns represent the expected sales of the individual products and the bundle; the seventh and the eighth columns represent the purchase probabilities (when both products are available).

Table 3 shows the significant impact of the correlation coefficient on the optimal prices and expected revenues. We first observe that the optimal prices for the individual products and the bundle, and the optimal revenues decrease as the correlation coefficient increases. Bundling is most effective when the reservation prices are negatively correlated as the reservation price distribution of the bundle has the smallest variance in this case. An extreme case is \( \rho = -0.9 \), when the bundle reservation price’s variability is very small and the retailer choose to sell only bundles. When \( \rho = -0.5 \), the retailer is able to attract a significant number of bundle customers without having to offer a deep discount on the bundle price. High bundle prices also allow the retailer to keep the prices and the demand high for the individual products. When the reservation prices are positively correlated, the retailer has to offer sharper discounts for the bundle. This reduces the revenue (per unit sold) for the bundle and also reduces the demand for the individual products despite low prices. The observation that bundling is particularly beneficial with negatively correlated reservation prices is also made in earlier research in the marketing and economics literature; namely in Adams and Yellen (1976), Schmalensee (1984), Long (1984) and Salinger (1995). (However, as mentioned in Section 1, these papers do not consider inventory availability and do not explicitly model the customer arrival process over a selling horizon).

Next, we consider the impact of initial inventory levels on the expected revenues and optimal prices. We consider two other quantity combinations. Table 4 has results for the case of limited inventories, \( (Q_1 = Q_2 = 5) \) and for the case of excess inventories, \( (Q_1 = Q_2 = 15) \). We first observe that when the initial inventories are higher, the retailer’s revenues are also higher, which is expected. The optimal bundle price decreases as the starting inventory levels increase. When the inventories are limited \( (Q_1 = Q_2 = 5) \), the retailer sets all the prices high, and sells a significant number of products individually (especially when the correlation is negative). When the retailer has excess inventories \( (Q_1 = Q_2 = 15) \), the retailer sets the individual product prices high and sells only through bundling.

**Table 3**

<table>
<thead>
<tr>
<th>Joint optimization – base case</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho )</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>(-0.9)</td>
</tr>
<tr>
<td>(-0.5)</td>
</tr>
<tr>
<td>(0)</td>
</tr>
<tr>
<td>(0.5)</td>
</tr>
<tr>
<td>(0.9)</td>
</tr>
</tbody>
</table>

**Table 4**

<table>
<thead>
<tr>
<th>Joint optimization – impact of starting inventory ( \mu_1 = \mu_2 = 15, \sigma_1 = \sigma_2 = 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q_1 = Q_2 )</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>(5)</td>
</tr>
<tr>
<td>(5)</td>
</tr>
<tr>
<td>(5)</td>
</tr>
<tr>
<td>(5)</td>
</tr>
<tr>
<td>(5)</td>
</tr>
<tr>
<td>(15)</td>
</tr>
<tr>
<td>(15)</td>
</tr>
<tr>
<td>(15)</td>
</tr>
<tr>
<td>(15)</td>
</tr>
<tr>
<td>(15)</td>
</tr>
</tbody>
</table>
3.2. Fixed \( p_1 \) and \( p_2 \)

We now consider the case where the individual product prices are externally set and the retailer is optimizing only the bundle price. As in Section 3.1 we use the values \( Q_1 = Q_2 = 10, \mu_1 = \mu_2 = 15, \sigma_1 = \sigma_2 = 2, \lambda = 20 \) and \( \theta = 0 \). Fig. 1 shows how the expected revenue changes with the bundle price, for three different correlation values \((\rho = -0.9, 0.0, 0.9)\) and when \( p_1 = p_2 = 15 \). For all three correlation values, expected revenue appears to be concave in the bundle price. For all bundle prices, highest expected revenue is obtained for the negative correlation case, followed by the no correlation and positive correlation cases. The differences are small when the bundle price is very low (i.e., most customers purchase the bundle) and the differences disappear when the bundle price is very high (i.e., none of the customers purchase the bundle). The impact of the correlation on expected revenues is highest when the retailer charges a bundle price around the optimal. In Table 5, we show the results of the same problem when \( p_1 = p_2 \) is in set \([14, 15, 16]\) and report the optimal bundle price (in column 3) and the optimal expected revenues (in column 9). In addition, column 4 reports the probability of no purchase when both products are available, and column 10 reports the probability of purchase when only one of the products is available. The way the correlation coefficient impacts the optimal bundle price and the optimal expected revenues depends on the individual product prices. When the individual product prices are high (i.e., \( p_1 = p_2 = 16 \)), most of the customers would not make a purchase, if the bundle option is not offered (Note that the probability of no purchase \( x_0 \) is high). In this case, the retailer offers a bundle price that will trigger non-buyers to buy the bundle. This can be done best if the variance of the bundle reservation price is smallest. This way, the retailer can improve sales by small reductions in the bundle price. As the correlation coefficient decreases, the variance of the bundle reservation price decreases. Hence, the optimal expected revenue and the optimal bundle price are decreasing functions of the correlation coefficient for high individual product prices. When the individual product prices are low (i.e., \( p_1 = p_2 = 14 \)), most customers would buy one of the products even if the bundle option is not offered (Note that the probability of no purchase \( x_0 \) is low). In this case, the retailer would like to move some of these customers from buying individual products to buying the bundle. When the customers that already intend to buy one of the products value the other product highly as well (positive correlation), the retailer does not have to offer a deep discount on the bundle price to attract these customers. Hence, the optimal bundle price is an increasing function of the correlation coefficient for low individual product prices. When the individual product prices are moderate (i.e., \( p_1 = p_2 = 15 \)), both of the effects above cancel each other and we do not observe any impact of the correlation coefficient on the bundle price.

![Fig. 1. Revenue vs. bundle price, \( p_1 = p_2 = 15 \).](image-url)

<table>
<thead>
<tr>
<th>( \rho )</th>
<th>( p_1 = p_2 )</th>
<th>( p_0 )</th>
<th>( x_0 )</th>
<th>( E(n_1) = E(n_2) )</th>
<th>( E(m_0) )</th>
<th>( E(R) )</th>
<th>( x'_c = x'_c' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.9</td>
<td>14</td>
<td>27.75</td>
<td>0.00</td>
<td>0.27</td>
<td>0.47</td>
<td>4.15</td>
<td>5.68</td>
</tr>
<tr>
<td>-0.5</td>
<td>14</td>
<td>27.75</td>
<td>0.04</td>
<td>0.24</td>
<td>0.49</td>
<td>3.80</td>
<td>6.02</td>
</tr>
<tr>
<td>0</td>
<td>14</td>
<td>28.00</td>
<td>0.10</td>
<td>0.21</td>
<td>0.48</td>
<td>3.57</td>
<td>6.18</td>
</tr>
<tr>
<td>0.5</td>
<td>14</td>
<td>28.00</td>
<td>0.16</td>
<td>0.15</td>
<td>0.55</td>
<td>2.57</td>
<td>7.18</td>
</tr>
<tr>
<td>0.9</td>
<td>14</td>
<td>28.00</td>
<td>0.25</td>
<td>0.06</td>
<td>0.63</td>
<td>1.27</td>
<td>8.49</td>
</tr>
<tr>
<td>-0.9</td>
<td>15</td>
<td>28.50</td>
<td>0.02</td>
<td>0.22</td>
<td>0.54</td>
<td>3.44</td>
<td>6.36</td>
</tr>
<tr>
<td>-0.5</td>
<td>15</td>
<td>28.50</td>
<td>0.12</td>
<td>0.17</td>
<td>0.55</td>
<td>2.92</td>
<td>6.80</td>
</tr>
<tr>
<td>0</td>
<td>15</td>
<td>28.50</td>
<td>0.21</td>
<td>0.11</td>
<td>0.56</td>
<td>2.06</td>
<td>7.62</td>
</tr>
<tr>
<td>0.5</td>
<td>15</td>
<td>28.50</td>
<td>0.29</td>
<td>0.05</td>
<td>0.61</td>
<td>1.07</td>
<td>8.58</td>
</tr>
<tr>
<td>0.9</td>
<td>15</td>
<td>28.50</td>
<td>0.35</td>
<td>0.00</td>
<td>0.65</td>
<td>0.08</td>
<td>9.55</td>
</tr>
<tr>
<td>-0.9</td>
<td>16</td>
<td>29.00</td>
<td>0.08</td>
<td>0.15</td>
<td>0.62</td>
<td>2.34</td>
<td>7.40</td>
</tr>
<tr>
<td>-0.5</td>
<td>16</td>
<td>28.75</td>
<td>0.21</td>
<td>0.08</td>
<td>0.63</td>
<td>1.48</td>
<td>8.21</td>
</tr>
<tr>
<td>0</td>
<td>16</td>
<td>28.75</td>
<td>0.30</td>
<td>0.04</td>
<td>0.62</td>
<td>0.82</td>
<td>8.81</td>
</tr>
<tr>
<td>0.5</td>
<td>16</td>
<td>28.50</td>
<td>0.33</td>
<td>0.01</td>
<td>0.66</td>
<td>0.15</td>
<td>9.53</td>
</tr>
<tr>
<td>0.9</td>
<td>16</td>
<td>28.50</td>
<td>0.35</td>
<td>0.00</td>
<td>0.65</td>
<td>0.00</td>
<td>9.64</td>
</tr>
</tbody>
</table>
3.3. Comparison of the bundling strategies

We now compare three bundling strategies: mixed bundling, pure bundling and unbundled sales. We analyze the impact of starting inventory levels on the performances of these strategies and explore the conditions under which bundling is most useful. Before we discuss the results, we note that mixed bundling is always (weakly) better than pure bundling and unbundling strategies if there are no costs involved. Any pricing policy in an unbundled sales strategy can be replicated in a mixed bundling strategy by charging a sufficiently high price for the bundle. Likewise, any pricing policy in a pure bundling strategy can be replicated in a mixed bundling strategy by charging sufficiently high prices for the individual products.

First, in Table 6, we study the case where both products have equal starting inventory levels. The percent deviations of expected revenues of the pure and unbundling strategies from mixed bundling strategy are calculated as

\[ \% \text{deviation}_i = \left( \frac{E_{\text{mix}}(R) - E_i(R)}{E_{\text{mix}}(R)} \right) \times 100 \]

\( i \in \{ \text{pure, unbundling} \} \).

The percentage deviation between mixed bundling and pure bundling strategies decreases when the starting inventory increases. When the retailer has a supply much larger than the (average) demand, he sets significantly lower prices for the bundle to make sure that an arriving customer buys both products. As the retailer sells more bundles and fewer individual products, the revenues obtained from mixed bundling and pure bundling approach each other. In contrast, when the starting inventory levels are high, the performance gap between mixed bundling and unbundling increases. As the retailer has a larger supply, the retailer needs to offer substantial discounts on the individual products in unbundling case, while the discounts on the bundle price are not as deep in mixed bundling strategy.

We observe that if the starting inventory levels are equal, the performances of pure bundling and mixed bundling strategies are quite close, especially when inventory levels are high. However, in most applications, the starting inventory levels will not be equal. Table 7 presents the results where \( Q_2 = 10 \) and \( Q_1 \) varies. As expected, the mixed bundling strategy clearly outperforms pure bundling strategy for unequal inventory levels.

3.4. Impact of the degree of contingency

In Table 8, we study the impact of the degree of contingency on a mixed bundling strategy. The analysis is based on our base case, i.e., \( \mu_1 = \mu_2 = 15, \sigma_1 = \sigma_2 = 2, \lambda = 20, T = 1 \) and \( Q_1 = Q_2 = 10 \). As discussed in Section 2.5, \( \theta < 0 \) refers to the case where the products are substitutable, while \( \theta > 0 \) refers to the case where the products are complementary. Clearly, optimal expected revenue is an increasing function of \( \theta \) for all correlation values. Also, as \( \theta \) increases, the retailer sells more bundles and less individual products, despite the increasing bundle prices in this direction. When \( \theta = 0.10 \), the retailer no longer sells any individual products as the bundle becomes a very attractive option for the customers. We also see that the impact of correlation on expected revenues remains the same for non-zero \( \theta \) values. Negative correlation reduces the variance of the bundle reservation price and increases the expected revenues of a mixed bundled strategy.

3.5. Bivariate gamma reservation price distribution

So far, we have assumed a bivariate normal distribution for the reservation prices, which is the most commonly used distribution in this context. In order to observe the effect of the shape of the reservation price distribution, we now consider a Morgenstern-type bivariate gamma density for a small experimental set. D’Este (1981) discusses the Morgenstern structure and calculates the moments and correlation coefficient of the resulting distribution which are used for our numerical results.

We consider the case where \( \mu_1 = \mu_2 = 2; \sigma_1 = \sigma_2 = \sqrt{2}; \theta = 0 \); and \( \lambda = 20 \) with two different sets of initial inventory levels.

### Table 7
Comparison of mixed and pure bundling strategies for unequal starting inventory levels (\( \mu_1 = \mu_2 = 15, \sigma_1 = \sigma_2 = 2 \))

<table>
<thead>
<tr>
<th>( \rho )</th>
<th>( Q_1 = 5, Q_2 = 10 )</th>
<th>( Q_1 = 10, Q_2 = 10 )</th>
<th>( Q_1 = 20, Q_2 = 10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E(R) )</td>
<td>Pure %</td>
<td>Unb. %</td>
<td>Mixed %</td>
</tr>
<tr>
<td>( -0.9 )</td>
<td>218.76</td>
<td>32.02</td>
<td>290.10</td>
</tr>
<tr>
<td>( -0.5 )</td>
<td>216.00</td>
<td>31.05</td>
<td>283.57</td>
</tr>
<tr>
<td>( 0 )</td>
<td>214.41</td>
<td>30.42</td>
<td>279.64</td>
</tr>
<tr>
<td>( 0.9 )</td>
<td>212.24</td>
<td>29.27</td>
<td>274.83</td>
</tr>
</tbody>
</table>

### Table 6
Comparison of bundling strategies for different starting inventory levels (\( \mu_1 = \mu_2 = 15, \sigma_1 = \sigma_2 = 2 \))

<table>
<thead>
<tr>
<th>( \rho )</th>
<th>( Q_1 = 5, Q_2 = 5 )</th>
<th>( Q_1 = 10, Q_2 = 10 )</th>
<th>( Q_1 = 15, Q_2 = 15 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E(R) )</td>
<td>Pure %</td>
<td>Unb. %</td>
<td>Mixed %</td>
</tr>
<tr>
<td>( -0.9 )</td>
<td>152.08</td>
<td>2.21</td>
<td>1.27</td>
</tr>
<tr>
<td>( -0.5 )</td>
<td>151.35</td>
<td>1.73</td>
<td>0.79</td>
</tr>
<tr>
<td>( 0 )</td>
<td>150.93</td>
<td>1.16</td>
<td>0.52</td>
</tr>
<tr>
<td>( 0.5 )</td>
<td>150.58</td>
<td>0.60</td>
<td>0.29</td>
</tr>
<tr>
<td>( 0.9 )</td>
<td>150.31</td>
<td>0.12</td>
<td>0.11</td>
</tr>
</tbody>
</table>
ries given by $Q_1 = Q_2 = 10$ and $Q_1 = Q_2 = 20$. Three levels of correlation between reservation prices are considered which the bivariate gamma density allows: $\rho = -0.28125, 0, 0.28125$. The results are presented in Table 9.

In Table 9, the second and the third columns present the optimal prices and the corresponding expected revenue when the true distribution is gamma, and the fourth and fifth columns display similar results for the normal distribution. The sixth column presents the difference between the optimal revenues for the two models. The column gamma/$P_N$ presents the percentage loss in the revenues when the sub-optimal prices of the normal model are used when in fact the true reservation price distribution is bivariate gamma and the last column indicates the similar loss when sub-optimal prices from gamma distribution are used when in fact true model is normal.

We observe that the revenues obtained with the normal distribution are higher than those with the right skewed gamma distribution and the difference increases with the correlation coefficient, reaching a maximum of 17.70%. If the optimal prices obtained from normally distributed reservation prices are used when the actual reservation prices are gamma, the revenue may decrease up to 5.62%. On the other hand, using the optimal prices of the gamma reservation prices when the actual distribution is normal results in up to 3.89% revenue decrease. This indicates that an actual normal distribution is more robust to deviations from normality, whereas if the actual distribution is a skewed gamma and if this is ignored by employing a normal distribution, there may be significant revenue losses.

### 4. Multi-period problem

The single-period analysis of Section 2 can be extended to a case where the retailer updates the prices of the bundle and the individual products on a periodic basis. Let there be $K$ such periods. At the beginning of period $j$, the retailer can update the price of the bundle and the individual products based on the remaining inventory levels of the two products. These periods can be different in terms of their lengths $T_j$, customer arrival rates $\lambda_j$, joint reservation price distributions and the degrees of contingency. In certain cases, the future demand of a product or bundle can be a function of sales in the earlier periods due to word-of-mouth or a bandwagon effect. Our model does not capture such effects and assume that the arrival rates in different periods are independent of each other and exogenous to the problem.

### Table 8
Comparison of normal and gamma distributions for the reservation prices

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$\rho$</th>
<th>$p_1^* = p_2^*$</th>
<th>$p_3^*$</th>
<th>$d$</th>
<th>$E(R)$</th>
<th>$E(n_1) = E(n_2)$</th>
<th>$E(n_3)$</th>
<th>$x_1 = x_2$</th>
<th>$a_h$</th>
<th>$\mu_h$</th>
<th>$\sigma_h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.10$</td>
<td>$-0.9$</td>
<td>15.50</td>
<td>26.25</td>
<td>4.75</td>
<td>270.00</td>
<td>4.02</td>
<td>5.54</td>
<td>0.25</td>
<td>0.42</td>
<td>27.00</td>
<td>0.80</td>
</tr>
<tr>
<td>$-0.5$</td>
<td>15.00</td>
<td>26.00</td>
<td>4.00</td>
<td>262.73</td>
<td>4.00</td>
<td>5.48</td>
<td>0.23</td>
<td>0.39</td>
<td>27.00</td>
<td>1.80</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>14.75</td>
<td>25.75</td>
<td>3.75</td>
<td>257.92</td>
<td>3.10</td>
<td>6.16</td>
<td>0.18</td>
<td>0.46</td>
<td>27.00</td>
<td>2.55</td>
<td></td>
</tr>
<tr>
<td>$0.5$</td>
<td>14.25</td>
<td>23.75</td>
<td>2.75</td>
<td>254.15</td>
<td>3.39</td>
<td>6.11</td>
<td>0.20</td>
<td>0.43</td>
<td>27.00</td>
<td>3.12</td>
<td></td>
</tr>
<tr>
<td>$0.9$</td>
<td>14.00</td>
<td>25.75</td>
<td>2.25</td>
<td>251.10</td>
<td>2.65</td>
<td>6.86</td>
<td>0.14</td>
<td>0.47</td>
<td>27.00</td>
<td>3.51</td>
<td></td>
</tr>
<tr>
<td>$0.00$</td>
<td>$-0.9$</td>
<td>27.25</td>
<td>29.25</td>
<td>22.25</td>
<td>290.10</td>
<td>0.00</td>
<td>9.92</td>
<td>0.00</td>
<td>0.80</td>
<td>30.00</td>
<td>0.89</td>
</tr>
<tr>
<td>$-0.5$</td>
<td>16.00</td>
<td>28.75</td>
<td>3.25</td>
<td>283.57</td>
<td>1.48</td>
<td>8.21</td>
<td>0.08</td>
<td>0.63</td>
<td>30.00</td>
<td>2.00</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>15.50</td>
<td>28.50</td>
<td>2.50</td>
<td>279.64</td>
<td>1.23</td>
<td>8.47</td>
<td>0.06</td>
<td>0.63</td>
<td>30.00</td>
<td>2.83</td>
<td></td>
</tr>
<tr>
<td>$0.5$</td>
<td>15.25</td>
<td>28.50</td>
<td>2.00</td>
<td>276.84</td>
<td>0.72</td>
<td>8.94</td>
<td>0.03</td>
<td>0.63</td>
<td>30.00</td>
<td>3.46</td>
<td></td>
</tr>
<tr>
<td>$0.9$</td>
<td>14.75</td>
<td>28.50</td>
<td>1.00</td>
<td>274.83</td>
<td>0.27</td>
<td>9.36</td>
<td>0.01</td>
<td>0.64</td>
<td>30.00</td>
<td>3.90</td>
<td></td>
</tr>
<tr>
<td>$0.10$</td>
<td>$-0.9$</td>
<td>23.25</td>
<td>32.25</td>
<td>14.25</td>
<td>319.16</td>
<td>0.00</td>
<td>9.90</td>
<td>0.00</td>
<td>0.78</td>
<td>33.00</td>
<td>0.98</td>
</tr>
<tr>
<td>$-0.5$</td>
<td>25.75</td>
<td>31.75</td>
<td>19.75</td>
<td>311.33</td>
<td>0.00</td>
<td>9.81</td>
<td>0.08</td>
<td>0.72</td>
<td>33.00</td>
<td>2.20</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>19.75</td>
<td>31.50</td>
<td>8.00</td>
<td>306.81</td>
<td>0.00</td>
<td>9.74</td>
<td>0.00</td>
<td>0.69</td>
<td>33.00</td>
<td>3.11</td>
<td></td>
</tr>
<tr>
<td>$0.5$</td>
<td>17.75</td>
<td>31.00</td>
<td>4.50</td>
<td>303.03</td>
<td>0.00</td>
<td>9.65</td>
<td>0.00</td>
<td>0.70</td>
<td>33.00</td>
<td>3.81</td>
<td></td>
</tr>
<tr>
<td>$0.9$</td>
<td>15.75</td>
<td>31.50</td>
<td>0.00</td>
<td>302.16</td>
<td>0.00</td>
<td>9.59</td>
<td>0.00</td>
<td>0.64</td>
<td>33.00</td>
<td>4.29</td>
<td></td>
</tr>
</tbody>
</table>

### Table 9
Comparison of normal and gamma distributions for the reservation prices

<table>
<thead>
<tr>
<th>$\rho$</th>
<th>Gamma</th>
<th>Normal</th>
<th>Gamma/$P_N$</th>
<th>Normal/$P_N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_1 = Q_2 = 10$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$0.28125$</td>
<td>(2.75, 2.75, 3.75)</td>
<td>(2.75, 2.75, 4.25)</td>
<td>38.24</td>
<td>13.26</td>
</tr>
<tr>
<td>0</td>
<td>(2.55, 2.75, 3.75)</td>
<td>(2.75, 2.75, 4.25)</td>
<td>37.63</td>
<td>14.38</td>
</tr>
<tr>
<td>$0.28125$</td>
<td>(2.75, 2.75, 4.00)</td>
<td>(2.50, 2.50, 4.25)</td>
<td>37.00</td>
<td>15.02</td>
</tr>
<tr>
<td>$Q_1 = Q_2 = 20$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$-0.28125$</td>
<td>(3.00, 3.00, 3.00)</td>
<td>(2.75, 2.75, 3.50)</td>
<td>45.60</td>
<td>10.45</td>
</tr>
<tr>
<td>0</td>
<td>(3.00, 3.00, 3.00)</td>
<td>(2.50, 2.50, 3.50)</td>
<td>43.84</td>
<td>13.35</td>
</tr>
<tr>
<td>$0.28125$</td>
<td>(2.50, 2.50, 3.25)</td>
<td>(2.50, 2.50, 3.50)</td>
<td>42.44</td>
<td>17.70</td>
</tr>
</tbody>
</table>
Let \( p_j = (p_{j1}, p_{j2}, p_{jb}) \) denote the vector of prices charged for Products 1, 2 and the bundle in period \( j \).

Let \( V_j(Q_j, Q_{jb}) \) be the optimal total expected revenue of the retailer for periods \( j \) through \( K \), if she starts period \( j \) with \( Q_j \) units of inventory of Product 1 and \( Q_{jb} \) units of inventory of Product 2. Let \( P_j(n_1, n_2, n_b; p_j) \) denote the sales probability of \( n_1 \) units of Product 1, \( n_2 \) units of Product 2, and \( n_b \) units of the bundle in period \( j \). These probabilities depend on the prices that are charged in period \( j (p_j) \) as well as the specific parameters of the period \( j \). We can formulate the problem using a dynamic programming approach. The backward recursion can be written as:

\[
V_j(Q_j, Q_{jb}) = \max_{p_j} \sum_{n_1, n_2, n_b} P_j(n_1, n_2, n_b; p_j)(p_{j1}n_1 + p_{j2}n_2 + p_{jb}n_b + V_{j+1}(Q_j - n_1 - n_b, Q_{jb} - n_2 - n_b))
\]  

where the boundary conditions are

\[
\begin{align*}
V_K(Q_k, Q_{kb}) &= \max_{p_k} \sum_{n_k, n_m} P_k(n_k, n_m; p_k)(p_{k1}n_1 + p_{k2}n_2 + p_{kb}n_b) \\
V_j(0, 0) &= 0 \forall j.
\end{align*}
\]

The recursion in (2) states that in any given period \( j \), the retailer is maximizing his expected revenues in the immediate period \( j \) and the remainder of the horizon. If he sells \( n_1, n_2, n_b \) units of Product 1, Product 2 and the bundle in period \( j \), she collects a revenue of \( p_{j1}n_1 + p_{j2}n_2 + p_{jb}n_b \) in period \( j \) and ends the period with \( Q_j - n_1 - n_b \) and \( Q_{jb} - n_2 - n_b \) units of inventory of Product 1 and Product 2. The first boundary condition states that the last period problem is a single period problem as modeled in Section 2. The second boundary condition states that future revenues are zero if both products run out of stock at any given period.

The retailer solves the problem \( V_1(Q_{11}, Q_{12}) \) if the starting inventory levels are \( Q_{11} \) and \( Q_{12} \) for Product 1 and Product 2 at the start of planning horizon. The result is an optimal price for period 1 and optimal pricing policies (these policies are based on starting inventory levels) for periods 2, 3, ..., \( K \).

### 4.1. An example

We use the base case that is used in Section 3 as an example for the case with two periods. The season starts with initial inventories \( Q_{11} = 10 \) and \( Q_{12} = 10 \) and the season of length \( T = 1 \) is split into two equal periods, \( T_1 = 0.5 \) and \( T_2 = 0.5 \). The individual products are fixed at \( p_{11} = p_{12} = 15 \) throughout the season. The other parameters are \( \lambda_1 = \lambda_2 = 20, \mu_1 = \mu_2 = 15, \sigma_1 = \sigma_2 = 2 \) and \( \theta = 0 \). The results are reported in Table 10 for different correlation values. We report the optimal expected revenue, optimal price of the bundle in the first period and expected price of the bundle in the second period (given that there remains positive inventory of both products) for the two period problem in columns 2, 3, and 4, respectively. As before, expected revenues are higher when the correlation is smaller. The first period optimal price is always higher than the expected second period price, showing that the retailer would like to test a higher price initially given that she has an opportunity to mark the price down later in the season. Table 10 also reports the solution of the single period problem (the season is a single period with \( T = 1 \)) which is already discussed in Table 5. Clearly, expected revenues of the two period case are higher than the expected revenues of the single period case. We see that a second pricing opportunity has more value when the reservation prices are positively correlated. This is expected since the reservation price of the bundle has higher variance in this case and a second period gives the retailer a second chance after resolving some uncertainty regarding the arrival process and the reservation prices. This is in contrast to the case where the reservation prices are negatively correlated.

In this case, the bundle reservation price has a very small variance, and the second period helps only to resolve a portion of the uncertainty regarding the arrival process. Also note that the first period bundle price in the two period problem is always higher than the bundle price in the single period problem. One interesting case is when \( \rho = -0.9 \). In this case, the (expected) bundle prices in two periods are higher than the bundle price of the single period problem.

Next, we conducted the following study in order to understand how effective bundling is in a dynamic pricing setting. In the first period, the product prices are set to 15 and no bundles are offered. In the second period, the retailer acts according to one of the three scenarios. In the first scenario, the retailer still does not offer any bundle in the second period, but changes the individual product prices based on the realization of demand. This is a simple pricing scenario where the products are individually priced. In the second scenario, the retailer offers the bundle and prices it optimally, but does not change the prices of the individual products. This is a scenario in which the retailer is perhaps offering a price guarantee (or a price promise) and is reluctant to change the prices of individual products. Such price guarantees require the retailer to reimburse his customer the price difference, if he reduces the price after the purchase. Price guarantees are often used by retailers to stop strategic behavior among customers and to encourage them to purchase early. Examples of companies offering price guarantees include the low cost airline EasyJet (The Daily Telegraph 2005) and the cruise line Norwegian Coastal Voyage (Travel Trade Gazette 2005). In the third
scenario, the retailer has the flexibility to offer the bundle as well as change the prices of the individual products in the second period. The results are presented in Table 11. Expected revenue in each scenario denotes the total expected revenue obtained in two periods. The results show that offering the bundle in the second period is more effective in generating revenue than updating the individual product prices. The difference can be significant when the product reservation prices are negatively correlated. Obviously, the flexibility of changing the individual product prices in addition to offering a bundle option further increases revenues. However, the additional benefits are smaller. We conclude that offering price bundles can be an important alternative to dynamic pricing of individual products.

5. Conclusion

In this study, we consider the optimal bundle pricing policy of a retailer with two perishable products with the objective of maximizing the revenue. We assume that the retailer adopts a mixed bundling strategy where the two products can be sold separately or as a bundle. The two products are available in limited quantities and there is no replenishment opportunity during the planning horizon. Customers arrive at the retailer according to a Poisson Process and their purchase probabilities are governed by the reservation prices. The bundle reservation price can be additive, subadditive or superadditive, the last two of which reflect the substitutability and complementarity of the products, respectively. An exact expression is derived for the expected profit of the selling horizon and is maximized with respect to the prices of the products and the bundle using numerical methods. A numerical study is conducted to investigate the impact of the initial inventory levels, covariance of the reservation prices, substitutability and complementarity on the optimal prices and the resulting optimal revenues. Furthermore, the comparison among unbundling, mixed and pure bundling strategies are also provided.

Our numerical results indicate that the performances of the policies heavily depend on the parameters of the demand process and the initial inventory levels. Bundling is observed to be most effective with negatively correlated reservation prices and when the supply quantities are large. It is also observed that the mixed bundling and pure bundling strategies perform similarly when the supply quantities are large and equal; however, the mixed bundling strategy provides significant savings over pure bundling when the supply quantities are unequal. Our numerical results also show that bundling becomes more effective as the degree of contingency increases (products become less substitutable and more complementary). By employing a bivariate gamma distribution for the reservation prices, we also show that the shape of this distribution is important and using sub-optimal prices resulting from assumed normal reservation prices, when in fact the bivariate gamma better fits the actual distribution may result in significant losses especially for negatively correlated reservation prices. This observation seems to have important managerial implications and is worth further study. Based on our analysis with constant product and bundle prices throughout the selling season, we also provided an extension of our model to allow for price changes in a multi-period setting using a dynamic programming formulation. Using a two-period numerical example, it is shown that offering price bundles mid–season could be an effective alternative to updating individual product prices.

A worthy but complex extension of our work could be the integration of actions of the competitors in pricing decisions. Our model assumes that the inventory decisions are already made, the retailer has no other costs, and he is maximizing his expected revenue over a selling season. Extensions of our model to incorporate initial inventory levels as additional decision variables and to incorporate the variable cost of selling a product and/or forming a bundle are possible. Using the extended model, additional insights can be gained and comparative performances of different bundling strategies can be investigated through further numerical studies. One may also consider a price change at a time when one of the products depletes. In this case, a cost for price changes could also be considered. Finally, the multi-period model can be extended to allow the retailer to replenish product inventories periodically.
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