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This article explores the use of biologically inspired evolutionary computational techniques for designing and optimising heterogeneous network-on-chip (NoC) architectures, where the nodes of the NoC-based chip multiprocessor exhibit different properties such as performance, energy, temperature, area and communication bandwidth. Focusing primarily on array-dominated applications and heterogeneous execution environments, the proposed approach tries to optimise the distribution of the nodes for a given NoC area under the constraints present in the environment. This article is the first one, to our knowledge, that explores the possibility of employing evolutionary computational techniques for optimally placing the heterogeneous nodes in an NoC. We also compare our approach with an optimal integer linear programming (ILP) approach using a commercial ILP tool. The results collected so far are very encouraging and indicate that the proposed approach generates close results to the ILP-based approach with minimal execution latencies.
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1. Introduction

As commonly accepted, the current performance trajectory of doubling chip performance every 24–36 months can be achieved by the integration of multiple processors on a chip rather than through increases in the clock rate of single processors due to the power limitations present in processor design. Multicore architectures have already made their way into the industry (Kahle et al. 2005; Kongetira et al. 2005; McGowen 2005; AMD Athlon 64 X2 Dual-Core Processor for Desktop, http://www.amd.com/us-en/Processors/ProductInformation/0,,30_118_9485_13041,00.html; Intel quad-core Xeon. http://www.intel.com/quad-core/?cid=cim:gg—xeon_us_clovertown—k7449—s), with more aggressive configurations such as the Intel's 80 core TeraFlop being prototyped (http://www.intel.com/idf/). Since future technologies offer the promise of being able to integrate billions of transistors on a chip, the prospects of having hundreds of processors on a single chip along with an underlying memory hierarchy and an interconnection system are entirely feasible. Point-to-point buses will no longer be feasible after a certain number of nodes as the communication requirements between nodes will exponentially increase with the number of processors. A viable interconnection system shown to be
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promising for these future chip multiprocessors (CMPs) is network-on-chip (NoC) since it provides scalable, flexible and programmable communication. With this NoC-based CMP as the computing platform, a very rich set of research challenges arises. Circuit and architectural challenges such as router design, IP placement and sensor placement are currently being studied in both industry and academia. In comparison, the work on heterogeneous alternatives for these architectures has received considerably less attention. Motivated by this observation, we propose an evolutionary computational technique for the design of heterogeneous NoC architectures. More specifically, we implement a genetic algorithm (GA) to optimally select processors and their placements within the NoC architecture.

Evolutionary computing has been used as a powerful tool for solving many problems from different domains. Most of these problems are computationally intense multi-parameter optimisations, which can be solved in a methodology similar to how biological evolution functions. These tools use a repeated process over many generations through selection, mutation and cross-over, thereby exploring a larger design space. Complex systems can be modelled in a similar way in which living systems adapt to natural environments. Evolutionary computational designs have been shown to be very successful (Handl and Knowles 2007; Wang and Dang 2007), which makes them a very attractive tool for our heterogeneous NoC design problem. Our problem fits well into the evolutionary computing domain since the design space is very big for a brute-force computational method or an optimisation framework such as integer linear programming (ILP).

Even though complex processors provide higher single-thread performance, they consume more area and power compared to their simpler counterparts. Every application has a different processing need and a memory requirement. Even one single application has different requirements throughout its execution. An application may exploit a high level of instruction-level parallelism where a powerful processor will be a better match, whereas a simpler processor will suffice for a different application with lower instruction-level parallelism. To choose the best match for an application will reduce the power consumption. However, homogeneous CMPs provide only one type of processor to match all these various requirements. When Alpha processors EV4 and EV8 are compared, one can see that EV8 consumes 80 times more area and 12 times more power to gain just above two times more performance (Kumar, Tullsen, Ranganathan, Jouppi and Farkas 2004; Kumar, Tullsen, Jouppi and Ranganathan 2005). The marginal benefit provided by larger processors is lower compared to smaller processors, consequently one should try to utilise the available chip area and power budget according to the application needs.

Figure 1 gives the power, performance and area comparison for Alpha cores. This example is only given for illustrative purposes, i.e. they are not the actual cores used in our experimental evaluation. Figure 1a shows the average power consumption of Alpha processors EV4, EV5, EV6 and EV8. Figure 1b gives the normalise instructions per cycle (IPC) values with respect to EV4, whereas Figure 1c indicates the normalised area consumption of the aforementioned processors (scaled to the same 10 nanometre feature size) (Kumar et al. 2004; Kumar et al. 2005). When EV4 and EV8 are compared one can see that EV8 consumes 80 times more area and 12 times more power to gain just above 2 times more performance. The key observation from these charts is that the marginal benefit provided by larger cores is lower compared to smaller cores, consequently one should try to utilise the available chip area and power budget according to the application needs.
The ability to dynamically switch between different processors and power down unused processors is the key in heterogeneous chip multiprocessing. It allows the processor to better match execution resources of application needs which in turn enables different workloads from high to low. It was shown that a representative heterogeneous processor using two processor types achieves as much as a 63% performance improvement over an equivalent-area homogeneous processor (Kumar et al. 2004; Kumar et al. 2005).

To overcome the limitations due to the homogeneous behaviour of CMPs, heterogeneous (asymmetric) CMPs have been proposed (Flachs et al. 2005; Pham et al. 2005). In comparison, NoC-based heterogeneous CMPs have received considerably less attention. The focus of this article is to perform the node placement for a given NoC-based heterogeneous CMP with various types of nodes under certain constraints. Our goal in selecting the location of each node is to minimise the communication distance and load, i.e. placing the frequently communicating nodes as close as possible. In addition to this, we try to select the most suitable processor to run on a node.

This approach has been implemented by both using a GA and an optimal ILP-based approach. This article is the first one, to our knowledge, that explores the possibility of employing evolutionary computational techniques for optimally placing the heterogeneous nodes in an NoC. ILP-based formulation has been implemented to show the accuracy of our GA-based technique.

Figure 1. Comparison of Alpha cores EV4, EV5, EV6 and EV8. (a) Average power consumption in watts. (b) Performance comparison (IPC - instructions per cycle) with respect to EV4. (c) Relative sizes of cores normalised with respect to EV4.
The remainder of this article is structured as follows. Section 2 gives the related work on evolutionary computational methods and NoC-based heterogeneous CMPs. Section 3 gives details of our approach and introduces the NoC-based CMP abstraction. We present our evolutionary framework in section 4. The details of our ILP-based approach are given in section 5, and an experimental evaluation is presented in section 6. The article is concluded in Section 7.

2. Related work

We present the related work in three parts. First, we summarise the related work on NoC-based CMPs in general and the related studies on heterogeneous CMPs. Second, we discuss the related work on NoC-based heterogeneous CMPs. Finally, we explore the related studies on evolutionary-based NoC studies.

Prior research studied the concept of NoC-based CMPs (Benini and De Micheli 2001; Dally and Towles 2001), which aims at replacing the traditional interconnects with regular networks. These efforts are mostly motivated by increasing on-chip wire delays. Meanwhile, both academia and industry are witnessing the increasing popularity of CMPs (Taylor et al. 2002; Kahle et al. 2005; Kongetira et al. 2005; http://www.intel.com/idf/). With the trend towards increasing the number of on-chip processors, NoC-based CMPs will be an excellent interconnection choice for large-scale multi-core architectures due to their scalability, flexibility, performance and other advantages.

Several research groups have been working on modelling and simulating NoC-based CMPs. In Madsen et al. (2003), a NoC-based CMP model based on the concepts of allocator, scheduler and synchroniser is proposed and evaluated. Gerstlauer (2003) discusses how abstract communications performed over a NoC-based CMP. There are several emerging NoC-based platforms, for example, OPNET (Bolotin et al. 2004), a commercial NoC simulator, and MPARM (Loghi et al. 2004), a cycle accurate platform, etc. It turns out that NoCs consume a significant portion of the overall chip power. This fact motivates the need to analyse and model the power consumed by NoCs. Orion (Wang et al. 2002) is a cycle accurate power-performance simulator. Similarly, another tool presented by Eisley and Peh (2004), is used for estimating the power-performance metrics of NoCs at a more abstract level than Orion.

Prior research on heterogeneous CMPs addressed various problems ranging from hardware aspects such as selecting the right type of processors to software solutions at the OS level. Kumar et al. (2004, 2005) discuss the benefits of heterogeneous CMPs from many angles. Blume, Feldkämper and Noll (2005) present a model-based exploration method to support the design flow of heterogeneous CMPs. They implement cost models for design space exploration using several cost parameters such as performance and throughput. Balakrishnan, Rajwar, Upton and Lai (2005) explore the effects of heterogeneity on commercial applications using a hardware prototype. Both software (Liu and Chaudhary 2003; Shee, Erdos and Parameswaran 2006; Brisolara et al. 2007) and hardware (Lieverse, Wolf, Vissers and Deprettere 2001; Ghiasi, Keller and Rawson 2005; Kumar, Tullsen and Jouppi 2006; Yan and Zhang 2007) solutions have been proposed to exploit heterogeneity in CMPs. There are only a handful of prior studies which focus on heterogeneity-aware NoC-based CMP design. Most of these studies consider heterogeneity only within the network domain, that is, they discuss mixing different types of router architectures and use an
optimised mix of these routers (Cardoso et al. 2005; Kreutz et al. 2005; Ahonen and Nurmi 2007).

On the other hand, evolutionary computational designs have been very successful (Handl and Knowles 2007; Wang and Dang 2007) in different domains, including VLSI design and layout (Schnecke and Vornberger 1996; Mazumder and Rudnick 1999). Ascia, Catania, Palesi and Parlato (2003) present a GA-based encoder to minimise switching activity on the communication bus. Palesi and Givargis (2002) use a GA to find pareto-optimal configurations from the design options in a parameterised SoC architecture. Apart from efforts on VLSI design, there are also approaches that specifically target NoC architectures. For example, Jena and Sherma (2007) address the problem of topological mapping of IPs on a NoC through a multi-objective GA. Lei and Kumar (2003) propose a two-step GA to map a task graph of a given application on to a NoC architecture. An application-specific NoC topology framework is presented by Leary, Srinivasan, Mehta and Chatha (2009). More specifically, a system-level floorplan is generated using a multi-objective GA. Srinivasan and Chatha (2005) present a GA-based technique for custom NoC topology design and application mapping. Leary et al. (2009) presented chaos genetic mapping, a mapping strategy for task graphs on NoCs. They try to improve the quality of service (QoS) in NoC architectures with a GA-based implementation.

Lambrechts et al.’s (2005) is one of the studies that primarily focuses on processor heterogeneity within NoC-based CMP design. In this work, the authors present a power assessment of a realistic heterogeneous NoC-based CMP platform which primarily targets the video processing chain from camera to display. The main difference between this work and ours is that we propose a GA to reduce the overall communication and computation through efficient placement and processor selection. Ascia, Catania and Palesi (2004) proposed a GA-based multi-objective NoC mapping scheme, where the NoC is composed of $n \times m$ tiles of equal size. They try to optimally select the placement of fixed IP blocks within the given tiles based on both power and performance. Similarly, da Silva, Nedjah and deMacedoMourelle (2009) propose a methodology to topologically map the selected IPs given as an application characterisation graph (APG). More specifically, they describe applications using APG, where nodes indicate individual IPs and edges represent the communication between IPs. Zhou, Zhang and Mao (2006) use a similar GA-based technique to perform a placement on the NoC architecture with different objectives. They try to minimise the communication overhead by reducing the hop count while keeping the thermal balance. As compared to these studies, in our approach, we do not assume a fixed set of IPs or processors; rather we try to select the optimum set of processor types for a given application. In addition to this selection, we also perform a placement within the available on-chip area. Moreover, these techniques are mostly concerned with the communication effects since the main task is to map the IPs or processors within the NoC. However, in our combined optimisation problem (selection + mapping), we also consider computation and area in addition to communication.

3. Overview of our approach

Figure 2 illustrates the high-level view of our approach. The input code (after parallelisation and mapping) is fed to a compiler analysis module which identifies the
set of CMP nodes that communicate with each other. This information is subsequently passed to the solver which determines the location of each node within the NoC-based CMP and the type of processor used for each node. Specific solvers used are a GA-based solver implemented using Java and an ILP-based solver implemented on a commercial tool. Our goal in selecting the location of each node is to minimise the communication load. Note that, depending on the functionality, each node can exhibit different characteristics in terms of performance, energy, temperature, area and communication bandwidth supported by the switch available within the node. This information is crucial for selecting the type of processor.

3.1. Target NoC-based CMP architecture

In our proposed approach, the NoC-based heterogeneous CMP architecture is exposed to the compiler. This means the compiler accesses the state of the processors as well as the network switches, and manages the data/code movement between different components. Figure 3 shows the high-level view of a heterogeneous NoC-based CMP with a two-dimensional (2D) mesh topology. Each node of this mesh consists of a network switch/router (represented by R), a processor (represented by CPU) and a memory hierarchy (represented by MH). Except for boundary nodes, the network switch is responsible for direct communication with the neighbouring switches (i.e. north, south, west and east). Location of a node within this NoC-based CMP architecture can be represented using x and y coordinates. In our implementation, we use these coordinates to calculate the communication distances between the nodes. For example, if node i is at \((x_i, y_i)\) and node j is at \((x_j, y_j)\), we express the communication distance \(d\) for these two nodes with the Manhattan distance, that is, \(d=|x_i-x_j| + |y_i-y_j|\). For each pair of adjacent nodes, i and j, the communication links between them are bi-directional. That is, there exists a communication link from node i to node j as well as a link from node j to node i.

3.2. Interprocessor communication extraction

As shown in Figure 2, we first need to extract the interprocessor communication information for a given application. For a given set of NoC-based CMP nodes, our
eventual goal is to distribute the computation and data among the nodes using an optimising compiler.

In order to distribute the data among the processors, we need two types of information: the private data accessed by each processor and the amount of data shared across the processors. We obtain these through representing the data accessed by each processor and each processor pair using Presburger formulas and counting them. When Presburger formulations are generated, we perform the code to count the number of elements in each set. The resulting numbers (for private and shared data) are then fed to our data partitioning algorithm.

Similarly, we represent parallelisation information for a given nest using a vector referred to as the parallelism vector ($\phi$). Entries of this vector correspond to loops in the nest from outermost to innermost, where each entry of this vector can be 1 or 0. An entry of 1 indicates that the corresponding loop is parallelised; otherwise, it is not parallelised. For example, for a nest with three loops, $\phi = (1 \ 1 \ 0)^T$ indicates that the first two loops are parallelised, whereas the iterations of the inner loop are to be executed sequentially. While there are different ways of obtaining the $\phi$ vector for each loop, we employ automatic loop parallelisation theory (Banerjee 1994) and identify the loops whose iterations could be executed in parallel. Alternately, one can allow the programmer to explicitly mark the parallel loops, as is also common in the high-end parallel computing community (Koelbel, Loveman and Schreiber 1993; The openmp application program interface, http://www.openmp.org/). This programmer-assisted parallelisation is typically supported with directives/pragmas, enabling users to actively assist the compiler in the parallelisation process.

A loop space contains all the iterations executed by the loop and is represented by a set whose boundaries are defined by loop limits. Consider, for example, the loop

![Figure 3. NoC-based heterogeneous CMP architecture.](image-url)
nest given in Figure 4. We can represent the iteration space of this loop nest using the following Presburger formulation.

\[ \mathcal{L} = \{(i_1, i_2, i_3) \mid L_1 \leq i_1 \leq U_1 \land L_2 \leq i_2 \leq U_2 \land L_3 \leq i_3 \leq U_3\} \]

The set of loop iterations that will be executed by a processor is determined by the parallelism vector \( \phi \) as well as the scheduling strategy adopted. In this article, we employ a static block scheduling, where each processor is assigned a set of successive loop iterations. Assuming that we have \( \phi = (1\ 0\ 0)^T \) for the loop nest in Figure 4 and that we have four processors (PROC0 through PROC3), the set of loop iterations that will be executed by processor \( c \) (where \( 0 \leq c \leq 3 \)) can be determined as:

\[ \mathcal{K}(c) = \{(k_1, k_2, k_3) \mid (L_1 + c(U_1 - L_1 + 1)/4 \leq k_1 < L_1 + (c + 1)(U_1 - L_1 + 1)/4 - 1) \land (L_2 \leq k_2 \leq U_2) \land (L_3 \leq k_3 \leq U_3)\} \]

Our approach, which is described in the rest of this article, is independent of the parallelisation strategy employed.

We perform the data distribution, which is followed by code instrumentation. We then execute the instrumented code to extract the profiling information. This way we obtain the communication pattern for each loop nest in the application. The communication calls are then inserted automatically based on the information provided by the profiler. We also need to mention that, in deciding data distribution, we tried to place the data elements frequently used by a processor into the local memory of the node which holds that processor (i.e. we tried to improve access locality to reduce communications as much as possible). After this step, the loops in the application are parallelised based on the data distribution. As a result of this parallelised data and computation distribution, we generate an affinity table to show the pairwise interprocessor communication among the nodes of the NoC-based CMP. While this part of the system has not been completely automated yet, we are able to generate close estimates and use them in our implementation for preliminary tests.

Execution of the program is viewed as a series of phases, where each phase corresponds to the communications taking place within a loop. Processors get synchronised before they start executing the next phase. Once the interprocessor communication requirements are identified, the communication pattern of the entire program can be represented using a table on which our approach operates. In the rest of the article, this table is called the affinity table. As shown in Figure 2, this information is then fed to the specific tool used, mainly, our GA-based implementation or the ILP-based implementation. The goal of our GA implementation and ILP formulation, explained in the next two sections, is to distribute the nodes of the NoC-based CMP to minimise the overall communication and computation throughout the communication phases.

\[
\begin{align*}
\text{for } (i_1 = L_1; i_1 \leq U_1; i_1++) \\
\text{for } (i_2 = L_2; i_2 \leq U_2; i_2++) \\
\text{for } (i_3 = L_3; i_3 \leq U_3; i_3++) \\
\cdots = A[i_2, i_3 + i_1] + A[i_2 + i_3, i_3 - i_2] + A[i_2 + 2, i_3 + i_1 - 1];
\end{align*}
\]

Figure 4. An example loop nest.
Note that, our approach can be extended to multi-application scenarios by generating the affinity table entries for every task pair. This information can be used to decide on selecting the nodes for such multi-application environments. However, problem will get more and more complicated with the increased number of concurrent applications as there will be much more constraints and cost factors.

4. Evolutionary framework

4.1. Preliminaries

Evolutionary computation provides strong solutions to multiple input parameters, which makes it a suitable candidate for computer-aided design (CAD) implementations. Evolutionary computational techniques start with an initial population, where individuals of the population are generated through variations in the input parameters. New generations are generated using new models created through cross-over and mutation. Similar to natural selection, some of the individuals in the population are promoted to the next generation using a fitness function. Cross-over is performed on the highest fitness individuals, thereby forcing low-fitness individuals disappear.

4.2. Algorithm

As explained before, we try to minimise the communication and computation of a given parallel application by selection and placement of nodes through a GA. We start our GA implementation with a set of randomly generated chromosomes which form our initial population. The size of this initial population is selected based on the NoC size and the number of different type of processors, as it greatly affects the solution time. In our GA implementation, chromosomes are represented as triplets, (t, x, y), where t indicates the type of processor used for that node, whereas (x, y) indicates the coordinates of the location of the node. In Figure 5a, a heterogeneous NoC with four nodes is shown. The corresponding chromosome sequence for this NoC is given as (1,0,5) → (2,1,5) → (2,3,5) → (3,0,3). The initial population is generated using these chromosome sequences. Algorithm 1 recursively generates the initial population with n chromosomes. Each recursive call tries to randomly select a CPU type for one of the nodes(b) in the set of N nodes. Then it tries to place this selected node in the chip area, which is performed by the (x, y) = place(b,CX,CY,placement) call. Thus, a chromosome (t, x, y) is assigned to every node in the initial N node set. Every valid chromosome created is appended to the placement set. This recursive call is performed for each individual to be created in the initial population.

Table 1 gives the constant terms used in our implementation. These constant terms are used for both GA and ILP. Assume that we are given N number of nodes, where 1 ≤ i ≤ N. Our algorithm places these nodes on the 2D grid with (CX, CY) dimensions, and at the end, returns the coordinates of each NoC-based CMP node. Communication load between two nodes is expressed by $A_{i,j}$, which indicates the affinity between two nodes as explained in Section 3.2.

The most well-known genetic operators to generate offsprings are mutation and cross-over. A certain proportion of the population is selected to generate a new population using a fitness function. Specific fitness function we employ is given as
Table 1. The constant terms used in our GA/ILP implementation. These are either architecture specific or program specific. $A_{ij}$ values are obtained as explained in Section 3.2.

<table>
<thead>
<tr>
<th>Constant</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Number of nodes</td>
</tr>
<tr>
<td>$P$</td>
<td>Number of processor types</td>
</tr>
<tr>
<td>$C_X, C_Y$</td>
<td>Dimensions of the chip</td>
</tr>
<tr>
<td>$X_i, Y_i$</td>
<td>Dimensions of processor type $i$</td>
</tr>
<tr>
<td>$A_{ij}$</td>
<td>Affinity between nodes $i$ and $j$</td>
</tr>
<tr>
<td>$L_i$</td>
<td>Computation load in node $i$</td>
</tr>
<tr>
<td>$Cap_i$</td>
<td>Processing capacity of processor type $i$</td>
</tr>
<tr>
<td>$CUC$</td>
<td>Communication unit cost</td>
</tr>
<tr>
<td>$PUC$</td>
<td>Processing unit cost</td>
</tr>
</tbody>
</table>

Figure 5. (a-d) Initial population starts with four individuals generated through our algorithm ($G_1, G_2, G_3, G_4$). (e-f) Two offspring ($G_5$ and $G_6$) generated by a cross-over on $G_2$ and $G_4$. (g) A legal mutation on $G_6$. (h) An illegal mutation on $G_6$. 
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total communication and computation cost of the design. This is evaluated using the following fitness rate function.

\[
\begin{align*}
\sum_{i=1}^{N} \left( \frac{L_i}{Cap_i} \right) \times PUC + \sum_{i=1}^{N} \sum_{j=1}^{N} \text{Distance}_{ij} \times A_{ij} \times CUC. & \quad \text{s.t. } i \neq j.
\end{align*}
\] (1)

Note that in the above formulation PUC and CUC indicate the processing unit cost and communication unit cost, respectively. As can be seen in Algorithm 2, the communication cost between every pair of nodes is given with \( \text{Distance}_{ij} \times A_{ij} \) (affinity). The computation cost of each node is also added to the overall design cost. The highest fitness individuals are selected to generate the next generation as this increases the probability of higher fitness individuals. While roulette wheel selection and tournament selection techniques are the most common techniques, we use a wheel roulette technique to select two optimum chromosome sequences (design patterns). Every individual in the population is evaluated based on the fitness rate and two best individuals are used to generate the new generation chromosome sequences. Figure 5a–d shows four individuals, namely \( G1, G2, G3 \) and \( G4 \), with different chromosome sequences. Table 3 shows their affinities and respective loads. The last column of the table indicates the load on each node, whereas the first four columns show the affinities with other nodes. Note that affinity between nodes \( i \) and \( j \) can be seen on the \( i \)th row and \( j \)th column. Similarly, Table 2 shows the example processor types and their respective properties. Last column of this table indicates the processing capacity of each processor, \( Cap_i \). Based on these values, fitness rates for \( G1, G2, G3 \) and \( G4 \), are 84.2, 79.5, 84.3 and 79.9, respectively. Note that these are obtained using the fitness function given in Expression 1, processor properties given in Table 2, and the affinities given in Table 3. Among these randomly generated individuals, the

<table>
<thead>
<tr>
<th>Table 2. Processor types and their respective properties.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Processor</strong></td>
</tr>
<tr>
<td>---------------</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
</tbody>
</table>

Algorithm 1: Algorithm to generate a random individual with \( n \) chromosomes recursively.

```python
function generatePopulation(CX, CY, placement, N)
    if b != null then
        b = random CPU type t
        (x, y) = place(b, CX, CY, placement)
        if (x > 0 and y > 0) then
            add chromosome \( (t,x,y) \)
            generatePopulation(CX, CY, placement, \( \{ (t,x,y), N-1 \} \))
        else
            generatePopulation(CX, CY, placement, N)
        end if
    end if
end function
```
two chromosome sequences with the best fitness rates are \( G_2 \) (b) and \( G_4 \) (d). Therefore we select these two individuals to generate the next generation.

The parent selection process is followed by a cross-over or reproduction to form offsprings. In cross-over, two parents exchange their genome parts. This change is performed at a cross-over point which can be determined randomly or reasonably. By recombing partial solutions (chromosome sequence parts), cross-over enables GA to reach promising regions of the search space quickly. In our implementation, the cross-over point is selected to be the half of the chromosome sequence. As shown in Figure 5e and f, two new offsprings are generated by using the chromosome sequences \( G_2 \) and \( G_4 \) (the individuals with best fitness rates). Chromosome sequences for parents are \((2,0,5) \rightarrow (1,2,5) \rightarrow (3,0,3)\) and \((3,0,5) \rightarrow (2,3,5) \rightarrow (1,0,3) \rightarrow (2,1,3)\). Therefore, generated offsprings \( G_5 \) and \( G_6 \) have \((2,0,5) \rightarrow (1,2,5) \rightarrow (3,0,5) \rightarrow (2,3,5) \rightarrow (1,0,3) \rightarrow (3,1,3)\) sequences since we used 2 as our cross-over point. Each offspring is checked for legality, since the newly generated offspring formed by combining the two halves of the parent chromosomes may not fit onto the available chip area. In our example, the new population after performing cross-over becomes \((G_1, G_2, G_3, G_4, G_5, G_6)\).

Algorithm 3 shows how our cross-over operates on the genome parts.

As can be seen in the last part of Algorithm 3, we keep the population size constant by removing the low-fitness individuals. This type of GA is called Steady-State GA, where a survival function replaces a set of individuals from the old population with the new generation. In our specific example, we evaluate chromosome \( G_1 \) through \( G_6 \) and select the four highest-fitness individuals as the next generation. More specifically, when new members of the population, \( G_5 \) and \( G_6 \), are considered we see that their fitness rates are 95 and 77.8, respectively. Therefore \( G_6 \) replaces \( G_3 \) in the new generation, whereas \( G_5 \) disappears due to its low fitness rate. Consequently, our new population becomes \((G_1, G_2, G_4, G_6)\). In a sense, we try to mimic natural selection through the fitness function.

---

Table 3. Example processor types and their respective properties. The last column indicates the load on each node, whereas the first four columns show the affinities with other nodes.

<table>
<thead>
<tr>
<th>Node</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>40</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0</td>
<td>5</td>
<td>4</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>5</td>
<td>0</td>
<td>8</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>4</td>
<td>8</td>
<td>0</td>
<td>80</td>
</tr>
</tbody>
</table>
Mutation is a key operator in biological evolution, as it prevents convergence to local optima by sampling new points in the search space. In our GA implementation, we implement mutation by selecting a random chromosome, that is, we modify the processor type of a randomly selected node. Note that, this newly generated chromosome may not be legal, as it may not fit onto the NoC. Our algorithm applies another random mutation if this change is not legal. For example, Figure 5g and h shows two mutations on $G_6 = (3,0,5) \rightarrow (2,3,5) \rightarrow (1,0,3) \rightarrow (3,1,3)$. Both of these mutations are applied on the second chromosome – (2,3,5) –, creating (3,0,5) $\rightarrow$ (2,3,5) $\rightarrow$ (1,0,3) $\rightarrow$ (3,1,3) and (3,0,5) $\rightarrow$ (3,3,5) $\rightarrow$ (1,0,3) $\rightarrow$ (3,1,3). The former is legal since it becomes a smaller processor, a type 1 processor instead of type 2, whereas the latter is not legal due to insufficient chip area. Algorithm 4 shows how our mutation approach works on a chromosome.

A population is generated through many stages of reproduction until a termination condition has been reached. The termination condition can be a fixed number of iterations, an acceptable level of fitness rate, allocated budget, time or cost. On top of these conditions, we check whether the cross-over operation is generating new offsprings or not. This enables faster search space exploration. Recall that, for our running example, the population before the mutation is ($G_1$, $G_2$, $G_4$, $G_6$). According to this population and the fitness function, $G_2$ and $G_6$ are selected as the parents to form the next generation. Cross-over generates two offspring, namely, $G_7 = (2,0,5) \rightarrow (1,2,5) \rightarrow (1,3,5) \rightarrow (3,0,3)$ and $G_8 = (3,0,5) \rightarrow (2,3,5) \rightarrow (1,0,3) \rightarrow (3,1,3)$. Note that these two offspring are same as their parents except with a different orientation. In our implementation, we terminate the GA if the offsprings are same as their parents (even with different orientations).

Algorithm 3: Cross-over algorithm to form new offsprings.

```plaintext
function cross-over(Max1,Max2,population)
    for $i \leftarrow 1 \ldots N/2$ do
        Child1 $\leftarrow$ Max1[$i$]
        Child2 $\leftarrow$ Max2[$i$]
    end for
    for $i \leftarrow N/2 + 1 \ldots N$ do
        Child1 $\leftarrow$ Max2[$i$]
        Child2 $\leftarrow$ Max1[$i$]
    end for
    if (Child1 is legal) then
        population $=$ population + child1
        new ++
    end if
    if (Child2 is legal) then
        population $=$ population + child2
        new ++
    end if
    if (new $> 0$) then
        population $=$ population - getMin(population)
    else
        population $=$ population - getMin(population)
    end if
end function
```

4.3. Implementation and discussion

Our initial experimental evaluation shows that the GA-based approach is both practical and promising. It is practical because we are able to achieve close-to-optimal results within the fractions of the time ILP executes. More specifically, in our benchmarks, we generate results between 25 s and 3 min. Our proposed solution is promising as the initial results collected so far indicate significant savings.

Note that, in our GA implementation, we employ area, performance and energy as constraints, whereas temperature and communication bandwidth and other possible constraints are left out. For example, depending on the switch present in a node, bandwidth available to the connected links will be limited. Our implementation, in its current form, does not cover this constraint (and similar ones). However, our GA-based implementation can easily be modified to include such constraints.

Note also that, we do not consider possible energy reduction within the communication channels which could be a possible extension to this problem. As some of the links might be unused most of the time, it can be possible to shut these links down to save energy. In our future studies, we would like to explore the aforementioned objectives using a multi-objective GA framework.

5. ILP formulation

Our goal in this section is to present an ILP formulation of the problem of minimising communication and computation by determining the optimal selection and placement of nodes in an NoC-based CMP. This ILP framework is used to compare with our GA-based implementation presented in the previous section.

ILP provides a set of techniques that solve those optimisation problems in which both the objective function and constraints are linear functions and the solution variables are restricted to be integers. The 0–1 ILP is an ILP problem in which each (solution) variable is restricted to be either 0 or 1 (Nemhauser and Wolsey 1988). As indicated before, Table 1 gives the constant terms used in our ILP/GA formulation. We used Xpress-MP (2002), a commercial tool, to formulate and solve our ILP problem, though its choice is orthogonal to the focus of this article. In our ILP formulation, we view the chip area as a 2D grid, and assign nodes into this grid.

As before, we assume that we are given \( N \) number of nodes with dimensions \((X_i, Y_i)\). Our ILP approach uses 0–1 variables to place these nodes on the 2D grid with \((C_X, C_Y)\) dimensions, and at the end, returns the coordinates of each NoC-based CMP node.
In order to express the location of node $n$, we use the $NC$ variable. More specifically,

- $NC_{n,x,y}$: indicates whether node $n$ is in $(x, y)$.

The mapping between the coordinates and nodes is ensured by the $Map$ variable. That is,

- $Map_{x,y,n}$: indicates whether coordinate $(x,y)$ is assigned to node $n$.

We capture the distance between two nodes by using the distances on both $x$ and $y$ axis, where $\Delta X_{i,j,x}$ returns the distance on $x$-axis and $\Delta Y_{i,j,y}$ returns the distance on $y$-axis. Specifically, we have:

- $\Delta X_{i,j,x}$: indicates whether the distance between nodes $i$ and $j$ is equal to $x$ on the $x$-axis.
- $\Delta Y_{i,j,y}$: indicates whether the distance between nodes $i$ and $j$ is equal to $y$ on the $y$-axis.

The processor type being selected is identified with:

- $PT_{n,p}$: indicates whether node $n$ is running processor type $p$.

After describing the 0–1 variables, we next, give our constraints. Our first constraint is regarding the unique assignment of a node, that is, a node can be assigned to a single coordinate on the grid:

$$\sum_{i=1}^{C_X} \sum_{j=1}^{C_Y} NC_{n,i,j} = 1, \quad \forall n.$$  \hspace{1cm} (2)

In the above equation, $i$ and $j$ correspond to the $x$ and $y$ coordinates, respectively. Each node must be assigned only one type of processor:

$$\sum_{j=1}^{P} PT_{n,j} = 1, \quad \forall n.$$  \hspace{1cm} (3)

We make sure that each node is assigned only one type of processor by setting the overall sum to 1, which will force the ILP solver to set only one of the 0–1 variables to 1. Manhattan distance is assumed to be the unit cost of the data communication between two nodes, and is the metric whose value we use in minimisation. To capture the Manhattan distance, we use two variables, namely, $\Delta X_{i,j,x}$ and $\Delta Y_{i,j,y}$, and employ the following constraints:

$$\Delta X_{n_1,n_2,x} \geq NC_{n_1,x_1,y_1} + NC_{n_2,x_2,y_2} - 1, \quad \forall n_1, n_2, x, x_1, x_2, y_1, y_2, \quad \text{s.t.} \quad x = |x_1 - x_2| \text{ and } n_1 \neq n_2.$$  \hspace{1cm} (4)

$$\Delta Y_{n_1,n_2,y} \geq NC_{n_1,x_1,y_1} + NC_{n_2,x_2,y_2} - 1, \quad \forall n_1, n_2, y, x_1, x_2, y_1, y_2, \quad \text{s.t.} \quad y = |y_1 - y_2| \text{ and } n_1 \neq n_2.$$  \hspace{1cm} (5)
Having specified the necessary constraints in our ILP formulation, we next give our objective function. We define our total cost function as the sum of the communication cost in both dimensions and computation cost. More specifically, we denote the total data communication using \( \text{Comm}_X \) and \( \text{Comm}_Y \) for dimensions \( x \) and \( y \), respectively:

\[
\text{Comm}_X = \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{C_x} A_{ij} \times \Delta X_{ij,k} \times k \text{ s.t. } i \neq j.
\]

\[
\text{Comm}_Y = \sum_{i=1}^{N} \sum_{j=1}^{N} \sum_{k=1}^{C_y} A_{ij} \times \Delta Y_{ij,k} \times k \text{ s.t. } i \neq j.
\]

Note that, for both communication costs, we use \( A_{ij} \) to express the affinity between two nodes. This is multiplied with the distance given by \( k \) which is also multiplied with 0–1 variable \( \Delta X_{ij,k} \) or \( \Delta Y_{ij,k} \). This variable indicates whether \( k \) is the actual distance between nodes \( i \) and \( j \). Consequently, our communication cost can be expressed as:

\[
\text{Comm} = (\text{Comm}_X + \text{Comm}_Y) \times CUC.
\]

Next, we give the computation cost as:

\[
\text{Comp} = \sum_{i=1}^{N} \sum_{j=1}^{P} PT_{ij} \times L_i \times PUC.
\]

To summarise, our node placement and processor selection problem can be formulated as 'minimise \( \text{Comm} + \text{Comp} \) under constraints (2) through (9)'. It is important to note that this ILP formulation is very flexible as it can accommodate different numbers of nodes and dimensions. Note also that the ILP formulation has many other constraints which are not shown for clarity reasons.

6. Experimental evaluation

6.1. Setup

We performed experiments with eight different array-based benchmark codes parallelised through an optimising compiler built upon SUIF. Table 4 lists the applications and their important characteristics. In collecting these results, we fast-forwarded the first 1 billion instructions, and simulated the next 300 million instructions. The fourth column of Table 4 gives the number of data accesses for each application. While GA solution times varied between 25 s and 3 min, averaging on about 94 s, ILP solution times were between 172 min and 18.4 h. In our base configuration, we used four different types of processors with properties given in Table 5.

We performed experiments with four different execution models for each benchmark code in our experimental suite:

- **Homogeneous**: This is in a sense a conventional NoC topology which uses the same type of processors in the NoC nodes.
Random: This is a randomly generated heterogeneous NoC, where the processor types are selected randomly and placement of these nodes are done randomly.

GA: This is the GA-based processor selection and node placement strategy for heterogeneous NoCs, wherein a close-to-optimal placement is targeted.

ILP: This is the ILP-based processor selection and node placement strategy, which we compare our GA-based implementation with. This scheme represents the optimal placement for heterogeneous NoCs.

### 6.2. Results

Figure 6 gives our total cost results normalised with respect to the homogeneous scheme based on four processors. We see that the overall average normalised costs with random and GA are around 110% and 77%, respectively. On the other hand, the ILP scheme has a normalised cost of 71% on average. Our GA-based implementation achieves close to optimal results (77% vs. 71%) with much better solution times. Specifically, our GA solution time varied between 25 s and 3 min, averaging on about 94 s, whereas ILP solution times were between 172 min and 18.4 h.

One can see that, while some of the benchmarks prefer a homogeneous NoC topology, as in the case of ammp and vortex, most of the benchmarks take advantage of heterogeneous NoC. For ammp and vortex, the optimum topology returned by the ILP is a homogeneous NoC with a 100% normalised total cost with respect to homogeneous. While heterogeneity provides more options and reduces the total cost, optimal placement also plays a key role in achieving the best results. In other words, the best design is achieved by combining both optimal placement and heterogeneous properties.
Recall that the original number of processor types we used were four. The bar-chart in Figure 7 shows the normalised costs (with respect to those of the Homogeneous scheme) for the benchmark equake with different numbers of processor types (the results with the original number of processors are also shown for convenience), ranging from 1 to 4. Note that, the total chip area is kept constant for all these experiments and the only difference between two experiments is the number of processor types and corresponding properties such as energy, area and performance. Available processor types and their characteristics are listed in Table 5. The second column gives the IPC value of

![Figure 6. Total costs of random, GA and ILP normalised with respect to homogeneous.](image)

![Figure 7. Normalised costs with the different number of processor types (equake).](image)
each processor type, while the third column shows the average energy consumption and the last column shows the area required for the processor. We see from these results that the effectiveness of the GA-based and ILP approaches increases with the increasing number of processor types. The main reason for this behaviour is that adding more processor types gives more flexibility to select a better match for a given processing load. Note that, when only one type of processor is used, all the schemes behave similar to homogeneous except the placement of different nodes. GA and ILP try to optimise the location of different nodes depending on their affinities. This shows that optimal placement should be targeted along with heterogeneity.

In the next set of experiments, we include an additional execution model to reflect the behaviour of the studies (Ascia et al. 2004; Zhou et al. 2006; da Silva et al. 2009) described in Section 2. Recall that, these studies try to map IPs or processors onto the NoC using a GA-based framework with different objectives.

Random + GA: This is a randomly generated heterogeneous NoC, where the processor types are selected randomly, however placement is done using our GA-based implementation.

Note that, GA portion of this execution model is different from the previously proposed techniques (Ascia et al. 2004; Zhou et al. 2006; da Silva et al. 2009). However, it still shows the affects of separating processor selection from mapping. Figure 8 gives results for both Random + GA and GA normalised with respect to Homogeneous scheme. Average normalised costs with Random + GA and GA are around 94% and 77%, respectively. These results clearly show that processor selection plays an important role in achieving good results.

In our last set of experiments, we measure the ratio of communication to computation in GA normalised with respect to homogeneous. The bar-chart in Figure 9 shows the normalised costs for the communication and computation in the total cost. Recall that the original communication and computation formulation is used in both GA and ILP. As we can see from this graph, certain applications are more communication oriented, whereas others are computationally intense.

Figure 8. Normalized costs with Random + GA.
7. Concluding remarks

One of the promising solutions for designing efficient NoC-based CMPs is to make use of heterogeneity as it allows the processor to better match execution resources. The work described in this article studies application-specific placement of nodes in an NoC-based heterogeneous CMP. We expressed this problem using an evolutionary computation-based approach. Our preliminary experiments show that our approach is both practical and promising.
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