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ABSTRACT
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September 1991

System identification algorithms are utilized in many practical and theoretical applications such as parameter estimation of systems, adaptive control and signal processing. Least squares algorithm is one of the most popular algorithms in system identification, but it has some drawbacks such as large time consumption and small convergence rates. In this thesis, Gauss-Seidel method is implemented on recursive least squares algorithm and convergence behaviors of the resultant algorithms are analyzed. Also in standard recursive least squares algorithm the excitation of modes are monitored using data matrices and this algorithm is accordingly altered. A parallel scheme is proposed in this analysis for efficient computation of the modes. The simulation results are also presented.
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Chapter 1

Introduction

1.1 Introduction

System identification is a useful essential step in adaptive control, parameter estimation and signal processing. Recursive algorithms are derived for parameter estimation of linear systems on the basis of the least squares cost function. This well-known cost function could be used for derivation of recursive estimation algorithms. Auto Regressive Moving Average (ARMA) models cover a broad class of systems where system identification algorithms are easily applicable because of linearity. Single input, single output (SISO) and multi input multi output (MIMO) systems could be represented by ARMA models. Recursive identification algorithms are applied by computer systems and data are generally samples of continuous time systems. In Recursive Least Squares (RLS) algorithm a bunch of computation is needed to be done during two samples of a real time process. So, there is a requirement of high speed computation, or fast convergence rates to true parameters of the models for good parameter tracking and for applicability of identifying fast systems. In [3], [10], [9] convergence rates are improved in some sense, when the excitation is complete. In this thesis we propose an alternative to standard RLS algorithm. The proposed algorithm utilizes Gauss-Seidel type sequential update rule. In this rule, the components of the parameter vector are updated sequentially, and at each step of the update, previously updated components of the parameter vector are used. Therefore, the proposed algorithm depends on the selection of the sequence according to which the parameters are updated. If the parameter vector has \( n \) components, there are \( n! \) different such sequences. We note that the convergence rate of proposed algorithm depends on selection of this sequence. Hence the convergence rate can be improved by changing this
sequence. The Gauss-Seidel iteration method is explained in Chapter 3, for details see [1].

The excitation condition is also an important aspect in RLS convergence behaviors. Persistent excitation will lead to a fast convergence, [4], [8], weak excitation will lead to convergence rate with order $\frac{1}{\epsilon}$, [4] and incomplete excitation will lead to bounded errors, [11]. The excitation could be monitored by using the singular value decomposition (SVD) of data matrices. In this thesis, this monitoring is used and the standard RLS algorithm is changed accordingly. To find the SVD of the matrices, we propose a parallel architecture. This architecture could improve the time consumption of standard SVD algorithms. In each block of this architecture an iterative root finding operation is done using the well-known Newton-Raphson method. We also give a sufficient condition to guarantee the convergence in the Newton-Raphson method.

The organization of this thesis is as follows: In Chapter 2 we give the required mathematical preliminaries for the developments done in later chapters. Some well-known stability theorems are given and matrix perturbation analysis techniques introduced. In Chapter 3, Gauss-Seidel method is applied to SISO, and MIMO system identification schemes. Gauss-Seidel method is also applied in block fashion. The convergence properties of these algorithms are also investigated. Some simulation results are given when Gauss-Seidel method is applied to standard RLS in block or sequential fashion. In Chapter 4, SVD is used in RLS for monitoring the excitation modes and an algorithm is derived using modal behaviors. Also a parallelization scheme, which could be used in the algorithms, is presented.
Chapter 2

Mathematical Preliminaries

In this chapter we will define the problems we consider, introduce the relevant notation and give the basic results that we use in the sequel. The systems that we consider are linear, time invariant discrete time systems. These are systems described by difference equations of appropriate order and are given the conventional name ARMA ;(AutoRegressive Moving Average models ) (see below). The notations used in this research is standard; for system identification, see [4], [8], for singular value decomposition, see [14], and for perturbation and stability theorems, see [12], [15].

2.1 Recursive Least Squares Algorithm

The systems that we consider are of the following form:

\[ y(t) = -a_1 y(t - 1) - a_2 y(t - 2) \ldots - a_r y(t - r) + b_1 u(t - 1) + b_2 u(t - 2) \ldots + b_l u(t - 1) \]  

where \( y(t) \) is the output, \( u(t) \) is the input of the system; \( r, l > 0 \) are integer constants; \( a_i, i = 1, \ldots, r \) and \( b_j, j = 1, \ldots, l \) are constant coefficients. Here, input, output and the coefficients are assumed to be real numbers. This model is known as the ARMA model. If we let:

\[ \varphi(t) = [-y(t - 1) - y(t - 2) \ldots - y(t - r)u(t - 1) \ldots u(t - l)]^T c R^N \]

as the regressor vector which is a combination of past inputs and observations and defining
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\[ \theta = [a_1 : a_2 : \ldots : a_r : b_1 : b_2 : \ldots : b_l]^T \in \mathcal{R}^n \]

as the parameter vector, the output \( y(t) \) can be written as

\[ y(t) = \varphi(t)^T \theta, \quad t \geq 1 \]  

(2.2)

where \( n = r + l \). Hence, given \( \varphi(0) \in \mathcal{R}^n \) we can derive \( y(t) \) at each time \( t \), provided that \( \theta \) is known.

The identification problem is tentatively defined as follows:

Given system input and output for a time interval, find a parameter vector which minimizes the predefined cost function.

To give a more rigorous problem definition, let us define \( \hat{\theta} \) as the estimated parameter vector which has the same dimensions as \( \theta \), the real parameter vector. Let \( \hat{y}(t) = \varphi(t)^T \hat{\theta} \) be the estimated output at each time \( t \geq 1 \). Then the problem is to minimize a suitable function of \( y(t) - \hat{y}(t) \) with respect to \( \hat{\theta} \). Different functions will lead to different estimation algorithms. The most widely used function is error squares cost function which is

\[ J(\hat{\theta}, N) = \frac{1}{2} \sum_{t=1}^{N} e^2(t) \]  

(2.3)

where \( e(t) = y(t) - \hat{y}(t) \), and \( N \) is an arbitrary natural number. The optimum \( \hat{\theta} \) for minimizing the function \( J(\hat{\theta}, N) \) is the solution of the following equation:

\[ \Phi_N^T \Phi_N \hat{\theta} = \Phi_N^T Y_N. \]

The matrix \( \Phi_N \) and the vector \( Y_N \) are collections of past data and outputs respectively, (i.e., \( \Phi_N = [\varphi(1) : \varphi(2) : \ldots : \varphi(N)]^T \), \( Y_N = [y(1) : y(2) : \ldots : y(N)]^T \), see [8]. Of course to find \( \hat{\theta} \) we need pseudoinverse of \( \Phi_N \) to exist. However by choosing \( N \) large we can achieve this task, see [8].

The above solution for \( \hat{\theta} \) needs off-line computations since a batch of data are needed (i.e., collect input and past observations till time \( N \)). An alternative to this approach is updating the estimated parameters recursively using the new coming data (i.e., \( \varphi(t), y(t) \)). Given an optimum estimate at time \( N \), the aim is to find an optimum estimate at time \( N+1 \). The result is well-known Recursive
Least Squares (RLS) algorithm, for estimating parameters. The algorithm has two update laws: parameter update and data update (covariance update). These are given as follows:

\[ \hat{\theta}(t) = \hat{\theta}(t-1) + K(t)(y(t) - \varphi^T(t)\hat{\theta}(t-1)) \quad (2.4) \]

\[ K(t) = P(t)\varphi(t) \quad (2.5) \]

\[ P^{-1}(t) = P^{-1}(t-1) + \varphi(t)\varphi^T(t) \quad (2.6) \]

(2.4) is the parameter update equation, (2.6) is covariance update equation where \( P(t) \) is called covariance and (2.5) calculates the gain. To find \( P(t) \) from (2.6), the following matrix inversion identity is used:

\[ (A + BCD)^{-1} = A^{-1} - A^{-1}D(C + DAB)^{-1}BA^{-1} \]

provided that the required matrices are invertible. By using the above identity in 2.6, we get the following expression for \( P(t) \)

\[ P(t) = P(t-1) - P(t-1)\varphi(t)(I + \varphi^T(t)P(t-1)\varphi(t))^{-1}\varphi^T(t)P(t-1) \]

To start the algorithm, initial conditions at \( t = 0 \) are needed. The initial condition \( \hat{\theta}(0) \in \mathbb{R}^n \) is chosen to satisfy \( \|\hat{\theta}(0)\| \leq M < \infty \) where \( M \) is a finite real number, and \( P(0) \) is chosen as a symmetric positive definite matrix, usually as \( P(0) = kI \in \mathbb{R}^+ \).

There are also other types of RLS algorithms which are classified by the way the covariance matrix is updated. For example, if (2.6) is in the form

\[ P^{-1}(t) = \alpha(t)P^{-1}(t-1) + \varphi(t)\varphi^T(t) \]

\[ 0 < \alpha(t) < 1 \]

then this algorithm is called the weighted least squares with exponential resetting, or if the \( P(t) \) is set to \( k_i I \), \( k_i \) is an arbitrary constant, at some time instants \( t_1, t_2, \ldots \), the algorithm is called least squares with covariance resetting. For a detailed exposition of the above algorithms see [4].

### 2.1.1 Convergence Properties of RLS

**Lemma (2.1):** Let \( y(t) \) satisfy (2.2). Then, the RLS algorithm have the following properties:

i) \( \|\hat{\theta}(t) - \theta\|^2 \leq \kappa \|\hat{\theta}(0) - \theta\|^2 \quad \forall t \geq 0 \) where \( \kappa = \text{condition number of} \]

\[ P^{-1} = \frac{\lambda_{\max}(P^{-1}(0))}{\lambda_{\min}(P^{-1}(0))} \]
ii) \( \lim_{N \to \infty} \sum_{t=1}^{N} \frac{e^2(t)}{1 + r(t)P(t-1)e(t)} < \infty \)

iii) \( \lim_{t \to \infty} \| \hat{\theta}(t) - \hat{\theta}(t-k) \| = 0 \), for any finite \( k \).

**Proof:*** See [4]

Lemma(2.1) states that the norm of the parameter error \( \hat{\theta} = \hat{\theta} - \theta \) stays bounded regardless of the input-output behavior, and that the measurement error \( e(t) \) is also a summable function. In the following theorem, we give a sufficient condition for \( \hat{\theta}(t) \) converge to the real parameters of the system. This could be seen easily if we define a lyapunov like function \( V(t) \) as:

\[
V(t) = \hat{\theta}(t)P^{-1}(t)\hat{\theta}(t)
\]

where \( \hat{\theta}(t) = \hat{\theta}(t) - \theta \), and use the properties of Lemma(2.1).

**Theorem(2.1):** The estimate \( \hat{\theta} \) given by equation (2.4), converges to \( \theta \)(the true parameter vector) if

\[
\lim_{t \to \infty} \lambda_{\min}(P^{-1}(t)) = \infty \tag{2.7}
\]

where \( \lambda_{\min}(A) \) is the minimum eigenvalue of the matrix \( A \). The condition (2.7) will be called the persistence of excitation condition for RLS algorithm.

**Proof:** See [4].

Above theorem states that if the regressor vectors make \( P^{-1}(t) \) satisfy (2.7) then regardless of the initial conditions, \( \hat{\theta}(t) \) asymptotically converges to \( \theta \). The rate of convergence highly depends on update of covariance and in standard RLS it is proportional to \( (\frac{1}{t}) \) if input is weakly persistently exciting, [4].

Here we need to clarify what we mean by persistent excitation.

**Definition:** A scalar input signal \( u(t)_{t \in \mathbb{N}} \) is said to be weakly persistently exciting of order \( n \) if

\[
\rho_1 I \geq \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} \begin{bmatrix} u(t+n) \\ u(t+1) \end{bmatrix} \begin{bmatrix} u(t+n) & u(t+1) \end{bmatrix} \geq \rho_2 I \tag{2.8}
\]

where \( \rho_1 > \rho_2 > 0 \).

The above definition can easily be converted to a condition on the regressors [4].
2.2 Singular Value Decomposition (SVD)

SVD is an important tool for analyzing the modes of the covariance matrix for system identification. Curly brackets cover the complex case.

**Theorem (2.2):** Let $A \in \mathbb{R}^{m \times n}$ with rank $r$. Then there exists orthogonal \{unitary\} matrices $U \in \mathbb{R}^{m \times m}$ and $V \in \mathbb{R}^{n \times n}$ such that

$$A = U \Sigma V^T \{ U \Sigma V^* \}$$

$$\Sigma = \begin{bmatrix} S & 0 \\ 0 & 0 \end{bmatrix}$$

$$S = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_r)$$

$$\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_r > 0$$

where $r = \text{rank}(A)$.

**Proof:** See [14]. Here we sketch the proof.

The elements of $S$ are positive square roots of eigenvalues of $A^T A$, which is positive semidefinite. Since $A^T A$ is symmetric and positive semidefinite, we have $\sigma(A) \subseteq [0, \infty)$. Let us denote the eigenvalues of $A^T A$ by $\sigma_i^2$, $i = 1, \ldots, n$. Without loss of generality, we assume that $\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_r > 0 = \sigma_{r+1} = \ldots = \sigma_n$. Let $V_1 = [v_1, \ldots, v_r]$ and $V_2 = [v_{r+1}, \ldots, v_n]$ be matrices formed by the eigenvectors of positive and zero eigenvalues, respectively. Then $S = \text{diag}(\sigma_1, \ldots, \sigma_r)$ and we have

$$A^T AV_1 = V_1 S^2, \quad V_2^T A^T AV_2 = 0$$

Then let us define $U_1$ as

$$U_1 = AV_1 S^{-1}$$

and let us choose $U_2$ such that $U = [U_1, U_2]$ is orthogonal. Then finally we will have:

$$U^T AV = \begin{bmatrix} S & 0 \\ 0 & 0 \end{bmatrix}$$

where $V = [V_1 : V_2]$. The numbers $\sigma_i$ are called singular values of $A$ and the columns of $U$ are called the left singular vectors, the columns of $V$ are called the right
singular vectors of $A$. If the matrix $A$ is symmetric and positive definite, then the calculation of SVD is the same as the eigenvalue-eigenvector calculation of $A$. For, in this case $A^T A = A^2$, hence the eigenvalues of $A$ are the same as the singular values of $A$. The above calculations also show that, in this case $U = V$ and the columns of $V$ are the eigenvectors of $A$.

Throughout the simulations in this thesis, SVD is used. Direct computation of eigenvalues of $A^T A$ is inefficient due to machine precision, [5]. The most widely used algorithm is a two-phase algorithm proposed by Golub, Reinsch [5]. In this algorithm, the given matrix is reduced to a bidiagonal form by means of Householder transformations, and in the second phase, SVD of this bidiagonal matrix which is the SVD of the original matrix, is computed by using QR algorithm, see [5].

\section{2.3 Stability Theorems}

Let us consider the equations

\begin{equation}
  y(t + 1) = f(t, y(t)) + R(t, y(t)) \tag{2.9}
\end{equation}

\begin{equation}
  y(t + 1) = f(t, y(t)) \tag{2.10}
\end{equation}

where $f: \mathbb{R}_+ \times \mathbb{R}^n \to \mathbb{R}^n$, is such that $f(t, 0) = 0 \ \forall t \in \mathbb{N}$, Lipschitz function in an open subset $B_a$ of $\mathbb{R}^n$ (i.e., $B_a$ is a ball of radius $a$ which is on the origin of $\mathbb{R}^n$), and $R(t, 0) = 0 \ \forall t \in \mathbb{N}$. We shall consider (2.9) as a perturbation of (2.10). Before examining the stability of (2.9) let us define some notions of stability.

**Definition (Uniform Asymptotic Stability):** The solution $y = 0$ of (2.10) with initial condition $y_0$ is said to be uniformly asymptotically stable if

i) Given $\epsilon > 0$ there exist a $\delta = \delta(\epsilon)$ such that for any $y_0$ being in the $\delta$ neighbourhood of zero (i.e., $B_\delta = y_0 \in \mathbb{R}^n \ | \ |y_0| < \delta$) the solution $y(t) \in B_\delta$.

ii) There is a $\delta > 0$ such that for $y_0 \in B_\delta$ one has $\lim_{t \to \infty} y(t) = 0$. □

**Definition (Total Stability):** The solution $y = 0$ of (2.10) is said to be totally stable (or stable with respect to permanent perturbations), if for every $\epsilon > 0$, there exist two positive numbers $\delta_1 = \delta_1(\epsilon)$ and $\delta_2 = \delta_2(\epsilon)$ such that every solution $y(t)$ with initial condition $y_0$ of (2.10) lies in $B_\epsilon$ for $t \geq t_0$; provided that
\[ \|f\| < \delta_1 \]

and

\[ \|R(t, y(t))\| < \delta_2 \]

for \( y(t) \in B, t \geq t_0 \). \( \square \)

We can now state the following useful result.

**Theorem (2.3):** Suppose that the trivial solution of (2.10) is uniformly asymptotically stable and suppose that for some \( L > 0 \) the following holds:

\[ \|f(t, y') - f(t, y'')\| \leq L\|y' - y''\| \]

where \( y', y'' \in B \). Then the trivial solution of (2.10) is totally stable.

**Proof:** See [15]

And finally we have the following result.

**Corollary (2.1):** Suppose that the hypothesis of Theorem (2.3) is satisfied and that, for \( y(t) \in B \), one has \( \|R(t, y(t))\| < g_t\|y(t)\| \) with \( g_t \to 0 \) monotonically. Then, the solution of the perturbed equation, (2.9), is uniformly asymptotically stable.

**Proof:** See [15].

### 2.4 Matrix Perturbations

The last tool that we use in this thesis is some matrix perturbation results. A typical problem in this area is to investigate how the eigenvalues and eigenvectors of a linear operator \( T \) change when \( T \) is subjected to a small perturbation. For a nice treatment of this and related problems see [12]. In dealing with such a problem it is often convenient to consider a family of operators of the form:

\[ T(x) = T + xT^{(1)} \]

where \( x \) is a small complex number, \( T(0) = T \) is called the unperturbed operator and \( xT^{(1)} \) is the perturbation.
Let $T, T^{(1)}$ be real symmetric matrices and let $x$ be a small complex number. If $\varphi_i, \lambda_i$ are eigenvectors and eigenvalues of $T$, respectively, then

$$\lambda_i(x) = \lambda_i + \sum_{n=1}^{\infty} x^n \hat{\lambda}^{(n)}$$

and

$$\varphi_i(x) = \varphi_i - xST^{(1)}\varphi_i + x^2(S(T^{(1)} - \hat{\lambda}^{(1)})ST^{(1)}\varphi_i - \ldots$$

are eigenvalues and eigenvectors of

$$T(x) = T + xT^{(1)}.$$ 

The coefficients $\hat{\lambda}^{(n)}$ are given by:

$$\hat{\lambda}^{(n)} = \frac{1}{mn} \text{trace}(T^{(1)} P^{(n-1)}) \quad n \geq 1,$$

where $m$ is the multiplicity of $\lambda$ and

$$P^{(n)} = (-1)^n \sum_{k_1+k_2+\ldots+n=mn, k_i \geq 0, r_j \geq 1} S^{(k_1)}T^{(v_1)} \ldots T^{(v_n)} S^{(k_{n+1})}.$$ 

Here $S^{(0)} = P, S^{(n)} = S^n$, where $P$ is a projection mapping whole space $N$ to the eigenspace of arbitrary eigenvalue. (i.e. $TPX = \lambda PX$) and $S$ is given by:

$$S = \frac{1}{2\pi i} \int_T \zeta^{-1} R(\zeta) d\zeta$$

$$R(\zeta) = (T - \zeta)^{-1}$$

For a detailed information about the above quantities see [12]. Another useful result is the bound for the norm $\|\varphi_i(x) - \varphi_i\|$ which is:

$$\|\varphi_i(x) - \varphi_i\| \leq |x| \frac{s_u}{(psq)^{\frac{1}{2}}} ((ps)^{\frac{1}{2}} + q^{\frac{1}{2}})^2 \|T^{(1)}\varphi_i\|,$$

where

$$p = \|T^{(1)}P\|, q = \|T(1)S\|, s_\alpha = \|S - \alpha P\|$$

for any $\alpha$.

The above theorems and corollaries are the basic tools used in the thesis. Occasionally some additional results may be used, in which case they will be explained when they are introduced.
Chapter 3

Gauss-Seidel Method Applied to RLS

3.1 Introduction

We have reviewed the recursive least squares algorithm (RLS) in Chapter 1. This algorithm is known to be robust against the measurements errors [4]. The main drawback is its poor convergence behavior, since as time increases the algorithm turns itself off [3], [4]. Another drawback is the time consumption of one sweep, where sweep means a single iteration. Since in practice the systems in which we will use this algorithm is sampled continuous time systems, the sampling period is limited by the Nyquist rate. An efficient way of applying RLS to identification is to share the work of a the single sweep with p processors (i.e., p ≥ 1) or to parallelize the algorithm. There exists a large number of efficient parallel implementations of RLS and related algorithms [2], [7]. Especially the work of Jover and Kailath is an important contribution on this area. They implement the most time consuming part of the algorithm, the covariance update, on systolic arrays. The improvement introduced is on the modification of well-known Bierman's LDU (Lower Triangular, Diagonal, Upper Triangular) factorization of a matrix. The covariance update is in fact an LDU update problem which is solved in [6], and the modification in the paper of Jover and Kailath consist of parallelizing the algorithm. A more systematic application schedule of parallel architectures can be found in [2]. In [2], systolic arrays are used as blocks for special purposes which are most commonly used structures in algorithms (i.e., RLS, Kalman Filtering, etc). These blocks perform; back substitution, matrix addition and multiplication, orthogonal decomposition and calculation of the schur complement[2].

In this chapter we will first give a simple way of parameterization of the RLS algorithm for a MIMO (Multi Input, Multi Output) system defined by
ARMA model. Then, we will apply a well known iteration method, which is the Gauss-Seidel iteration, for identification of SISO (single input, single output) (and MIMO) model and examine the convergence behavior of the resultant algorithm.

### 3.2 Gauss-Seidel Iteration

Assume that we have the following iteration algorithm:

\[
x(k+1) = f(x(k))
\]  

where \( x(k), f(x(k)) \in \mathbb{R}^n \). A straightforward way to parallelize the above iterative algorithm is assigning a processor to a component of \( x(k) \), and letting them compute \( x(k) \) in parallel. For example the \( i^{th} \) processor computes

\[
x_i(k+1) = f_i(x(k))
\]

which is the \( i^{th} \) component of \( x(k+1) \). This type of iteration is called a Jacobi type of iteration. Another method is the Gauss-Seidel method (from now on abbreviated as GS). It introduces some kind of sequentialism on the calculation of the components of \( x(k+1) \). In this algorithm the recent updates of vector’s components are used to update the other components of the vector, as follows:

\[
x_1(k+1) = f_1((x_1(k), x_2(k), \ldots, x_n(k))^T)
\]

\[
x_2(k+1) = f_2((x_1(k+1), x_2(k), \ldots, x_n(k))^T)
\]

\[
x_j(k+1) = f_j((x_1(k+1), x_2(k+1), \ldots, x_j(k), x_{j+1}(k))^T)
\]

For details, see [1]. As seen from the above equations the sequence chosen in the GS method seems to be user dependent, however, in many algorithms the sequence is predefined and the order is clearly set.

### 3.3 MIMO Representation for System Identification

In this section, we first give a parameterization of a MIMO system suitable for system identification. We will then apply the RLS algorithm for MIMO systems of representation
We consider the linear, time invariant, MIMO discrete time systems given by the following equation:

\[ y(t) + A_1 y(t-1) + \ldots + A_r y(t-r) = B_1 u(t-1) + \ldots + B_l u(t-l) \quad (3.4) \]

where \( t \in \mathbb{N} \), \( y(t), u(t) \in \mathbb{R}^m \), \( A_i, B_j \in \mathbb{R}^{m \times m} \), \( i = 1, \ldots, r, j = 1, \ldots, l \).

Our aim is to find \( A_i, B_j \) for \( i = 1, \ldots, r, j = 1, \ldots, l \) using observations \( y(t) \) and inputs \( u(t) \). Let

\[
A_i = \begin{bmatrix} a_{11}^i & a_{1m}^i \\ \vdots & \vdots \\ a_{m1}^i & a_{mm}^i \end{bmatrix}, \quad B_j = \begin{bmatrix} b_{11}^j & b_{1m}^j \\ \vdots & \vdots \\ b_{m1}^j & b_{mm}^j \end{bmatrix}, \quad i = 1, \ldots, r, j = 1, \ldots, l
\]

and let \( \theta \) be defined as

\[
\theta = (a_{11}^1 : a_{21}^1 : \ldots : a_{12}^1 : a_{22}^1 : \ldots : a_{1m}^1 : a_{2m}^1 : \ldots : a_{1m}^r : a_{2m}^r : \ldots : a_{m1}^r : a_{mm}^r : b_{11}^1 : \ldots : b_{m1}^r : b_{mm}^r)^T \in \mathbb{R}^{nm^2}
\]

(i.e., the columns of \( A_i, i = 1, \ldots, r \) and then the columns of \( B_j, j = 1, \ldots, l \), are placed one following other respectively)

In order to generalize the RLS algorithm of SISO systems to MIMO systems, we need to have a linear relation between the output \( y(t) \) and the parameter vector \( \theta \), see (2.2). For this reason, we choose the regressors \( \varphi(t) \) as

\[
\varphi(t) = \begin{bmatrix} -y_1(t-1) \\ -y_1(t-1) \\ u_m(t-l) \\ u_m(t-l) \end{bmatrix} \in \mathbb{R}^{m^2 n \times r}. \quad (3.6)
\]

It is easy to see that by using (3.5) and (3.6), (3.4) can be written as

\[
y(t) = \varphi^T(t) \theta \quad (3.7)
\]

which is a suitable representation for identification. We will use the well-known error squares cost function

\[
J(\hat{\theta}, N) = \frac{1}{2} \sum_{t=1}^{N} (y(t) - \varphi^T \hat{\theta})^T (y(t) - \varphi^T \hat{\theta}), \quad (3.8)
\]
where $\hat{\theta}$ is the estimate of $\theta$. To get RLS from (3.8), let us determine a $\hat{\theta}$ which minimizes the cost function. Let us define $Y = [y^T(1)y^T(2)\ldots y^T(N)]^T$, and $\Phi_N = [\varphi(1)\varphi(2)\ldots \varphi(N)]^T$, then the error $E$ and the cost function $J$ becomes

$$E = Y - \Phi_N \hat{\theta},$$

$$J = \frac{1}{2}E^T E.$$  

The estimate $\hat{\theta}$ that minimizes $J$ is given by

$$\hat{\theta} = (\Phi_N^T \Phi_N)^{-1} \Phi_N^T Y,$$  

provided that the matrix $\Phi_N^T \Phi_N$ is invertible. To convert (3.9) to RLS algorithm, we assume that we have found a minimum by using $N - 1$ errors in the cost function $J$ and then we will find minimum when an additional observation comes. Note that

$$\Phi_N^T \Phi_N = \sum_{i=1}^{N} \varphi(i)\varphi^T(i), \quad \Phi^T Y = \sum_{i=1}^{N} \varphi(i)y(i)$$  

(3.10)

If we let $P(k) = (\Phi_k^T \Phi_k)^{-1}$, we have

$$\hat{\theta}(N) = P(N)(\sum_{i=1}^{N} \varphi(i)y(i)).$$  

(3.11)

Since $P^{-1}(k) = \Phi_k^T \Phi_k$ and also having the definitions (3.10), we can obtain the relation

$$P^{-1}(N) = P^{-1}(N - 1) + \varphi(N)\varphi^T(N)$$  

(3.12)

We can rewrite (3.11) as

$$\hat{\theta}(N) = P(N)(\sum_{i=1}^{N-1} \varphi(i)y(i) + \varphi(N)y(N)),$$  

(3.13)

and also we have

$$\sum_{i=1}^{N} \varphi(i)y(i) = P^{-1}(N - 1)\hat{\theta}(N - 1) = P^{-1}(N)\hat{\theta}(N - 1) - \varphi(N)\varphi^T(N)\hat{\theta}(N - 1).$$  

(3.14)

Now, using (3.14) in (3.13) we get the estimate at time $N$ as

$$\hat{\theta}(N) = \hat{\theta}(N - 1) + P(N)\varphi(N)(y(N) - \varphi^T(N)\hat{\theta}(N - 1))$$  

(3.15)
CHAPTER 3. GAUSS-SEIDEL METHOD APPLIED TO RLS

The equations (3.12) and (3.15) yield the RLS algorithm for identification of MIMO system. Here the only difference with the SISO case is that the matrix $P(N)$ to be inverted is of a large size (i.e., $m^2 n \times m^2 n$). Using the matrix inversion identity in (3.12), we obtain

$$P(N) = P(N-1) - P(N-1) \varphi(N)[I + \varphi^T(N)P(N-1)\varphi(N)]^{-1}\varphi^T(N)P(N-1).$$

(3.16)

Here, the tedious computational problem is to determine the inverse of

$$M(t) = [I + \varphi^T(t)P(t-1)\varphi(t)] \mathcal{R}^{m \times m}$$

Under some assumptions on the system given by (3.4), a simplified RLS algorithm could be found based on the structure of $M(t)$ (i.e., $M(t)$ could be a diagonal matrix), see [4]. Here we did not impose a condition on $M(t)$. The inversion of $M(t)$ could be done in systolic array type processors which perform orthogonal decompositions and back substitutions. To clarify, let $A$ be the matrix that we want to invert. Then $A$ can be made triangular by multiplication of orthogonal matrices

$$AQ_1Q_2\ldots Q_n = U$$

where $U$ is upper triangular and $n$, the number of transformations, depends on $A$. Then to determine $A^{-1}$, we invert $U$ by $n$ consecutive back substitutions, and then multiply by $Q_i$'s, as follows:

$$A^{-1} = Q_1Q_2\ldots Q_nU^{-1}$$

This is of course not the most efficient way of performing the inversion but one which could easily be performed by systolic arrays. On conventional computer systems, there also exist other efficient algorithms, see [13].

This technique of MIMO identification shows the applicability of systolic arrays or parallel processing arrays to identification problems. The convergence behavior of the MIMO-RLS will not be dealt with since this is quite similar to SISO case.

3.4 Application of GS Iteration to RLS Algorithm

The application of GS iteration to RLS algorithm will be given in this section and convergence behavior will be analyzed in the next section. For convenience
let us consider the parameter update equation,

\[ \hat{\theta}(t) = \hat{\theta}(t-1) + K(t)(y(t) - \varphi'(t)\hat{\theta}(t-1)). \]

This is an iterative algorithm. We will apply GS method on the elements of \( \hat{\theta} \) given by the above algorithm. Here the important point is the selection of the sequence to which we apply GS. In some situations, this sequence changes the convergence behavior. For a clear understanding, we choose the sequence,

\[
\begin{align*}
\hat{\theta}_1(t) &= \hat{\theta}_1(t-1) + K_1(t)(y(t) - \varphi_1(t)\hat{\theta}_1(t-1) - \varphi_2(t)\hat{\theta}_2(t-1) - \ldots - \varphi_n(t)\hat{\theta}_n(t-1)) \\
\hat{\theta}_2(t) &= \hat{\theta}_2(t-1) + K_2(t)(y(t) - \varphi_1(t)\hat{\theta}_1(t) - \varphi_2(t)\hat{\theta}_2(t-1) - \ldots - \varphi_n(t)\hat{\theta}_n(t-1)) \\
\hat{\theta}_n(t) &= \hat{\theta}_n(t-1) + K_n(t)(y(t) - \varphi_1(t)\hat{\theta}_1(t) - \varphi_2(t)\hat{\theta}_2(t) - \ldots - \varphi_n(t)\hat{\theta}_n(t-1)),
\end{align*}
\]

for updating the elements of \( \hat{\theta}(t) \). The subindex shows that it is the associated component of the vector.

If Jacobi iteration is used in RLS, we can assign a processor to each component of \( \hat{\theta} \) and perform the iterations in parallel without having to wait for the result of the other processors. But in (3.17) we can see that each processor has to wait for the results of the previous processors to update its own parameter, hence the parallelism is lost. But in general, in solving linear equations (i.e. \( Ax = b \)), the GS iterations give better convergence rates than Jacobi type iterations, [1]. Here, we only prove the convergence of RLS with GS iteration. We have been unable to obtain the convergence rates of this algorithm. Hence, a theoretical comparison with RLS with Jacobi type iteration is not made.

The GS approach can also be performed in block fashion. We can partition \( \hat{\theta}, \varphi, K \) into \( k \) (\( k < n \)) blocks of the form

\[ \hat{\theta} = (\hat{\theta}_1 : \hat{\theta}_2 : \ldots : \hat{\theta}_k)^T \]

\[ \varphi = (\varphi_1 : \varphi_2 : \ldots : \varphi_k)^T \]

\[ K = (K_1 : K_2 : \ldots : K_k)^T \]

then RLS with GS iteration becomes

\[ \begin{align*}
\hat{\theta}_1(t) &= \hat{\theta}_1(t-1) + K_1(t)(y(t) - \varphi_1^T(t)\hat{\theta}_1(t-1) - \varphi_2^T(t)\hat{\theta}_2(t-1) - \ldots - \varphi_k^T(t)\hat{\theta}_k(t-1)) \\
\hat{\theta}_2(t) &= \hat{\theta}_2(t-1) + K_2(t)(y(t) - \varphi_1^T(t)\hat{\theta}_1(t) - \varphi_2^T(t)\hat{\theta}_2(t-1) - \ldots - \varphi_k^T(t)\hat{\theta}_k(t-1)) \\
\hat{\theta}_n(t) &= \hat{\theta}_n(t-1) + K_n(t)(y(t) - \varphi_1^T(t)\hat{\theta}_1(t) - \varphi_2^T(t)\hat{\theta}_2(t) - \ldots - \varphi_k^T(t)\hat{\theta}_k(t-1)).
\end{align*} \]
\[
\dot{\theta}_k(t) = \dot{\theta}_k(t-1) + K_k(t)(y(t) - \varphi_k^T(t)\dot{\theta}_1(t) - \varphi_k^T(t)\dot{\theta}_2(t) - \ldots - \varphi_k^T(t)\dot{\theta}_k(t-1))
\]

Simulations of the block GS suggest that the convergence rate is affected by the choice of these blocks and that the error between the parameters updated by Jacobi iteration and block GS can be made small, see Figure(3.2).

### 3.5 Convergence Behaviors of GS Applied Algorithms

If we collect the parameters with index \(t\) to the left hand side of (3.17) we obtain the equation

\[
\theta_1(t) = \theta_1(t-1) + K_1(t)(y(t) - \varphi_1(t)\theta_1(t-1) - \varphi_2(t)\theta_2(t-1) - \ldots - \varphi_n(t)\theta_n(t-1))
\]

\[
K_2(t)\varphi_1(t)\theta_n(t) + \theta_2(t) = \theta_1(t-1) + K_2(t)(y(t) - \varphi_2(t)\theta_2(t-1) - \ldots - \varphi_n(t)\theta_n(t-1))
\]

\[
K_n(t)\varphi_1(t)\theta_1(t) + K_n(t)\varphi_2(t)\theta_2(t) + \ldots + \theta_n(t) = \theta_n(t-1) + K_n(t)(y(t) - \varphi_n(t)\theta_n(t-1))
\]

for GS applied algorithm. In order to write (3.18) in a compact way, we first define

\[
E(t) = \begin{bmatrix}
1 \\
K_2(t)\varphi_1(t) & 1 \\
& & \ddots \\
K_n(t)\varphi_1(t) & K_n(t)\varphi_{n-1}(t) & 1
\end{bmatrix}
\]

and let \(F(t) = I - E(t)\). Then, (3.18) can be rewritten as

\[
E(t)\dot{\theta}(t) = \dot{\theta}(t-1) + K(t)(y(t) - \varphi^T(t)\dot{\theta}(t-1)) + F(t)\dot{\theta}(t-1)
\]

or

\[
\dot{\theta}(t) = \dot{\theta}(t-1) + E^{-1}(t)K(t)(y(t) - \varphi^T(t)\dot{\theta}(t-1)).
\]

Let \(E(t) = I + L\), where \(L\) is a lower triangular matrix with zero elements at the diagonal. Since \(L^n = 0\), the inverse of \(E(t)\) can be obtained by

\[
E^{-1}(t) = I - L + L^2 - \ldots + (-1)^{n-1}L^{n-1}
\]
In (3.19), we need $E^{-1}(t)K(t)$ which is the new gain. Hence, we need the powers of $L$ multiplied by $K(t)$. These can be found as follows, where the index $t$ is dropped for convenience:

$$LK = \begin{bmatrix} K_1K_2\varphi_1 \\ K_2K_3\varphi_1 + K_2K_3\varphi_2 \\ \vdots \\ K_n\Sigma_{i=1}^{n-1}K_i\varphi_i \end{bmatrix}$$

$$L^2K = \begin{bmatrix} 0 \\ K_3K_1\varphi_1K_2\varphi_2 \\ K_4\Sigma_{(s_1,s_2)=(1,2,3)}K_{s_1}K_{s_2}\varphi_{s_1}\varphi_{s_2} \\ \vdots \\ K_n\Sigma_{(s_1,s_2)=(1,2,...,n-1)}K_{s_1}K_{s_2}\varphi_{s_1}\varphi_{s_2} \end{bmatrix}$$

$$L^{n-1}K = \begin{bmatrix} 0 \\ 0 \\ 0 \\ K_n(K_1\varphi_1K_2\varphi_2...K_{n-1}\varphi_{n-1}) \end{bmatrix}$$

The desired gain which is $E(t)^{-1}K(t) = \sum_{i=0}^{n-1}(-L)^iK(t)$ can be expressed, using the above results as

$$\begin{bmatrix} K_1 \\ K_2(1-K_1\varphi_1) \\ \vdots \\ K_n(1+\Sigma_{j=1}^{n-1}(s_1,s_2,...,s_j)=(1,2,3,...,n-1)K_{s_1}...K_{s_j}\varphi_{s_1}...\varphi_{s_j}(-1)^j) \end{bmatrix}$$

which is equal to

$$\begin{bmatrix} K_1 \\ K_2(1-K_1\varphi_1) \\ \vdots \\ K_n\Pi_{j=1}^{n-1}(1-K_i\varphi_i) \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 1-K_1\varphi_1 & 1-K_1\varphi_1 \\ \vdots & \vdots \\ 0 & \Pi_{j=1}^{n-1}(1-K_i\varphi_i) \end{bmatrix}K(t)$$

Finally if we express $E^{-1}$ as $I - \Gamma_t$ then (3.17) becomes

$$\dot{\theta}(t) = \dot{\theta}(t-1) + (I - \Gamma_t)K(t)(y(t) - \varphi(t)\dot{\theta}(t-1)). \tag{3.21}$$
In convergence analysis we need to observe the behavior of the parameter error, which is defined as \( \tilde{\theta} = \hat{\theta} - \theta \). Using this definition on standard RLS we have

\[
\tilde{\theta}(t) = (I - K(t)\varphi^T(t))\hat{\theta}(t - 1).
\]

(3.22)

If the excitation condition (2.7) is satisfied, the solution of the above error equation tends asymptotically to zero. In fact, it is known that the convergence is in the order of \( \frac{1}{t} \), i.e., \( \|\hat{\theta}(t)\| \sim O\left(\frac{1}{t}\right) \) for large \( t \) see[4]. To examine the convergence behavior of error when GS is applied, let us write the error equation as

\[
\tilde{\theta}(t) = (I - (I - \Gamma_t)K(t)\varphi^T(t))\hat{\theta}(t - 1).
\]

Rewriting, we have the equation

\[
\tilde{\theta}(t) = (I - K(t)\varphi^T(t))\hat{\theta}(t - 1) + \Gamma_t K(t)\varphi^T(t)\hat{\theta}(t - 1).
\]

(3.23)

We note that (3.23) is a perturbed equation of (3.22). We will now check that whether the hypothesis of Theorem(2.3) is satisfied for the equation (3.22). The first thing that we have to verify is the total stability of (3.22). We will make the assumption of boundness, which is the regressor vectors produced by the system and input is bounded for all \( t \), i.e., for some \( M > 0, \varphi^T(t)\varphi(t) \leq M < \infty, \forall t \). If we let \( f(t, y) = (I - K(t)\varphi^T)y \), then we have

\[
\|f(t, \theta_1) - f(t, \theta_2)\| = \|(I - K(t)\varphi^T)(\theta_1 - \theta_2)\|
\]

\[
\leq \|(I - K(t)\varphi^T)\|\|\theta_1 - \theta_2\|
\]

\[
\leq (1 + \|K(t)\varphi^T\|)\|\theta_1 - \theta_2\|
\]

(3.24)

Since \( K(t) = P(t)\varphi(t) \), using the induced \( L_2 \) norm of matrix \( K(t)\varphi^T \), we obtain

\[
\|K(t)\varphi^T\| \leq \sqrt{\varphi^TP^2(t)\varphi} \sqrt{\varphi^T\varphi}
\]

\[
\leq \varphi^T\varphi \lambda_{\max}(P(t))
\]

\[
\leq \varphi^T\varphi \lambda_{\max}(P(0))
\]

(3.25)

where we used the fact that \( \lambda_{\min}(P^{-1}(t)) \geq \lambda_{\min}(P^{-1}(t - 1)) \), and hence \( \lambda_{\max}(P(t)) \leq \lambda_{\max}(P(t - 1)) \), see (2.7). Using the assumption of boundedness of regressors (3.24), (3.25), we obtain

\[
\|f(t, \theta_1) - f(t, \theta_2)\| \leq \|1 + M\lambda_{\max}(P(0))\|\|\theta_1 - \theta_2\|.
\]

(3.26)

The inequality (3.26) gives us a candidate for \( L_2 \) as \( 1 + M\lambda_{\max}(P(0)) \) for all \( \theta_1, \theta_2 \in \mathcal{R} \). Let the regressors satisfy the persistence of excitation condition given
by (2.7), then since $\hat{\theta} = 0$ is a uniformly asymptotically stable equilibrium of (3.22), by (3.26) and Theorem (2.3), it is also totally stable. Now let us investigate the perturbed equation (3.17). We can put a bound on the perturbation as follows:

$$
\|\Gamma_t K(t) \varphi^T \theta\| \leq \sqrt{\lambda_{\max}(\varphi K(t) \Gamma_t^2 K(t) \varphi^T) \|\theta\|}
$$

$$
\leq \sqrt{K^T(t) \Gamma_t^2 K(t)} \|\varphi(t)\| \|\theta\|
$$

$$
\leq \lambda_{\max}(\Gamma_t) \|K(t)\| \|\varphi(t)\| \|\theta\|
$$

$$
\leq \lambda_{\max}(\Gamma_t) \lambda_{\max}(P(0)) \|\varphi(t)\|^2 \|\theta\|.
$$

Let $g_t = \lambda_{\max}(\Gamma_t) \lambda_{\max}(P(0)) \|\varphi(t)\|^2$. Then, since $\lambda_{\max}(\Gamma_t)$ is either zero or is a multiple of $K_t$, which asymptotically approaches to zero, and since regressors are bounded by assumption, we have

$$
\|\Gamma_t K(t) \varphi^T \theta\| \stackrel{def}{=} ||R(t, \theta)|| < g_t \|\theta\|,
$$

g_t \to 0$ monotonically. Hence, by using the Corollary (2.1), we conclude that $\hat{\theta} = 0$ is also an asymptotically stable equilibrium of (3.23). We now summarize the above results.

**Theorem (3.1):** Consider the system given by (3.23), which results from the application of GS to standard RLS for SISO system. Let the persistence of excitation condition given by (2.7) be satisfied. Furthermore, assume that the regressors are bounded, i.e., there exists $M > 0$, such that $\|\varphi(t)\| \leq M, \forall t \in \mathcal{N}$. Under these conditions, $\hat{\theta} = 0$ is an asymptotically stable equilibrium of (3.23). □

Theorem (3.1) can be extended easily when GS is applied in a block fashion.

When the system to be identified is a MIMO system which is given in the previous section of this chapter we can still use the analysis presented above.

First thing to be done is choosing the sequence applied for GS method in the parameter update equation for MIMO case. We choose $n$ blocks with $m^2$ elements each: For example

$$
\theta_i = (a_{11}^i : a_{21}^i : \ldots : a_{12}^i : a_{22}^i : \ldots : a_{nm}^i)
$$

i.e., each block $\theta_i$ is set by $A_i$ or $B_j$. When GS is applied, the RLS update can be done in the way shown below:

$$
\theta_1(t) = \theta_1(t-1) + K_1(t)(y(t) - \varphi_1^T(t) \theta_1(t-1) - \varphi_2^T(t) \theta_2(t-1) - \ldots - \varphi_n^T(t) \theta_n(t-1))
$$
\[ \theta_n(t) = \theta_n(t-1) + K_n(t)(y(t) - \varphi_T(t)\theta_1(t) - \varphi_T(t)\theta_2(t) - \ldots - \varphi_T(t)\theta_n(t-1)). \]  

(3.27)

The equations are in same form as the (3.17) but the elements of the matrices \( K \) and \( \varphi \) are different. We can easily see that \( \varphi_i \) is in the form

\[ \varphi_i(t) = \begin{bmatrix} y_1(t-i) & y_m(t-i) \\ y_1(t-i) & y_m(t-i) \end{bmatrix}^T \]

and

\[ K = P\varphi = [K_1^T \ldots K_n^T]^T \]

For the convergence of the algorithm given by (3.15), we can examine the behavior of the parameter error \( \hat{\theta}(t) \) which is \( \hat{\theta}(t) - \theta \). By simply subtracting \( \theta \) from both sides of (3.15) we see that error equation is

\[ \hat{\theta}(t) = (I - K(t)\varphi^T(t))\hat{\theta}(t-1) \]  

(3.28)

which is the same as (3.22). From the above equation and (3.12) it could be easily deduced that a sufficient condition for error to go zero is

\[ \lim_{t \to \infty} \lambda_{\min}(P^{-1}(t)) = \infty. \]

Returning to the equation where GS applied, the error equation could be written as

\[ \hat{\theta}(t) = (I - K(t)\varphi^T(t))\hat{\theta}(t-1) + \tau_tK(t)\varphi^T(t)\hat{\theta}(t-1) \]  

(3.29)

where

\[ \tau_t = \begin{bmatrix} 0 \\ K_1(t)\varphi_1^T(t) \\ \vdots \\ K_n(t)\varphi_n^T(t) \end{bmatrix} \]

(3.30)

The convergence analysis is very similar to the SISO case. First we assume that \( \|\varphi(t)\| \) is bounded for all \( t \in \mathbb{N} \). The function, \( (I - K(t)\varphi^T(t)) \), then will satisfy the following

\[ \|I - K(t)\varphi^T(t)\| \leq 1 + \|K(t)\varphi^T(t)\| \]

\[ \leq 1 + \varphi^T(t)P(t)\varphi(t)\|\varphi(t)\|_i \]

\[ \leq 1 + \|\varphi(t)\|^2\lambda_{\max}(P(t)) \]

\[ \leq 1 + \|\varphi(t)\|^2\lambda_{\max}(P(0)) \]

\[ \overset{\text{def}}{=} L_r \]
where $L_r$ is the required constant of Theorem(2.3). Hence, according to the Theorem (2.3) $\hat{\vartheta} = 0$ is a totally stable equilibrium point for MIMO RLS error equation, given by (3.28). Now, the perturbation term in (3.29) satisfies
\[
\|T_t K(t) \varphi^T \hat{\vartheta} \| \leq \| T_t \| \| \varphi(t) \| \| P(t) \| \| \hat{\vartheta} \|
\leq M^2 \lambda_{\text{max}}(P(t)) \| T_t \| \| \hat{\vartheta} \|
\leq (3.31)
\]
It can easily be seen that the right hand side of (3.31) asymptotically approaches to zero, hence, by the Corollary (2.1), we conclude that $\hat{\vartheta} = 0$ is an uniformly asymptotically stable equilibrium point for (3.29). We summarize this result in the following theorem:

\textbf{Theorem(3.2):} Consider the system given by (3.29), which results from the application of GS to standard RLS for a MIMO system. Let the persistence of excitation condition given by (2.7) be satisfied. Furthermore, assume that the regressors are bounded, i.e., there exists $M > 0$ such that $\| \varphi(t) \| \forall t \in \mathcal{N}$. Under these conditions, $\hat{\vartheta} = 0$ is an asymptotically stable equilibrium of (3.29). □

3.6 Simulations

In this section we show the results obtained in the simulations done in SUN systems written in C-language. In the first one a linear system is identified the system is defined by the difference equation
\[
y(t) = 1.7y(t-1) - 1.01y(t-2) + 0.247y(t-3) + 0.021u(t-1) + 0.3u(t-2) - u(t-3).
\leq (3.32)
\]
We can define
\[
\vartheta = (-1.7 : 1.01 : -0.247 : 0.021 : 0.3 : -1)^T
\]
and
\[
\varphi(t) = [-y(t-1) : -y(t-2) : -y(t-3) : u(t-1) : u(t-2) : u(t-3)]^T.
\]
We take initial estimate as $\hat{\vartheta}(0) = (.005 : .005 : .005 : .005 : .005 : .005)^T$ and the initial regressor as $\varphi(0) = (.05 : .05 : .05 : .05 : .05 : .05)^T$ and the initial covariance as $P(0) = 2000I_{6 \times 6}$. The input to the system is
\[
u(t) = 20\sin(\frac{\pi t}{180}) + 20\sin(\frac{60\pi t}{180}) + 20\sin(\frac{100\pi t}{180}).
\]
To identify the system RLS is used and GS method is applied to standard RLS using the sequence in (3.17). The asymptotic behavior of a particular element
of $\hat{\theta}(t), \hat{\theta}_2(t)$, resulting from standard RLS and GS applied RLS are presented in Figure (3.1). In the second simulation the block GS method is used. For this purpose $\hat{\theta}(t)$ is partitioned to two blocks as

$$\hat{\theta}(t) = [\hat{\theta}_1(t)^T : \hat{\theta}_2(t)^T]^T.$$  \hfill (3.33)

We, first take

$$\hat{\theta}_1(t) = (\hat{\theta}_1(t) : \hat{\theta}_2(t))^T,$$

and

$$\hat{\theta}_2(t) = (\hat{\theta}_3(t) : \hat{\theta}_4(t) : \hat{\theta}_5(t) : \hat{\theta}_6(t))^T.$$

Then for a second algorithm we take

$$\hat{\theta}_1(t) = (\hat{\theta}_1(t)),$$

and

$$\hat{\theta}_2(t) = (\hat{\theta}_2(t) : \hat{\theta}_3(t) : \hat{\theta}_4(t) : \hat{\theta}_5(t) : \hat{\theta}_6(t))^T.$$

The resultant behavior of $\hat{\theta}_3(t)$ in both of the two algorithms are given in Figure (3.2).

The second example we consider is a system modelled by the differential equation

$$y(t) = 2.1y(t - 1) - 1.8y(t - 2) + 0.5y(t - 3) + 0.9u(t - 1) - u(t - 1).$$ \hfill (3.34)
The regressor and the parameter vectors are defined in the same way as we did in first example. The input is

\[ u(t) = 20\sin\left(\frac{6\pi t}{180}\right) + 20\sin\left(\frac{100\pi t}{180}\right). \]

The initial parameter estimate, regressor and covariance, for the iterative algorithms, are,

\[
\hat{\theta}(0) = [0.8 : 0.8 : 0.8 : 0.8 : 0.8]^T, \\
\varphi(0) = [0.05 : 0.05 : 0.05 : 0.05 : 0.05]^T, \\
P(0) = 1000I.
\]

Using the same sequencing, in the application of GS, as above we get behavior of \( \hat{\theta}_2(t) \) in Figure (3.3).

Then we apply GS in block fashion. \( \hat{\theta}(t) \) is partitioned into two blocks like in (3.33), and this is done in two different ways. In the first one

\[
\hat{\theta}_1(t) = (\hat{\theta}_1(t) : \hat{\theta}_2(t) : \theta_3(t))^T,
\]

and

\[
\hat{\theta}_2(t) = (\hat{\theta}_4(t) : \hat{\theta}_5(t))^T.
\]
In the second one
\[
\hat{\theta}_1(t) = (\hat{\theta}_1(t))^T,
\]
and
\[
\hat{\theta}_2(t) = (\hat{\theta}_2(t) : \hat{\theta}_4(t) : \hat{\theta}_5(t))^T.
\]
We display the behavior of \(\hat{\theta}_3(t)\) in Figure (3.4). The difference between these two examples is that at the second example the poles of the system is lying on the unit circle. This shows that the system may generate oscillations. It could be seen that the convergence is poor in second example when GS applies to RLS, Figure(3.3). This could happen because of this oscillatory behavior.
Figure 3.4: Second example results, when Block GS applied
Chapter 4

Investigating RLS using SVD computations

4.1 Introduction

In this chapter we will investigate the RLS algorithm and parameter error behavior in some detail. Of particular interest is the behavior of the algorithm when the excitation is not complete or very weak so that the convergence of the estimated parameters is very slow. It can be shown that when excitation is not complete, the identification error stays bounded and some part of the error goes to zero, [11]. While this might seem to be a serious problem, that the identification error stays bounded may be sufficient for some model reference adaptive control applications, i.e., the tracking error between the plant and the model may still converge to zero, [11]. In [11] defining an unexcitation subspace by the regressor vectors, results on parameter and tracking errors are derived. Since update of the covariance plays an important role for the convergence of the algorithm, this update equation is also modified. In [3], after making some modifications in this equation, results show that exponentially fast convergence could be obtained, by an efficient usage of data. In [9], [10] some modifications of the RLS algorithm which avoid the turning off of the standard RLS algorithm are proposed. The turning off of the standard algorithm can be explained as follows. Assuming that the excitation condition (2.7) is satisfied, it follows that the following holds;

\[ \lim_{t \to \infty} \lambda_{max}(P(t)) = 0 \]  

(4.1)

Since the gain \( K(t) \) of the RLS algorithm is proportional to \( P(t) \), see (2.5), it follows that this gain asymptotically approaches to zero, hence the convergence of the algorithm also slows down.
If we investigate how the modes of $P^{-1}(t)$ increase, we can obtain some intuition on the excitation conditions. In this chapter we propose a modification of the algorithm which is based on the excitation of modes at each iteration step and the corresponding parameters are updated correspondingly. Also, simulations suggest that even if all the parameters in a sweep are not updated, asymptotically the parameter error decreases. Main motivations of proposing the above algorithms are the large time consumptions and low convergence rates of the standard RLS algorithm. (i.e. if unnecessary processing does not take place, time consumption decreases). If each step, instead of updating all parameters, we update the ones that are suitable in some sense at average, time consumption can be decreased. For this purpose SVD is used in covariance update equations. Since $P(t)$ is symmetric, and positive definite, SVD is equivalent to eigenvalue-eigenvector computation. The main motivation for the use of SVD can be explained as follows. Once the singular values of $P(t)$ are found, we can compare these values with the previous ones, and find the directions along which the rate of change of the singular values are relatively small. Therefore we may expect small change in the parameters along these directions and do not update the parameters along them. It should be noted that the standard eigenvalue calculation algorithms are not efficient and machine precision dependent. This point should be taken into account when the above algorithm is implemented. Also the calculation of singular values can be reduced to finding roots of a polynomial, which has some interesting root-interlacing property, see section 4.2. This property could be exploited further and a parallelization of the algorithm can be obtained.

### 4.2 Application of SVD to RLS

Since we are interested in the modes of $P^{-1}(t)$, which can be taken as the singular values of $P^{-1}(t)$, we apply SVD to obtain them. As $P^{-1}(t)$ is symmetric and positive definite, all singular values are positive (not zero) and decomposition is as follows:

$$P^{-1}(t) = U_t D_t^{-1} U_t^T$$

$$D_t^{-1} = \begin{bmatrix} d_1^t & & \\ & \ddots & \\ & & d_r^t \end{bmatrix}$$

(4.2)

where $U_t \in \mathbb{R}^{m \times m}$ is an orthogonal matrix and $d_1^t \geq d_2^t \geq \ldots \geq d_r^t > 0, t \in \mathcal{N}$ are the singular values. Then the covariance update equation (2.6) becomes

$$P^{-1}(t) = U_{t-1} D_{t-1}^{-1} U_{t-1}^T + \varphi(t)\varphi^T(t)$$

(4.3)
By rearranging (4.3) we obtain
\[ P^{-1}(t) = U_{t-1}(D_{t-1}^{-1} + U_{t-1}^T \varphi(t) \varphi^T(t) U_{t-1}) U_{t-1}^T \] (4.4)
if we need to find SVD of \( P^{-1}(t) \) having SVD of \( P^{-1}(t-1) \) at hand, the above equation suggests that we need to find the SVD of \( D_{t-1}^{-1} + U_{t-1}^T \varphi(t) \varphi^T(t) U_{t-1} \) if this matrix is decomposed as
\[ D_{t-1}^{-1} + U_{t-1}^T \varphi(t) \varphi^T(t) U_{t-1} = Q_t D_t Q_t^T \] (4.5)
then putting (4.5) in (4.4) we obtain
\[ P^{-1}(t) = U_{t-1} Q_t D_t Q_t^T U_{t-1} = U_t D_t^{-1} U_t^T \] (4.6)
where we set
\[ U_t = U_{t-1} Q_t \] (4.7)
The update form introduced by SVD seems easy since a dyad is added to a diagonal matrix. Now let us look what changes did SVD bring to parameter update equation (2.4). Before going further, let us define
\[ \phi_t = U_{t-1}^T \varphi(t), \quad \alpha_t = U_{t-1}^T \hat{\theta}(t), \quad \gamma_t = \frac{1}{1 + \phi_t^2 D_{t-1} \phi_t} \] (4.8)
Now the gain could be rewritten as
\[ K(t) = \frac{P(t-1) \varphi(t)}{1 + \varphi^T(t) P(t-1) \varphi(t)} = \gamma_t U_{t-1} D_{t-1} \phi_t \] (4.9)
Putting (4.9) in the parameter update equation (2.4) and using the definitions (4.8) in (2.4) we obtain
\[ \hat{\theta}(t) = \hat{\theta}(t-1) + \gamma_t U_{t-1} D_{t-1} \phi_t (y(t) - \phi_t^T U_{t-1} \hat{\theta}(t-1)) \]
\[ = U_{t-1} (\alpha_{t-1} + \gamma_t D_{t-1} \phi_t (y(t) - \phi_t^T \gamma_{t-1})) \] (4.10)
Then an update on \( \alpha_t \) will become as
\[ \alpha_t = U_t^T U_{t-1} (\alpha_{t-1} + \gamma_t D_{t-1} \phi_t (y(t) - \phi_t^T \gamma_{t-1})) \] (4.11)
and since \( U_t = U_{t-1} Q_t, \alpha_t \) becomes:
\[ \alpha_t = Q_t^T (\alpha_{t-1} + \gamma_t D_{t-1} \phi_t (y(t) - \phi_t^T \alpha_{t-1})) \] (4.12)
The vector \( \alpha_t \) is the representation of \( \hat{\theta}(t) \) with respect to the basis obtained by the columns of \( U_t \).

In the sequel, we will show that, under some conditions, \( \lim_{t \to \infty} \| Q_t - I \| = 0 \). Now assume that this is the case. Now (4.12) implies that, if a certain
component of $\phi_t$ is zero, then the corresponding components of $\alpha_t$ and $\alpha_{t-1}$ are the same hence the parameters are not updated along this direction. In the sequel, we will show that if a certain component of $\phi_t$ is zero, then the corresponding singular value of $P(t)$ does not change. Hence, by monitoring the singular values and by not updating the parameter equations along certain directions along which the singular values do not change very much, one may decrease the time consumption of the RLS algorithm.

To summarize, the use of the SVD in RLS results in the algorithm:

Algorithm 1:
1) Given the SVD of $P_{t-1}^{-1} = U_{t-1}D_{t-1}U_{t-1}^T$ and the regressors $\varphi(t)$, find the SVD of
$$D_{t-1}^{-1} + U_{t-1}^T\varphi(t)\varphi^T(t)U_{t-1} \overset{\text{def}}{=} Q_tD_t^{-1}Q_t^T \quad (A)$$

2) Update $U_t$ as:
$$U_t = U_{t-1}Q_t \quad (B)$$

hence
$$P_t^{-1} = U_tD_t^{-1}U_t^T$$

3) The parameter update equation is given as:
$$\alpha_t = Q_t^T(\alpha_{t-1} + \gamma_tD_{t-1}\varphi_t(y(t) - \varphi_t^T\alpha_{t-1}))$$

4) go to step 1.

4.3 A Parallel Implementation of SVD

In this part we will give an update scheme for covariance update (4.5). In view of (A), in implementing SVD in RLS algorithm, the crucial step is to find the SVD of the following matrix:
$$D_t + \phi_{t+1}\phi_{t+1}^T \quad (4.13)$$

where $D_t$ is a diagonal matrix with entries $d^1_t \geq d^2_t \geq \ldots \geq d^n_t > 0$, and $\phi_{t+1} \in \mathbb{R}^n$ is a vector. Since the matrix in (4.13) symmetric, positive definite, finding the SVD is equivalent to an eigenvalue-eigenvector decomposition.
To find the singular values of (4.13), we first note the following:

\[ p(\lambda) \overset{\text{def}}{=} \det(\lambda I - D_t - \phi_{t+1}^T \phi_{t+1}^T) = \det((\lambda I - D_t)(I - (\lambda I - D_t)^{-1} \phi_{t+1}^T \phi_{t+1}^T)) = \det(\lambda I - D_t) \det(I - (\lambda I - D_t)^{-1} \phi_{t+1}^T \phi_{t+1}^T) \]

But, since

\[ \det(I - (\lambda I - D_t)^{-1} \phi_{t+1}^T \phi_{t+1}^T) = \det(I - \phi_{t+1}^T (\lambda I - D_t)^{-1} \phi_{t+1}) \]

then (4.14) can be written as

\[ p(\lambda) = (1 - \frac{(w_{t+1})^2}{(\lambda - d_{i}^2)} - \frac{(w_{t+1})^2}{(\lambda - d_{i}^2)^2} - \cdots - \frac{(w_{t+1})^2}{(\lambda - d_{i}^2)^{n}})\Pi_{j=1}^{n}(\lambda - d_{i}^2) \]

or equivalently

\[ p(\lambda) = \Pi_{j=1}^{n}(\lambda - d_{i}^2) - \sum_{i=1}^{n}((w_{t+1})^2)\Pi_{j \neq i}^{n}(\lambda - d_{i}^2) \]

where \( \phi_{t+1} = (w_{t+1}, w_{t+1}^2, \ldots, w_{t+1}^n)^T \) and \( D_t = \text{diag}(d_{t}^1, d_{t}^2, \ldots, d_{t}^n) \)

Remark 1: Now, assume that \( w_{t+1}^i = 0 \) for some \( i = 1, 2, \ldots, n \). We see then from (4.15) that \( p(d_{t+1}) = 0 \), hence \( d_{t+1}^i = d_{t}^i \), i.e., the \( i \)th singular value of \( D_{t+1} \) and \( D_t \) are the same. \( \square \)

Since \( d_{t}^i \geq d_{t}^2 \geq \ldots \geq d_{t}^n > 0 \), we have

\[ p(d_{t}^1) = -(w_{t+1})^2(d_{t}^1 - d_{t}^2)(d_{t}^1 - d_{t}^3) \cdots (d_{t}^1 - d_{t}^n) \leq 0 \]

\[ p(d_{t}^2) = -(w_{t+1})^2(d_{t}^2 - d_{t}^1)(d_{t}^2 - d_{t}^3) \cdots (d_{t}^2 - d_{t}^n) \geq 0 \]

\[ p(d_{t}^i) = -(w_{t+1})^2(d_{t}^i - d_{t}^1)(d_{t}^i - d_{t}^2) \cdots (d_{t}^i - d_{t}^n) \begin{cases} \leq 0 & \text{if } j = 2k + 1, k \in \mathbb{N} \\ \geq 0 & \text{if } j = 2k \end{cases} \]

Since \( p(\lambda) \) is continuous in \( \lambda \) a typical figure for \( p(\lambda) \) is as shown in the Figure(4.1). Then, it is not hard to see that an interlacing property between the new roots and the previous ones, as given below, holds:

\[ d_{t+1}^i \geq d_{t}^i \geq d_{t+1}^2 \geq d_{t}^2 \geq \ldots \geq d_{t+1}^n \geq d_{t}^n > 0 \]  

(4.17)

Furthermore, if \( w_{t}^j \neq 0 \) for \( j = 1, 2, \ldots, n \), and if \( d_{t}^1 > d_{t}^2 > \cdots > d_{t}^n > 0 \), then the inequalities in (4.17) can be replaced by strict inequalities. This suggest that, to find the \( j \)th root of \( p(\lambda) \), we may choose \( d_{t}^j \) as initial condition and apply the well-known Newton-Raphson (NR) method. A problem with these initial
conditions is that two of them may be an initial condition of a same root. If we choose \(d_i^t, \ i = 1, \ldots, n\) as the initial conditions in NR, to guarantee appropriate convergence behaviors, \(p(\lambda)\) should satisfy

\[
p(d_i^t) \frac{d}{d\lambda}(p(d_i^t)) < 0 \ , \ i = 1, 2, \ldots, n
\]  

(4.18)

To put condition on the regressors we will write the explicit form of (4.18), using the product rule in differentiation, as

\[
p'(\lambda) = (1 - \sum_{j=1}^{n} \frac{(w_{j+1}^i)^2}{(\lambda - d_i^t)} \frac{d}{d\lambda}(\Pi_{j=1}^{n}(\lambda - d_i^t)) + \Pi_{j=1}^{n}(\lambda - d_i^t)(\sum_{j=1}^{n} \frac{(w_{j+1}^i)^2}{(\lambda - d_i^t)}^{2})
\]  

(4.19)

If we examine the behavior of \(p'(\lambda)\) at the point, \(d_i^t\), we obtain

\[
p'(d_i^t) = [1 - \sum_{i \neq k}^{n} \frac{((w_{i+1}^t)^2 - (w_{i+1}^k)^2)}{(d_i^t - d_i^t)}] \Pi_{j \neq k}^{n}(d_i^t - d_i^t) \ k = 1, \ldots, n
\]  

(4.20)

if \(k = 1\) then since \(p(d_i^t) < 0\), we need \(p'(d_i^t) > 0\) or, if \(k = 2\) then since \(p(d_i^t) > 0\), we need \(p'(d_i^t) < 0\) for a general result let us partition \(p'(d_i^t)\) as:

\[
p'(d_i^t) = q(d_i^t)\Pi_{j \neq k}^{n}(d_i^t - d_i^t)
\]  

(4.21)

where

\[
q(d_i^t) = [1 - \sum_{i \neq k}^{n} \frac{((w_{i+1}^t)^2 - (w_{i+1}^k)^2)}{(d_i^t - d_i^t)}]
\]
we can easily see that \( \Pi_{j \neq 1} (d_i^1 - d_i^j) > 0 \), and \( \Pi_{j \neq 2} (d_i^2 - d_i^j) < 0 \). Then, from (4.15) it can easily be concluded that the second term in the right hand side of (4.20) and \( p(d_i^k) \) have opposite signs, for \( k = 1, 2, \ldots, n \). Hence (4.17) is equivalent to the following.

\[
q(d_i^k) > 0 \quad k = 1, 2, \ldots, n \tag{4.22}
\]

Hence, from the above calculations it can be concluded that if we choose \( d_i^j, \ i = 1, 2, \ldots, n \), as the initial conditions, then (4.21) gives a sufficient condition for the proper convergence in Newton-Raphson method. Then we can propose a parallel method for calculating roots of \( p(\lambda) \). In this method each processor calculates roots by NR method given the initial conditions which are previously defined. (i.e. \( d_i^j \)) We do not only need the eigenvalues but also the eigenvectors to find the matrix \( Q_{t+1} \) which contains eigenvectors. (i.e. \( Q_{t+1} = [q_{t+1}^1 q_{t+1}^2 \ldots q_{t+1}^n] \)). Eigenvectors \( q_{t+1}^i \), are given by the following formula

\[
q_{t+1}^i = \tau(d_{t+1}^i I - D_t)^{-1} \phi_{t+1} \quad i = 1, 2, \ldots, n \tag{4.23}
\]

Where, \( \tau \) is chosen to make \( (q_{t+1}^i)^T \phi_{t+1} = 1 \). To verify that above is an eigenvector of \( D_t + \phi_{t+1} \phi_{t+1}^T \) associated with the eigenvalue \( d_{t+1}^i \), let us multiply the matrix with \( q_{t+1}^i \):

\[
(D_t + \phi_{t+1} \phi_{t+1}^T)q_{t+1}^i = \tau(D_t^i I - D_t)^{-1} \phi_{t+1}^i \quad i = 1, 2, \ldots, n \tag{4.24}
\]

Assume that \( d_{t+1}^i \neq d_t^j, \ i = 1, 2, \ldots, n \) (note that this is the case if \( w_i \neq 0 \ i = 1, 2, \ldots, n \) and \( d_1^1 > d_2^2 > \ldots > d_n^n > 0 \)). Since \( p(d_{t+1}^i) = 0 \) we will have:

\[
1 - c_{t+1}^T (d_{t+1}^i I - D_t)^{-1} \phi_{t+1} = 0 \tag{4.25}
\]

Using (4.25) in (4.24) we get

\[
\tau(D_t^i I - D_t)^{-1} \phi_{t+1}^i + \tau \phi_{t+1} \phi_{t+1}^T (d_{t+1}^i I - D_t)^{-1} \phi_{t+1}^i
\]

\[
= \tau(D_t^i I - D_t)^{-1} \phi_{t+1} + \tau \phi_{t+1} \phi_{t+1}^T (d_{t+1}^i I - D_t)^{-1} \phi_{t+1}
\]

\[
= \tau(D_t + (d_{t+1}^i I - D_t)) (d_{t+1}^i I - D_t)^{-1} \phi_{t+1}
\]

\[
= d_{t+1}^i \tau(d_{t+1}^i I - D_t)^{-1} \phi_{t+1}
\]

\[
= d_{t+1}^i q_{t+1}^i \quad \square
\]
These calculations hold if \( d_i^i \neq d_j^i \) for \( i \neq j \), \( i = 1,2,\ldots,n \), \( j = 1,2,\ldots,n \). If we set \( P(0) = diag(d_1^0,d_2^0,\ldots,d_n^0) \) with \( d_0^0 > d_1^0 > \ldots > d_n^0 > 0 \) and if \( w_i^t \neq 0 \) for \( i = 1,2,\ldots,n, \forall t \), then (4.16) holds with strict inequalities and (4.22) gives all eigenvectors, i.e., the columns of \( Q_{t+1} \). Another set up for calculation of roots of \( p(\lambda) \) could be given under some conditions which we will give below. These results will give us the approximate roots of \( p(\lambda) \). If we set

\[
d_i^{t+1} = d_i^t + \Delta_i
\]

then for \( d_i^{t+1} \) to be an eigenvalue the following must hold:

\[
p(d_i^{t+1}) = 0
\]

\[
(d_i^t + \Delta_i - d_i^t) \ldots \Delta_i (d_i^t + \Delta_i - d_i^{t+1}) \ldots (d_i^t + \Delta_i - d_i^t) \\
-(w_i^{t+1})^2 (d_i^t + \Delta_i - d_i^t) \ldots \Delta_i \ldots (d_i^t + \Delta_i - d_i^t)
\]

\[
-(w_i^{t+1})^2 (d_i^t + \Delta_i - d_i^t) \ldots \Delta_i \ldots (d_i^t + \Delta_i - d_i^{t-1}) (d_i^t + \Delta_i - d_i^{t+1}) \ldots (d_i^t + \Delta_i - d_i^t)
\]

\[
-(w_i^{t+1})^2 (d_i^t + \Delta_i - d_i^t) \ldots \Delta_i \ldots (d_i^t + \Delta_i - d_i^t) = 0
\]

Dividing both sides by \((d_i^t + \Delta_i - d_i^t)(d_i^t + \Delta_i - d_i^t)\ldots(d_i^t + \Delta_i - d_i^t)\) we obtain

\[
\Delta_i - (w_i^{t+1})^2 \frac{\Delta_i}{(d_i^t - d_i^{t+1} + \Delta_i)} - \ldots - (w_i^{t+1})^2 \frac{\Delta_i}{(d_i^t - d_i^{t-1} + \Delta_i)}
\]

\[
(w_i^{t+1})^2 - (w_i^{t+1})^2 \frac{\Delta_i}{(d_i^t - d_i^{t+1} + \Delta_i)} - \ldots - (w_i^{t+1})^2 \frac{\Delta_i}{(d_i^t - d_i^{t-1} + \Delta_i)} = 0. \quad (4.27)
\]

Now, assume that for \( j > i+1 \) and \( j < i-1 \), we have the following inequality

\[
|d_i^t - d_i^t + \Delta_i| > M \quad (4.28)
\]

where \( M \) is a large number. The above assumption holds if the eigenvalues are well-separated. Simulations show and the above calculations suggest that this is the case if regressors are sufficiently rich in all directions (i.e. \( |w_i^t| > 0, \forall t \)). If (4.28) is satisfied then (4.27) can be approximated as

\[
\Delta_i - (w_i^{t+1})^2 \frac{\Delta_i}{(d_i^t - d_i^{t+1} + \Delta_i)} - (w_i^{t+1})^2 - (w_i^{t+1})^2 \frac{\Delta_i}{(d_i^t - d_i^{t+1} + \Delta_i)} = 0. \quad (4.29)
\]

This equation will give us a polynomial of degree 3 in terms of \( \Delta_i \), which has analytical solutions depending on coefficients of polynomial in many books.
of algebra. Hence, gives the roots $d_i^l, i = 1, 2, \ldots, n$, the solutions $\Delta_i$ of (4.28), together with (4.26) give us the (approximate) roots of $p(\lambda)$. As before, note that if $w_i \neq 0$, then $d_{i+1}^l \neq d_i^l$.

A parallel architecture proposed using NR method which could be embedded in the Algorithm 1 given in Figure(4.2).

4.4 Asymptotic Behavior of $Q_t$

In this section we study the asymptotic behavior of $Q_t$ when the regressors are persistently exciting. Note that $Q_t$ is the resultant of SVD of $D_t^{-1} + \phi_i \phi_i^T$, i.e.,

$$D_t^{-1} + \phi_i \phi_i^T = Q_tD_t^{-1}Q_t^T$$  \hspace{1cm} (4.30)
Dividing each sides by the maximum diagonal element of \( D_{t-1}^{-1} \), which is positive, as \( P(t) \) is positive definite \( \forall t \in \mathcal{N} \), we get

\[
\begin{bmatrix}
1 \\
\vdots \\
1
\end{bmatrix}
+ \frac{1}{\lambda_{\text{max}}(D_{t-1}^{-1})} \phi_t \phi_t^T = Q_t \\
\frac{\bar{r}_1}{\bar{r}_n}
\]

\( \text{where } r_i = \frac{\lambda_i(D_{t-1}^{-1})}{\lambda_{\text{max}}(D_{t-1}^{-1})}, i = 1, 2, \ldots, n, \text{ and } \bar{r}_j = \frac{\lambda_j(D_{t-1}^{-1})}{\lambda_{\text{max}}(D_{t-1}^{-1})}, j = 1, 2, \ldots, n. \)

We can use perturbation theory results stated in section 2.4. If we define

\[
T = \begin{bmatrix}
1 \\
\vdots \\
1
\end{bmatrix}
T^{(1)} = \phi_t \phi_t^T
\]

and assuming \( \frac{1}{\lambda_{\text{max}}(D_{t-1}^{-1})} \) is a small number approaching zero, our problem fits the problem of finding eigenvalues and eigenvectors of \( T + x T^{(1)} \). It is easy to see that the columns of \( Q_t \) are in fact eigenvectors of \( T + x T^{(1)} \), so finding the columns of \( Q_t \) with the help of eigenvectors of \( T \), we can guess the behavior of \( Q_t \) (i.e., \( Q_t \rightarrow I \)). To do this, we simply use the bound given in section 2.4. If \( Q_t = [\varepsilon_1 \varepsilon_2 \ldots \varepsilon_n] \) and the eigenvectors of \( T \) are as \( (e_1, e_2, \ldots, e_n) \), the standard basis, since \( T \) is diagonal. We can interpret the bound as

\[
\|\varepsilon_t - e_i\| \leq |x| \frac{s_0}{(pq^2 + q^2)^{1/2}} \|T^{1/2}\varepsilon_{t+1}\| \quad (4.33)
\]

where to find \( s, p, q \) we need \( P, S, \) and they are defined in this example as

\[
P : \mathcal{R}^n \rightarrow \text{span}(e_i), S = \frac{1}{2\pi j} \int_{\Gamma} \zeta^{-1} \begin{bmatrix}
1 \\
\vdots \\
1
\end{bmatrix}
\]

\[
d\zeta
\]

where \( \Gamma \) is a closed curve in complex plane containing \( r_i \) only. We can choose

\[
P = \begin{bmatrix}
0 & 0 & \ldots & 0 \\
\vdots \\
1 & 1 & 1 & \leftarrow \text{ith row}
\end{bmatrix}
S = \begin{bmatrix}
0 \\
\vdots \\
\frac{1}{r_i}
\end{bmatrix}
\]
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So, the norms \(\|\phi_{t+1}\phi_{t+1}^T P\| < M_1\) and \(\|\phi_{t+1}\phi_{t+1}^T S\| < M_2\) and \(\|\phi_{t+1}\phi_{t+1}^T e_i\| < M_3\) are all bounded for bounded input, bounded output systems. So we have;

\[
\|e_i - e_i\| \leq \frac{1}{\lambda_{\max}(D_{t-1}^{-1})} M
\]

(4.34)

where \(M\) is a combination of \(M_1, M_2, M_3, \|S\|\). When the persistence of excitation condition is satisfied, we have \(\lim_{t \to \infty} \lambda_{\max}(D_t) = 0\), hence (4.34) implies that we have \(\lim_{t \to \infty} \|Q_t - I\| = 0\). Summarizing this result we have.

\textbf{Theorem (4.1):} Consider the RLS algorithm based on SVD as given in section 4.1. Assume that the regressors are bounded (i.e. for some \(M > 0\), we have \(\|\phi(t)\| \leq M \forall t \in \mathcal{N}\)). Under these conditions, if the persistence of excitation condition (2.7) is satisfied then we have

\[
\lim_{t \to \infty} \|Q_t - I\| = 0 \quad \square
\]

\textbf{Remark 2:} The estimate (4.34) implies that we have

\[
\|Q_t - I\| \leq \frac{1}{\lambda_{\max}(D_{t-1}^{-1})} M
\]

(4.35)

where \(M\) is a constant. Since, for a standard RLS the convergence is normally of order \(\frac{1}{t}\), we expect from (4.35) that \(\|Q_t - I\|\) is of order \(O\left(\frac{1}{t}\right)\), for large \(t\).

Now consider the parameter update law given by (4.12), by using the \textbf{Theorem (4.1)}, from (4.12) that if a certain component of \(\phi_t\) is zero, or small, then the difference of the corresponding components of \(\alpha_t\) and \(\alpha_{t-1}\) is zero, or small, respectively. In this case, in the calculations of section 3.2, the corresponding singular values of \(P^{-1}(t)\) and \(P^{-1}(t - 1)\) are the same or very close to each other. Hence, by monitoring the singular values of \(P^{-1}(t)\), which are calculated iteratively by the NR algorithm presented in this section, we may decide on whether a corresponding component of the parameter vector should be updated or not. This results in the following algorithm:

\textbf{Algorithm 2}

1) Calculate the SVD of

\[
D_{t-1}^{-1} + \phi_t \phi_t^T = Q_t D_t^{-1} Q_t^T \quad (A)
\]

2) Update \(U_t\)

\[
U_t = U_{t-1} Q_t \quad \quad (B)
\]
3) Update the parameters in the following fashion: if the difference between $d_{i-1}^t$ and $d_i^t$ is small do not update $\alpha_{i-1}^t$ in the equation;

$$\alpha_t = Q_t(\alpha_{t-1} + \gamma_t D_{t-1} \phi_t(y(t) - \phi_t \alpha_{t-1}))$$

4) Update regressors by measurement

5) Go to step 1

Using Algorithm 1 observations on the matrix $Q_t$ shows the convergence of it to $I$. A simulation using the system and the input in Chapter 3 shows this behavior. At $t = 1$ the matrix is

$$Q_1 = \begin{pmatrix}
0.4082 & -0.9129 & -0.0000 & 0.0000 & -0.0000 & -0.0000 \\
0.4082 & 0.1826 & -0.3456 & -0.7420 & -0.1448 & -0.3301 \\
0.4082 & 0.1826 & 0.8415 & 0.0243 & -0.1213 & -0.2767 \\
0.4082 & 0.1826 & -0.0425 & 0.0243 & 0.8667 & 0.2156 \\
0.4082 & 0.1826 & -0.0425 & 0.0243 & -0.4285 & 0.7836 \\
0.4082 & 0.1826 & -0.4108 & 0.6690 & -0.1721 & -0.3924 \\
\end{pmatrix}$$

at $t = 20$ it is

$$Q_{20} = \begin{pmatrix}
0.9958 & -0.0455 & 0.0782 & -0.0045 & 0.0105 & -0.0009 \\
-0.0430 & -0.9984 & -0.0369 & 0.0019 & -0.0040 & 0.0003 \\
-0.0790 & -0.0331 & 0.9943 & 0.0433 & -0.0455 & 0.0026 \\
0.0079 & 0.0031 & -0.0424 & 0.9990 & 0.0083 & -0.0004 \\
0.0143 & 0.0050 & -0.0447 & 0.0063 & -0.9989 & -0.0014 \\
0.0011 & 0.0004 & -0.0026 & 0.0003 & -0.0013 & 1.0000 \\
\end{pmatrix}$$

at $t = 1000$ it is
$Q_{1000} = \begin{pmatrix}
1.0000 & -0.0003 & 0.0000 & -0.0001 & 0.0001 & -0.0000 \\
0.0003 & 1.0000 & 0.0002 & -0.0005 & 0.0005 & -0.0000 \\
-0.0000 & -0.0002 & 1.0000 & 0.0001 & -0.0001 & 0.0000 \\
-0.0001 & -0.0005 & 0.0001 & -1.0000 & -0.0008 & 0.0000 \\
-0.0001 & -0.0005 & 0.0001 & -0.0008 & 1.0000 & 0.0000 \\
0.0000 & 0.0000 & -0.0000 & 0.0000 & -0.0000 & 1.0000 
\end{pmatrix}$

You can see that $\|Q_{1000} - I\|$ is a small quantity which verifies the assertion made in Remark 2.
Chapter 5

Conclusion

5.1 Conclusions

In this thesis RLS, which is one of the most popular system identification schemes are derived by error least squares cost function, is analyzed in some aspects. Gauss-Seidel method and singular value decomposition applied to RLS.

The main contributions of the thesis is in the Chapter 3 and in the section 3 and section 4 of Chapter 4.

In Chapter 3, we first give a parametrization of MIMO system, based on ARMA model. We then apply Gauss-Seidel method to standard RLS algorithm, both for SISO and MIMO systems. The resultant theorems Theorem(3.1) and Theorem(3.2) give sufficient conditions for the convergence of iterative algorithms introduced, in this chapter. In simulations done in Chapter 3 we see that different choices of blocks in Gauss-Seidel method will lead to different convergence rates. Especially this observation may lead to further analysis in this area. For example finding the most convergent algorithm by varying the blocks will be a good result.

In Chapter 4 after applying SVD on the covariance matrix $P_t$ we derive an algorithm which has also the ability of monitoring the eigenvalues (singular values) of $P_t$ either standard SVD calculators or the parallel method we propose in section 4.3 could be used for this purpose. We also give a sufficient condition which guarantees the convergence of the parallel algorithm proposed in this chapter. The proposed parallel method is based on the well-known Newton-Raphson algorithm for finding the roots of a polynomial, whose roots are all
real and satisfy an interesting interlacing property. In section 4.4 asymptotic behavior of $Q_t$ is investigated. A perturbation theory based analysis gives us a bound on the norm $\|Q_t - I\|$. This norm goes to zero if the excitation is persistent. This behavior gives us a way to modify Algorithm 1. Again monitoring singular values of $P_t$ and updating the most excited modes, a new algorithm is derived, Algorithm 2. We also present a simulation result showing the behavior of $Q_t$.

As a concluding remark we believe that RLS is a modifiable material in system identification in many ways.
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