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ABSTRACT

UPLINK SCHEDULING ALGORITHMS FOR THE rtPS
TRAFFIC CLASS FOR IEEE 802.16 NETWORKS

M. Cenk Ertlrk
M.S. in Electrical and Electronics Engineering
SupervisorAssoc. Prof. Dr. Nail Akar
September 2008

IEEE 802.16 MAC provides extensive bandwidth altmra and QoS
mechanisms for various types of applications. Hawewvthe scheduling
mechanisms for the uplink and downlink are unspstiby the IEEE 802.16
standard and are thus left open for vendors’ owplementations. Ensuring
QoS requirements at the MAC level for different rssavith different QoS
requirements and traffic profiles is also anothallenging problem in the area.
The standard defines five different scheduling ises/ one of them being the
real-time Polling Service (rtPS). In this thesi® propose an uplink scheduler
to be implemented on the WIMAX Base Station (BS)rt®S type connections.
We propose that the base station maintains a ldmlgket for each rtPS
connection to police and schedule rtPS traffic dptink traffic management.
There are two scheduling algorithms defined in 8tisdy: one is based on a
simpler round robin scheme using leaky bucket€o management, whereas
the other one uses again leaky buckets for QoS geament but also a
proportional fair scheme for potential throughputprovement in case of
varying channel conditions. The proposed two scleeguare studied via
simulations using MATLAB to demonstrate their penfiance in terms of
throughput, fairness and delay. We show that thkylducket based scheduler
ensures the QoS commitments of each user in tefrasmanimum bandwidth
guarantee whereas the proportional fair algoritershown to opportunistically

take advantage of varying channel conditions.



Keywords:IEEE 802.16, scheduling algorithms, quality ofvése, throughput
and delay analysis, MATLAB.



OZET

IEEE 802.16 A LARI C N
YUKARI HAT PLANLAMA ALGOR TMALARI

M. Cenk Erturk
Elektrik ve Elektronik Miuhendisli Bolumu Yiksek Lisans
Tez Yoneticisi: Dog. Dr. Nail Akar
Eylal 2008

IEEE 802.16 Ortam Erim Yonetimi (MAC), kapsaml bant gedii i da I m

ve dei ik tipteki uygulamalar icin servis kalitesi (QoS) lamaktad r. Ancak,
bu 6zellikler igin planlama mekanizmalar standatén mlanmam ve servis
salayclarn uygulamasna ack braklnmr. Servis Kkalitesi isteklerini
de i ken trafik modelleri icin MAC diizeyinde samak bu alanda kata lan
zorlay ¢ problemlerdendir. Standart bu problemigianlama kapsam nda
de erlendirdi inden standartta befarkl planlama snf tan mlanmr ve
bunlardan biri de Gercek Zamanda Secilme Servisi(@ZSS). Bu tezde
WIMAX baz istasyonlarnn GZSS icin yukar hat plamalarnn nasl
tasarlanmas gerekti aratrim tr. Yukar hat trafik yonetimi igin baz
istasyonu taraf ndan her GZSS lats icin bir su s zdran kovan n (leaky
bucket) kullan Imas o6nerilmiir. Bu cal mada iki adet planlama algoritmas
tan mlanm tr: Birincisinde, yuvarlak robin (round robin) adtmas, su
szdran kovalarla birlikte servis Kkalitesini $amak icin tasarlanmtr.
kincisinde su s zd ran kovalar yine servis kalitesia lamakla birlikte oransal
adil (proportional fair) algoritmas kullan larakakal durumlarnn de mesi
durumunda potansiyel Uretilen miktarlar n n art r Imas na yonelik bir tasar m
ortaya konulmuur. Onerilen yontemler MATLAB ortam nda benzetim
yap larak gercekleiriimi ve dretilen | miktarlar, adil olma o0zellikleri,
gecikme karakteristikleri baz nda performanslarstgdlmi tir. Sonuc olarak, su
s zd ran kovalar n servis kalitesini kullan c lamagari bant geni i sa lamas
acsndan uygun oldw, oransal adil algoritmasnn ise d&en kanal

durumlar ndan faydalanarak tretrilemaiktar n artrd ortaya konulmutur.



Anahtar KelimelerlEEE 802.16, planlama algoritmalar , servis kalitéretilen
i miktar analizi, MATLAB
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Chapter 1

Introduction

1.1 Broadband Wireless Access

Wireless systems have a goal to support broadbecesa to Internet. IEEE
802.16, the so-called WIMAX (Worldwide Interoperdlyi for Microwave

Access), is the standard developed for the MAC ahgsical layers for
broadband wireless metropolitan area networks. €Sitleere is a rapid
deployment of large-scale wireless infrastructuesgl a trend to support
mobility, the popularity of WIMAX is increasing. lraddition, setting up
wireless systems such as WIMAX is much easier tbamstructing wireline

systems, i.e. digging streets, setting up connestio houses or offices etc.

The IEEE standardization for WIMAX began in 199®idhe first standard is
published in 2001. Several amendments, i.e. 802.863.16b, 802.16¢c are
introduced but IEEE 802.16d 2004 standard [1] iegdaall up to 2004. IEEE
802.16d 2004 (fixed WiMAX), IEEE 802.16e 2005 [2hdbile WIMAX) are
the most widely used standards for WIMAX. The mostent amendment
802.16e considers issues related to mobility aathbe OFDMA; in addition to
given features in fixed WiMAX.

1.2 Ensuring the QoS and Scheduling

In recent years, people have become more familidr mew services based on
multimedia applications, which require strict Qualiof Service (QoS)

guarantees. |IEEE 802.16 MAC provides extensive Wwaitd allocation and



QoS mechanisms for various types of applicatiormnéver, the specifications
of the scheduling mechanisms to satisfy QoS remérdgs are unspecified by

the standard and thus left open for vendors’ impletations.

Ensuring QoS requirements at MAC level for diffar&affic sources is also
another challenging problem in this area. The |IEHBR.16 standard addresses
these problems with scheduling, i.e. five differ@uS classes are defined in the
standard [1], [2].

Scheduling in 802.16 is realized via Base Stat{®$®). Scheduling structure
should handle both downlink (from BS to SubscriB&ation (SS)) and uplink
(from SS to BS) flows. It can be suggested thatthe@ overall QoS to be
supported, fairness issue and QoS classes forumbitik and downlink should
be taken into account by the BS scheduler. Sineentflormation of the status of
the real queues for SSs (i.e. actual backlog ofi &) is not available in the
BS, uplink scheduling requires an additional steget bandwidth requests - to
learn the actual backlogs. Thus, uplink schedullhgomehow more complex

compared to downlink scheduling.

1.3 Problem Definition

In this thesis, the IEEE 802.16 architecture isligtt, the current research in the
area is surveyed and potential research probleenka@t. Particularly, we focus
on the MAC architecture of WiIMAX and introduce thapacity planning and
scheduling problems for WiMAX.

In order to increase the overall throughput of $histem while satisfying the
QoS requirements of the users and achieving a Evigirness between users,
scheduling algorithms have to be thoroughly studiedhis thesis, scheduling

algorithms for rtPS type of connections are prodo3éne scheduling problem



for the downlink, where the backlog of each SSnisvin by the BS; is not much
different than the scheduling problems for wirelinetworks. Therefore, our
focus in this thesis would be on the uplink schedulproblem. The traffic
patterns considered in all scenarios are the Voves IP (VolP) model, the near
real time video streaming model and the full buffeodel defined in [28].

Specifically, traffic patterns are solely useddefining uplink traffic.

1.4 Thesis Contributions

The contributions of this thesis mainly involvedlrmperspectives:

Ensuring the QoS requirements of SSs - assignipgoapate bandwidth
to each user while considering their minimum bantilwiguarantees,
maximum latency parameters with a relatively lowmpbexity and

practical scheduling algorithm,

Developing channel aware scheduling algorithms bydifiging the
proportional fair algorithm defined in [4] and [28] a way to encompass
WIMAX systems and by implementing smart scheduimterms of both

QoS and channel awareness,

Developing packet aware scheduling algorithms ughadfic models

defined in [28] for simulations.

Two schedulers are proposed; one is based on ol principles and the
other based on the well-known proportional fairesol. The first one is strictly
in favor of fairness, whereas the latter considmth fairness and throughput
maximization taking the channel conditions of treens into account. Several

scenarios are considered to simulate the beha¥ithreoschedulers in terms of



throughput, fairness and delay characteristics.ahvantages and disadvantages

of both algorithms are discussed.

1.5 Thesis Outline

We discuss the 802.16 protocol model in Chaptéi@.describe the details of
the MAC and PHY layer structures of the standaothfthe scheduler’s point of
view. Moreover, capacity planning for OFDM/OFDMAdias is presented.
Chapter 2 also provides a brief literature surveyMiMAX schedulers. Several

papers and theses on the topic are surveyed.

System design criteria, goals and decisions daredaced in Chapter 3. The
scheduling parameters for our simulations and othetails related to the
simulation environment are presented. The traffiodels used in the
simulations are also described in this chapter.p@&a3 also presents our

scheduling algorithms and flow-charts along witeitluetailed explanations.

Chapter 4 is divided into two parts; each dealuity the same scenarios with
different bandwidth request mechanisms. Througlamat delay analysis of the
proposed schedulers are carried out for five défiescenarios in the first part of
the chapter. The second part of Chapter 4 deals Wwandwidth request
mechanisms and a simulation study of bandwidth esgunechanisms is
presented. Chapter 4 also includes an additiomal gart which discusses and

compares the schedulers and gives a brief condwsisimulation results.

Finally Chapter 5 concludes and provides a roadimafuture studies.



Chapter 2

|IEEE 802.16 Standard and Related
Work

2.1 |EEE 802.16 Standard

2.1.1. Overview

The IEEE 802.16 standard offers two operational esogoint-to-multipoint
(P2MP) and mesh. In P2ZMP mode; Subscriber Sta{i683 i.e. laptop, PDA or
an access point to a local area network (LAN) caly oommunicate with BSs
but other SSs; whereas in mesh mode, SSs do coroateinwith each other and
BSs. For the overall QoS to be achieved, mesh nmd®mehow infeasible
because when SSs have their own packets to sexydwtiuld probably tend not
to send other SSs’ data. This leads us to conc¢hate QoS satisfaction in mesh
topology is much harder than P2MP mode. From amqibat of view; using
mesh mode, power could be saved due to decreasthck between hops and
also more efficient routing could be done — charmeiditions would possibly
be better using another SS’ access point to sewndt bf current researches [5],
[71, [8], [9], [10] , [15], [18], on WIMAX systemdocus on the simpler P2ZMP

mode; which will also be the scope of this thesis.

Uplink and downlink data transmissions are framesdad in WiMAX
standard, i.e., time is partitioned into framedixéd duration. WiMAX frames
are divided into two subframes; as downlink andnkpsubframes in which data
transmissions are done towards the SS and towhed8$, respectively. In a
frame duration, the ratio of subframes can be dycalig varied for better

scheduling.



Frame durations are partitioned into a numbesiats. A slot can be defined
as the smallest time and frequency unit of a fraha can be allocated for
transmission. It is vital to note here that thentéslot” differentiates between
OFDM and OFDMA radios; and even between uplink doanlink cases.

WIMAX subframes can be duplexed either by Freqyddiwision Duplexing
(FDD); in which transmissions in each subframe @ecur at the same time but
at different frequencies, or by Time Division Dupley (TDD); in which
transmissions in each subframe can occur at the $@guency but at different
times. SSs can be full duplex (transmit and rexeiimultaneously) or half

duplex (either transmit or receive at a certaire)ifd].

Bandwidth requests are always per connection; iexy@ViMAX standard
specifies two allocation modes to those requesitger connection (GPC) or
grant per SS (GPSS) [2]. In GPC, BS grants arecpenection — allocated
bandwidth is assigned to a connection which is utit® management of an SS.
However, in GPSS, grants are per SS — SS shoutdelber enough to deliver
this grant to each connection. It can be inferted tescheduling of the granted

bandwidth by SSs in GPSS mode would be necessary.
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Figure 2.1 How WIMAX works [11]

In order to have a deeper understanding in WiMAghaecture, it is useful
to analyze the structure given in Figure 2.1. Baliclocal area networks i.e.
Wi-Fi's, Ethernets enter the WIMAX network via aecass point called the
subscriber station (SS). It is important to notat tbaptops, PDAs i.e. with a
WIMAX adapter can also directly communicate witle BBS without a usage of
an access point. In P2ZMP mode, SSs, which are dhisels’ access points in
Figure 2.1, cannot send their data to each oth@rcdhtrols the environment in
terms of both downlink and uplink using schedulatgorithms. In P2ZMP mode,
SSs send their data to BSs within the initiallyigrssd time-frequency chunk of

a frame and from an SS’ point of view; the resthe&f world could be connected
through accessing the BS.

2.1.2. Physical Layer

In its former release; the 802.16 standard adddesgplications in licensed
bands in the 10 to 66 GHz frequency range. Linsigtit (LOS) is necessary in

this frequency band, since waves are comparablemiitimeters. Waves in this



band travel directly; therefore, BS has multipldeanas pointing to different
sectors. Figure 2.2 illustrates the system for L&@cture. It is important to
note that, even in line of sight structure; modolaschemes for SSs vary due to

distance of SSs, thus path loss.

Figure 2.2 lllustration for LOS structure [17]

Subsequent amendments have extended the 802.4GR&6d WiIMAX) air
interface standard [1] to cover non-line of sight.OS) applications in licensed
and unlicensed bands from 2 to 11 GHz bands. Tiestlamendment 802.16e
(Mobile WIMAX) is designed to support mobility. Theystem illustration for
mobile and NLOS structure is given in Figure 2.3.
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, ‘ outdoor CPE
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Figure 2.3 WIMAX lllustration [17]

2.1.2.1. Channel Sizes and Frequency Bands

WIMAX standards - both fixed and mobile- do not apethe carrier frequency
(2-11 GHz) for OFDM/OFDMA radios and define genetahitations for
channel sizes (1.25 — 20 MHz). Since neither wodéwspectrum band is
allocated nor committed channel size is definedMAKX forum [12] defines
system profiles for interoperability. Mobile WiMARystem Profile Release 1 is
defined as follows: IEEE 802.16 2004, IEEE 802.46€ some optional and

mandatory features.

In Release 1, Mobile WIMAX profiles cover 5, 778, and 10 MHz channel
bandwidths for licensed worldwide spectrum allomagi in the 2.3 GHz, 2.5
GHz, 3.3 GHz and 3.5 GHz frequency bands. Amongetlspectrums, 3.5 GHz
band is the mostly available one, except for US.[TBe channel sizes for this
frequency band are therefore integer multiples. @b MHz, i.e., 1.75 MHz, 3.5
MHz, 7MHz, 8.75 MHz, etc. Also it is important tote that, frequency reuse
technique can be used in order to increase thealb\w@pacity of the system in
WIMAX [3].



2.1.2.2. OFDM vs. OFDMA

IEEE 802.16 [1], [2] specifies two types of Orthogb Frequency Division
Multiplexing (OFDM) systems: one of them is sim@DM and the other is
Orthogonal Frequency Division Multiple Access (OFBM

OFDM is a multi-carrier transmission technique that Heen recently
recognized as a method for high speed bi-directionéreless data
communication [4]. Frequency Division Multiplexin=DM) scheme uses
multiple frequencies to transmit multiple signals parallel. In FDM, the
allocated spectrum is broken up into several naseowl channels known as
“subcarriers”. In FDM, frequency bands for eachnaigare disjoint; therefore
simply, receiver demodulates the total signal aedasates the bands using
filters. In OFDM, frequency band is used more edfntly, since the subcarriers
are overlapping. Figure 2.4 shows that the effdctsmectral efficiency is

obvious.

a) FDM spectra b) OFDM spectra

Figure 2.4 Spectra of FDM/OFDM
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Since the subcarriers acgthogonalto each other, there ® interference
between each data carrier [4]. Figure 2.5 illussdiow data is transmitted over
OFDM. A number of signals are transmitted over ¢hannel with orthogonal
subcarriers. Receiver is able to demodulate theived signal, in which signals

are overlapped in the frequency domain, using ttreogonality property.

ejWﬂ e jwit

a(t) O —O—~ &)
ejwzt e JWot A

a,(t) —O—— —O= (1)
ejWNt e Wit

ay () —C—— O ay(t)

Figure 2.5 OFDM Structure

Table 2.1 gives the definitions and descriptiohshe parameters used for
OFDM/OFDMA schemes in WIMAX architecture.

Symbol Description Symbol Description
Caw Channel bandwidth | Tim.u Uplink subframe time
(in Hz) (in sec)

Fs Sampling spectrum | Ngup # of subchannels
(in Hz)
n Sampling factor Nsub,u # of subchannels for
(constant) uplink
Neet # of subcarriers Nusubcar # of useful
subcarriers
f Subcarrier spacing | Csunca{mod) | Capacity of a
(in Hz) subcarrier for
modulation scheme
(bits)

11



Th Useful symbol time | Csym Number of bytes that
(in sec) can be carried in a
symbol duration
(byte)

Ts Symbol time (in sec) | Cchunk Number of bytes that
can be carried in a
chunk (byte)

G Cyclic prefix index | Cgjot Number of bytes that
can be carried in a
slot (byte)

Nsym Number of symbols | Ciame Number of bytes that

per frame can be carried in a
frame (byte)

Nsym,u Number of symbols | Ciame.u Number of bytes that

per uplink subframe can be carried in an
uplink subframe
(byte)

Tt Frame time (in sec) | Ry Downlink uplink
subframe ratio

CR Coding rate - 64QAM Cchannel.u Capacity of uplink

(3/4, 2/3) 16QAM channel (in bps)
(3/4, 1/12) QPSK (3/4],
1/2) BPSK1/2.

Table 2.1 Definitions of Symbols

Each subcarrier can be modulated with Binary Pl&ds# Keying (BPSK),
Quadrature Phase Shift Keying (QPSK), 16 Quadraimelitude Modulation
(16QAM) or 64 Quadrature Amplitude Modulation (64RIA[14]. Table 2.2

gives the capacity of subcarriers according torthneidulation types.
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Modulation Scheme | Capacity of a subcarrier (bits)
BPSK 1
QPSK 2
16 QAM 4
64 QAM 6

Table 2.2 Capacity of subcarriers for modulatiomesoes

In WIMAX OFDM PHY, there are a number of subcamsiespanning the
sampling spectrum, meaning OFDM modulation canédsized with Inverse
Fast Fourier Transform (IFFT). The standard defithee number of subcarriers
as 256 for OFDM. It should be noted that in IEEE2.86 2004, subcarriers
cannot be allocated for different users i.e. subokbzation, which is to group
subcarriers, is not defined for downlink but uplinkherefore in terms of
scheduling, according to 802.16 2004, minimum allmn unit of a frame is
simply “one” OFDM symbol for downlink. 802.16 200dllows up to 16
subchannels for uplink. For the OFDMA case, stathdaf, [2] defines that a
group of subcarriers can be assigned for diffenesgrs in both uplink and

downlink directions. Sampling spectrumy)(Is defined as follows:

n" Cgyw -
R TOB(;V 8000 Eq21
where Gy is the channel bandwidth ands the constant sampling factor which
depends on channel size. The subcarrier spacif)gwhich is the inverse of a
useful symbol time (J), is defined as the ratio of sampling spectrunthi®
number of subcarriers. It can be observed thatgihgrthe channel bandwidth
directly affects the subcarrier spacing. In scaaFDMA, subcarrier spacing is
set to the value of 10.94 kHz, resulting in fixganbol durations and variable

number of subcarriers.
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Df =—s E@2.
NFFT
1

T =—

For multipath channels, to cope with channel detgyeads and time
synchronization errors, a paradigm called cycliefigr(CP) is introduced [4].
Figure 2.6 illustrates the relationship between & symbol. CP is simply

repeating a part of the useful symbol time.

A
\4

CP Data Data

>
A
\4

............................................................................

Figure 2.6 Symbol Structure

Therefore, overall symbol time can be defined ésvics:

where
T,=T,”G Eq 2.5

andG is the CP index defined as:

G=05",mi {2345} Eq 2.6
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Therefore via Eq 2.7, the number of symbols ireane can be calculated as:

T. -~ M Caw - oo
T Neer ~ (1+057) Eq2.7

It can be seen from Eq 2.7 that, if the symboktisinot a multiple of frame
time, there can be a gap at the end of the franmeeShere cannot be data

transmission in this gap (Figure 2.7), it can biengel as an overhead [25].

The number of useful subcarriers is not equaht riumber of subcarriers
since there are pilot, guard and DC subcarriersiristance in OFDM, we have
totally 256 subcarriers but not all of these subees are energized. There are
28 lower, 27 upper guard subcarriers and a DC subcahat are never
energized. Also, there are 8 pilot subcarriers tvat dedicated for channel
estimation purposes. Therefore, only 192 data subcs are left for data
transmission [25]. For the OFDMA case where the Ioemof subcarriers varies
between 128 — 2048, the number of subcarriers whrehnot used for data

transmission is also variable.
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Figure 2.7 Frame Structure (OFDM)

For the OFDM case, in order to calculate the cipeaof a chunk (the
minimum frequency time unit of a frame), we firgenl to calculate the capacity

of a symbol.

C.m=N

sym usubcar

’ Csubcar(mOd), CR Eq 2.8

Therefore, the capacity of a chunk is:

Cchunk = Csym/ Nsub Eq 2.9

A chunk (Figure 2.7) can be defined as the mininallmcation unit i.e. slot
for the OFDM uplink case. On the other hand, fae townlink case Gunk
simply equals to Gm since subchannelization is not available in domkli
Table 2.3 gives the capacity of chunks for différeumbchannel values in OFDM

case.
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Nsub,u

Mod.
scheme

& coding rat
64 QAM 3/4 108 54 | 27
64 QAM 2/3 96 | 48 24
16 QAM 3/4 72 | 36| 18
16 QAM 1/2 48 | 24 12

QPSK 3/4 36| 194 9
QPSK 1/2 24| 12 6
BPSK 1/2 12| 6| 3

Table 2.3 Capacity of a chunk {§N=256, OFDM)

Therefore; calculation of the number of bytes tteat be carried in a single

uplink subframe and calculation of the capacityhaf uplink channel are shown
in Eq 2.10 and Eq 2.11 :

Cframeu - (Nsymu Nsuhu) Cchunk E110

C — C frameu
channeju Tfrm Eq2.11

The relation between Eq 2.8 and Eq 2.11 showsntlealulation schemes and
coding rates of SSs directly affect the uplink arelrcapacity.

However; for OFDMA case, minimum allocation urstaf) is defined rather
different than OFDM case. It is defined that, faswahlink Fully Utilized
Subchannels (FUSC), a slot is 1 subchannel x 1 OKDBdymbols; yet, for
downlink Partially Utilized Subchannels (PUSC)stlix2, for uplink PUSC 1x3

and for downlink and uplink adjacent subcarrier npatiation 1x1 [2]. In
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particular, since [28] refers PUSC as the permaiasicheme; we use PUSC in
our simulations. In this permutation scheme, thecatriers of a subchannel are
spread over the spectrum, thus averaging out duygiéncy selective fading [16].
In case of PUSC; channel state information (CSt)dach SS for the whole
spectrum is sufficient. On the other hand, in ca$eadjacent subcarrier
permutation, CSI for each SS in each subchannatéessary; since frequency
selective nature of the band is still effective.wéwer; adjacent subcarrier
permutation allows opportunistic scheduling in terof bands, since it could
benefit from multi-user and frequency diversityterms of subchannels. It is
important to note that PUSC scheme could also takentage of multi-user
diversity in terms of the whole spectrum but nottenrms of subchannels. For
mobile applications, where channel conditions feeguently, it is obvious that
PUSC scheme will be more effective; since otherw@®8l overhead would be
higher. Contrarily, for fixed applications whereacimel conditions rarely vary,
performing the band adaptive modulation and codiAyIC) will probably
result in higher throughput [26].

Particularly, uplink slot definition and illustiah is given in this thesis.
lllustration of a slot for uplink PUSC is given kxigure 2.8. A slot is composed
of 1 subchannel by 3 OFDMA symbols. A subchansaetamposed of 6 tiles.
Each tile is a region with 4 subcarriers by 3 OFDBynbols; therefore, a tile is

composed of 12 subcarriers i.e. 8 data, 4 pilotaulers.
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Figure 2.8 Slot definition for uplink PUSC [5]

The capacity of a slot for uplink PUSC is giverilable 2.4.

g/lno ddg:)ag:gg fgtgime Capacity of a slot (bytes)
64 QAM ¥, (48*6*(3/4)/8)=27

64 QAM 2/3 24

16 QAM ¥, 18

16 QAM Y% 12

QPSK % 9

QPSK %2 6

BPSK1/2 3

Table 2.4 Capacity of a slot (Uplink PUSC)

Cframe,u - Nslot,u Cslot,u ,where

N

slotu ~—

C —_ Cframeu
channeju — T
frm
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2.1.2.3. Uplink Capacity

[llustrations for OFDM and

OFDMA

lllustration of OFDM and OFDMA cases’ capacity adltions are given in
Table 2.5 and Table 2.6.

DI

Parameter | Value Description

Csw 7 MHz Chosen

Fs 8 MHz Calculated via ( Eq 2.1)

n 817 8/7 for CBW multiple of 1.75 MHz in OFDM. F
OFDMA n=8/7 for all CBW

Neer 256 Defined by IEEE 802.16 2004

f 31250 Hz Calculated via ( Eq 2.2)

Tp 32 us Calculated via (Eg. 2.3)

G 1/16 Chosen

Ts 34 us Calculated via (Eq 2.4)

Ttrm 5ms Chosen

Nsym 147 (67 DL -| Calculated via (Eq 2.5)

80 UL)

Nsub,u 4 Slot= 1 OFDM symbol x 1 subchannel for uplink.
Slot=1 OFDM symbol x all subcarriers for
downlink.

Nusubcar 192 Calculated via (Eq 2.6)

Nsiotd 67 Nsym,u x Nsub,u (# of slots in downlink)

Nsiot.u 80x4=320 Nsym,u x Nsub,u (# of slots in uplink)

Table 2.5 IEEE 802.16 2004 WirelessMAN OFDM illadion

Table 2.5 presents the number of slots that caallbeated for transmission

both in uplink and downlink subframes. Accordingnimdulation scheme and
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coding rate parameters given in Table 2.3, the mundb bytes that can be
carried in an uplink subframe varies between 96@edyand 8640 bytes;
therefore the capacity of an uplink channel vabesveen 1.5 and 13.8 Mbps.
Table 2.6 gives the system parameters for Sca@B[2MA case.

Parameter Downlink Uplink
Caw 10 MHz
Neer 1024
Null Sub. 184 184
Pilot Sub. 120 280
Data Sub. 720 560
Nsub 30 35
f 10.94 kHz
Th 91.4 ms
Tox(1/8) , (G=8) | 11.4ms
Ts 102.9 us
Tem 5ms
Neym 48 (30 DL — 18 UL )
Nsiot,d 30 x (30/2)=450
Nstot,u 35 x (18/3)= 210

Table 2.6 S-OFDMA System Parameters with PUSC Sarowdl [3]

Table 2.6 presents the number of slots that caallbeated for transmission
both in uplink and downlink subframes. Accordingtb® modulation scheme
and coding rate parameters given in Table 2.4nthmber of bytes that can be
carried in an uplink subframe varies between 63Gedyand 5670 bytes;
therefore the capacity of an uplink channel vabesveen 1 Mbps and 9.21
Mbps.
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2.1.3. MAC Layer

Figure 2.9 shows the reference model, the scop¢he®fstandard and the
management entities. The MAC layer of WIMAX is camspd of three
sublayers. The Service Specific Convergence Subl@®) is defined so as to
transform or map the external network data recetedugh the CS Service
Access Point (SAP) into MAC SDUs; and to send iibtigh the MAC SAP to
the MAC Common Part Sublayer (CPS). Briefly, wG& does, is to classify
the MAC SDUs according to their associated conoastiwith Connection
Identifiers (CID) and Service Flow Identifiers (25! It is important to note that
there are multiple CS specifications aiming to jieWViMAX to communicate
with protocols (IP, ATM) through the CS interfade.may also include such

functions as payload header suppression (PHS) [6].

The core functions of MAC layer such as bandwialtbcation, scheduling,
QoS satisfaction, connection establishment; comeanaintenance etc. are
defined in MAC CPS. The MAC also contains a segusiiblayer providing
authentication, secure key exchange, and encrypgilanagement of scheduling
control messages, data and statistics which arsfeaed between the MAC
CPS and the PHY (via the PHY SAP) is left openviendor’s implementation
by the standard [2].
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Figure 2.9 Reference Model for WiIMAX [2]

Each SS shall have a 48-bit universal MAC addwdssh uniquely identifies
and distinguishes the SS from within the set of miksible vendors and
equipment types. Since WIMAX is connection orientecbnnectionless
protocols such as UDP are also transformed into@ction oriented flows.
MAC associates all connections with a 16 bit CiDsdAthere is an SFID which

identifies the QoS parameters of a flow associat¢iia CID.

In particular, MAC CPS will be discussed in thizesis. CPS performs
construction and transmission of MAC protocol datats (PDUs) which are
constituted by MAC service data units (SDUs). Thehesluling and
retransmission of MAC PDUs, the control signalimg the bandwidth request
and grant mechanisms are done in this sublayer.CP® also performs QoS

control.
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2.1.4. QoS

There are five service classes defined in the srah{P]: Unsolicited Grant
Service (UGS), real-time Polling Service (rtPS)teexled real-time Polling
Service (ertPS), non-real-time Polling Service R&}t and Best Effort (BE).
UGS is designed to support Constant Bit Rate (C&#plications and real-time
service flows that generate fixed-size data pac&ats periodic basis such as
Voice over IP (VolP) without silence suppressiom the other hand, rtPS is
designed to support real time applications withialde size packets and with
periodic nature such as compressed voice, videdewmmcing, Video on
Demand (VoD). The ertPS service class is builttan dfficiency of both UGS
and rtPS and it is designed for real time traffithwariable data rate in an on-
off manner such as VoIP with silence suppressiam.data, the nrtPS class is
designed to support non real time variable paciet gpplications such as File
Transfer Protocol (FTP) but with QoS guaranteeserms of bandwidth per
connection. BE is designed for applications that rdi require any QoS
commitments such as ordinary WEB surfing. Table uihmarizes these five

QoS classes and their parameters.

Class | Minimum | Maximum | Latency | Jitter | Priority
rate rate

UGS X X X

rtPS X X X X

ertPS X X X X X

nrtPS X X X

BE X X

Table 2.7 Service Class Parameters

Each application of each SS has to register theank, where it will be
assigned service flow classifications i.e. MinimuReserved Traffic Rate
(MRTR), Maximum Sustained Traffic Rate (MSTR), Maxim Latency (ML),
Tolerated Jitter (TJ) and Traffic Priority (TP) tvian SFID. QoS mapping and
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SFID assignment of connections are done in CS. Whemnnection requires to
send data packets, the service flow is mapped donaection using a unique
CID with its associated SFID. Dynamic Service gate (DSA), Dynamic
Service Change (DSC), Dynamic Service Delete (D@ the signaling
functions for establishing and maintaining or delgtthe service flows.
Depending on the QoS needs and number of SSs Stselds control messages
to SSs which contain the SFID, CID, and a QoS patanset. The BS sends a
control message called a DSA-REQ. The SS then sef3A-RSP message to
accept or reject the service flow. This mechanidlowa an application to

acquire more resources when required.

2.1.5. Bandwidth Request Mechanisms

SSs send their requests to BSs using bandwidtreseeguechanisms. There are
two kinds of bandwidth request mechanisms defimedtandard. First type of
request is realized via Bandwidth Request HeadBH)Band second via MAC
Subheader (MSH).

MSB LSE

Type (3] (11)

1(1)
> =0 (1)

HT
FC

BRLSB (8, (&

(8) HCS (8

- 1€ bit >

Figure 2.10 Bandwidth Request Header format [2]

Figure 2.10 shows BRH format. It contains 19 bitsorder to specify
bandwidth request length i.e. requests can be upl® bytes. Bandwidth
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requests with BRH can be contention based or nateation based. In the non-
contention based architecture, BS polls SSs byatilog bandwidth to them to
send their bandwidth requests. Unsolicited requasts unicast poll response
requests are the non-contention based bandwidthesesy UGS class uses
unsolicited requests and rtPS, ertPS classes usasumpoll response requests.
Moreover, nrtPS class also uses unicast pollsqgoest bandwidth; but standard
specifies a long time interval (500 ms) for unigaslis for this class. nrtPS and
BE classes send contention based bandwidth req@sttention based requests
can be broadcast in which all SSs try to send thendwidth request messages
or multicast in which a group of SSs is able todskandwidth request message.
BS allocates contention slots for requesting badtiwand it is obvious that
contention based requests can collide when two@e8Ss send requests in a
slot. If a grant for a request is not assignednt&$§ in a timeout period, the SS

uses the exponential backoff algorithm and sersd®duests less aggressively.

MAC subheaders in addition to a MAC header colsd ae used for sending
requests i.e. piggybacking requests into MAC PD8&Jspecified in standard.
Poll me bit is another option for requesting a asicpoll in order to send
bandwidth request message. Additionally, it sholdd noted that bandwidth
requests using MAC subheaders are optional in taedard. MAC header
format is given in Figure 2.11.

MSB LSE

0(1)

LEN

<o
EKS (2] MSB (2]

Rsv (1)
Cl (1)
Rsv (1)

Type (€]

FC (1)

HT

(8) HCS (&)

- 1€ bi >

Figure 2.11 MAC Header format [2]
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Figure 2.12 presents the signaling between BS S®dor the bandwidth

request and grant mechanism.

BS SS

Poll \

«————Request

AIIOC\

«—  |Data

Figure 2.12 Signaling for Bandwidth Request Mechiamni

Requests can be incremental or aggregate. Inctahrequests indicate new
bandwidth requirements whereas aggregate requesikaie the whole
bandwidth requirement of a connection. Although dveidth requests are
always per connection, WiMAX standard specifies tmodes for granting

purposes:

Grant per Connection (GPC): Bandwidth is grantedach connection
explicitly. SS is only responsible to match thengeal bandwidths to

connections.
Grant per Subscriber Station (GPSS): Bandwidthrasitgd to each SS

as a whole. In this architecture, redistributiorabbdcated bandwidth to
connections is the responsibility of SSs.
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2.2 Related Work

In this subsection, a brief literature survey ire tarea of QoS scheduling
algorithms is given. There are several studie$7B[8],[9],[15],[18],[26] on the
WIMAX scheduling that have presented architecturasd scheduling
disciplines.

One of the researches addressing WiMAX BS scheglu$i [7]. The paper
claims to propose a solution for the WIMAX basetista that is capable of
allocating the slots based on the QoS requirembatgjwidth request sizes and
the WIMAX network parameters. WirelessMAN OFDM etPHY layer of the
system architecture. The authors have implememedMiMAX MAC layer in
the NS-2 simulator. Several scenarios are denaiestin the simulator having
proven the system ensures the QoS requirementllfeervice classes. P2MP
mode is selected as the operational mode. GPS®&&r as the mode for grant

allocation.

The scheduling discipline for the base statiorsimilar to the Weighted
Round Robin in a way that the number of slots alled to each SS connection,
based on the QoS requirement of each station, e@swibights of the WRR
scheduler. According to the authors, WiMAX schedglconsists of three stages
where the first stage is vital - allocation of ttmenimum number of slots i.e.
calculating the minimum number of slots for eachreection to ensure the basic
QoS requirement. The second stage is the allocafiomused slots, meaning to
assign free slots to some connections to avoid rthe-work conserving
behavior. The authors have defined this stage esitable also, since the
provider would try to realize this stage to maxienthe profit anyhow. The third
one is selecting the order of slots; to interledhe slots to decrease the
maximum jitter and delay values. The first and sieeond stages are effective
approaches to the scheduler, however; the thirgestaay have a drawback.
Interleaving slots which are assigned to a paric@S will probably increase
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the overhead of the MAP messages and the effantefeaving the slots to the
MAP messages should be investigated. In additloa pper does not consider
the overloaded cases in terms of number of SSs.stheduling proposal will
become infeasible for the service classes which nme-contention based
bandwidth request mechanisms, in case there aetegraumber of SSs (for
instance 80 SSs) using the VolP model defined éenpdper. Since all SSs are
assigned at least 1 slot in each and every frarfiesi@&s consist a frame) in
order to send bandwidth request message, the tapaicithe system will
entirely be used for bandwidth request mechanisongife case of 80 VolP

users.

In [9], the authors focus on mechanisms that aadable in 802.16 systems
to support QoS and whose effectiveness is evaluatedigh simulation. It is
suggested that 802.16 technology addresses theetregment of high-speed
internet access for the residential customers wheyadband services based on
DSL or cable are not available; such as rural aoeateveloping countries. For
the SME market, 802.16 will provide a cost effegeti@lternative to existing
solutions based on very expensive leased-line@svirhe task for QoS support
in wireless networks is challenging, since the {gge medium is highly variable
and unpredictable, both on time dependent and itwtatependent basis.
Authors review and analyze the mechanisms for stipgoQoS at the IEEE
802.16 MAC layer. Two application scenarios areutated to demonstrate the
effectiveness of the 802.16 MAC protocol in prouglidifferentiated services to
applications with different QoS requirements susialP, videoconference and
Web. P2ZMP mode is used in the study.
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Figure 2.13 BS and SS model for [9]

Figure 2.13 summarizes the system described ipdper. In Figure 2.13, each
downlink connection has a queue at the BS. In aegure with the QoS

parameters and the status of the queues, the BSlid&vgcheduler selects from
the downlink queues, on a frame basis; the next Sflbe transmitted to SSs.
Uplink connection queues reside at SSs. Based erammount of bandwidth

requested and granted so far, the BS uplink scheddtimates the residual
backlog at each uplink connection. Uplink grants altocated according to the
QoS parameters and the virtual status of the qudiuissalso important to note

that GPSS mode is used in the study.

DRR is selected as the downlink scheduler, siheesize of the head-of-line
packet is known at each packet queue. Since egtimatt the overall amount of
backlog of each connection is done at BS for uptirection, but not size of
each backlogged packet; it is impossible to use D&Ruplink scheduler.
Therefore, the authors selected WRR as the uplahleduler in their 802.16
simulator. Also DRR is selected as the SS schedutee SS knows the sizes of
the head-of-line packets of its queues. Channetlitons and their effects on
the overall performance are not studied in the pdpelay and delay variations

are the performance metrics of the analysis. IEER. 1B MAC layer is
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implemented by the authors using the C++ prograne duthors of this paper
do not study the case with dynamic channel conuti®elay performances of
SSs are given but packet drop rates of SSs argivext. It is assumed that all
packets of the SSs are being delayed until theywemé Outage probabilities of
SSs are not considered. Bandwidth request mecharismBE and rtPS types of
SSs are considered, however the effect of unicaliing (for variable values)

intervals to the overall system is not taken intcoaint. Instead, the unicast
polling interval for both VoIP and videoconferenme fixed to the value of 2

frame times (20 ms). The throughput analyses of38e are not given in the
paper. Therefore, studying the maximization of theoughput is out of the

scope of the paper.

Authors aim at verifying, via simulation, the atyilof the WiMAX MAC to
manage traffic generated by multimedia and dataliGgns in [8].
Conclusions are drawn for an IEEE 802.16 wirelgstesn working in P2MP
mode with Frequency Division Duplex (FDD) and withl-duplex SSs. Three
types of traffic sources are used in the simulaoanarios. The data traffic is
modeled as a Web source, multimedia traffic soureee chosen as
videoconference and VolP. The downlink schedukerDRR and uplink
scheduler is WRR at BS. SS scheduler is DRR. As&f8ls a contention-based
bandwidth request to the BS for a BE or nrtPS cotioe when it becomes
busy. It may happen that new SDUs are buffered edranection while it is
busy. Piggybacking type of request is made in ttase. Reservation of a
minimum amount of contention slots for broadcaslisps a must in their
algorithm. Also for rtPS connections unicast p@liperiods are matched to the

SDU interarrival time of multimedia traffic.

Throughput, delay and load partitioning analysis different scenarios are
investigated. Bandwidth request analysis is done udplink data traffic.
Evaluation of multimedia traffic in terms of delagalysis is done. In this paper,

authors do not study with dynamic channel condgias in [9] . Throughput
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maximization is not realized in variable channehditons and OFDMA

structure is not investigated.

In [27], authors consider the uplink traffic maeagent for rtPS type of
connections. They propose a round robin based at#redhich uses leaky
bucket principals for QoS management. The propssidduler is studied for a
various number of scenarios via MATLAB. WirelessMADFDM is the PHY
structure and near real time video streaming madéie traffic pattern of the
proposed architecture. The results show that B&gi® SSs who need higher
Minimum Reserved Traffic Rate parameters from o®8s which offer traffic

to the system much above of their MRTR parameter.

Bandwidth request mechanisms are briefly investjaand the throughput
gain for less aggressive bandwidth request mecmasnage shown. It is proven
that presented scheduling mechanism satisfies t& garameters of SSs even
in variable channel conditions. Finally, we showatthfter satisfying all other
service class parameters, making opportunisticcadimg for remaining slots
for those connections which have greater modulat@remes and coding rates

increases the overall throughput.

In this work authors do not study WirelessMAN OFBMystems. Their
scheduler is based on round robin principals tavstiat bandwidth allocations
are done fairly. Although their scheduler takesncteh conditions into account,
the architecture does not provide an entire stradiaking advantage of variable
channel conditions; therefore throughput maximaatissue is considered less
significantly. Throughput analysis for differentes@arios is done but delay
variations of packets are not shown. The simulatiare done with a particular

attention to only one traffic pattern.

In the thesis [26], two types of system architestithe cellular and the

relayed system, envisioned for the next generatidreless system, are
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considered. For each system, the main target iprooluce radio resource
allocation and scheduling algorithms that provid®d) performance with low
complexity, making them desirable for practical iempentation. The objective
of the authors to propose the algorithms is to roddhe fairness among users
and reduce service delays, without sacrificing ghistem throughput. Channel
State Information (CSI) is analyzed in terms ofextilling and system overhead.
The higher the amount of CSI, the better the sdireglperformance is, but the
larger the amount of signaling. Adaptive CSI reductschemes are also
developed by the authors. It is important to nbtg the thesis considers P2MP
networks with a PHY description of OFDMA.

Allocation algorithms are developed with a patiacuattention towards
Proportional Fair Scheduling (PFS). While optim&3Pin the MC case is
prohibitively complex, the proposed method provigegremely tight bounds
with reduced complexity. In this thesis, a group amfjacent subcarriers is
defined as the subcarrier permutation and therdfegealgorithms given in this
thesis benefit from multi-user diversity.

Results show that the proposed algorithms achjeeat throughput/fairness
trade—off and reduce service delays. Moreover, (e€8tlback schemes are
proposed, characterized by their flexibility to pléo the required CSI which

varies depending on the scheduler.
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Chapter 3

Scheduling Proposals and
Environment

In this chapter, the scheduling polices and thaution environment are given
in details. Capacity planning for the simulatiopég and traffic of connections

are also discussed.

In this thesis, among 5 service classes, rtPSdfgervice class is considered
and studied in detail. BS provides periodic unicdstndwidth request
opportunities to the rtPS connections. Using thegeortunities, the SSs send
their bandwidth requests to the BS and they do usa contention request
opportunities. Some of the key mandatory trafficapaeters for the rtPS service
class that are key to our work are Minimum Resefadfic Rate (MRTR) (in
bps), Maximum Sustained Traffic Rate (MSTR) (in dsytper frame), and

Maximum Latency (ML) (in seconds).

MRTR specifies the average bandwidth commitmewemgito the connection
over a large time window. On the other hand, MSERnines the maximum
number of bytes an SS can request in one singtaefra’he parameter ML
specifies the maximum latency between the entrapicea packet to the
Convergence Sublayer of the MAC and the epoch athnine corresponding
packet is forwarded to the WIMAX air interface [4JA good rtPS
implementation is to ensure the QoS requirementslloftPS connections,
including those that are negotiated at connectatops such as MRTR, MSTR,
and ML. The goal of this thesis is to design arsr#heduler for uplink traffic
for IEEE 802.16 WIMAX networks.
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3.1 System Design Goals and Decisions

Main design goals of this thesis are as follows:

To propose new low-complexity scheduling algorithfos uplink rtPS

type of connections.

Develop scheduling algorithms such that they camXiended to other

service classes and downlink.

To provide MRTR guarantees for connections usiafgyebuckets under

different channel conditions.
Introducing packet structure and realistic traffiodels into simulations.
(In addition to satisfaction of each connection’®SQrequirements)
Using opportunistic and/or fair scheduling in order maximize the
throughput and/or ensure the fairness criteria.

Main design decisions for this thesis are as fatlow
P2MP mode is chosen as wireless network topologycesiQoS
satisfaction for P2MP mode is simpler compared &simmode. Figure
3.1 illustrates the designed P2MP mode.
The scheduling problem for the downlink where tlaekbog of each SS
is known by the BS is not much different than tbkesluling problems
for wireline networks. Therefore, our focus in tlsmidy is the uplink

scheduling problem.

Among 5 different service classes, rtPS classmsidered.
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Every SS in Figure 3.1 is assigned one uplink cotoe; therefore, load
partitioning is not studied in this thesis. We du differentiate between
two grant allocation modes i.e. GPC and GPSS,is1dtudy; since we

assign only one connection to each SS.

BS allocates uplink bandwidth to each SS dependimgheir virtual
gueues (bandwidth requests) at BS side.

No matter what the channel condition is, BS cakesdahe appropriate
number of slots to be granted and allocates barnbwndorder to satisfy
QoS parameters. It is assumed that there is paffiectnel estimation so

that BS estimates the true modulation schemes @tidg rates of SSs.

After satisfying all SSs’ MRTR parameter, remainibgndwidth is
distributed fairly among all users. Additionally,dould be inferred that
in order to achieve high bit rates, remaining badthw could be
scheduled opportunistically to the SSs which hawdteb channel

conditions.

Round Robin (RR) algorithm is used to build up & faandwidth
allocation mechanism whereas Proportional Fair @gorithm [4], [28]
is used to build up a structure such that it carsicdoth fairness and

throughput criteria together.

QoS awareness and channel awareness are both eredsich PF

algorithm, whereas only QoS awareness is consider@® algorithm.
IEEE 802.16m Evaluation Methodology Document [28hsdline

assumptions are used in our system level simula@ssumptions, traffic

models, OFDMA air interface parameters and testiaies.
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EMD specifies Partially Used Subcarriers (PUSC) tfee subchannel
permutation in which subcarriers of one subchaanelspread over the
whole spectrum, averaging out the frequency sekedtiding. With this

mode, all SSs experience similar channel qualitieall subchannels,
therefore scheduling can operate blindly to linklgies in the frequency
band. Only time direction (not frequency) channedldies of SSs are
sufficient in such a scheme. It is important toentbtat, this permutation
scheme does not benefit from frequency diversityvdver, cost of

channel state information is lower.

3.2 Simulation Environment

The simulations are implemented in MATLAB. All sitations are run for a
duration of 30 seconds. Not all the procedures amdttions of WiIMAX
environment are implemented; since this study t®m@cept demonstration and
the scope of this thesis is basically on the upsokeduler and the basic frame
structure. DL and UL MAP messages are assumed &ebein the downlink
frame. There is no loss or overhead due to chascorelitions and CRC field is
not implemented in the simulation. The service <lakosen is rtPS and
WirelessMAN OFDMA is the physical (PHY) layer ofetsystem. Figure 3.1
defines the environment in terms of functions dediior BS and SSs. If an SS
has one or more packets to send when a pollingme dy BS; SS sends its
bandwidth request to the BS. Bandwidth requestSS¥ are maintained by the
virtual queues at the BS side. If BS schedulesnalwalth to an SS, SS sends its
uplink PDU to the BS through the WiIMAX OFDMA PHY.
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Figure 3.1 Uplink Functions within BS and SSs.

3.3 Capacity Planning Parameters

Capacity of an OFDMA system can be calculated uBin@.1 - 2.7 and Eq 2.12
- 2.14. Selected and calculated parameters fosithalations considered in this

thesis are given in Table 3.1.

Capacity calculation for the overall system depemuh the modulation
scheme and coding rates of connections. Tabler8\@des how the capacity of
a slot (minimum frequency time unit of a frame) che calculated. It is
important to note that we assume uplink PUSC asstiearrier permutation.
Therefore, the definition of a slot is similar witihe one given in Figure 2.8 i.e.
six tiles are defined as one slot. The capacity @ot (in bytes) for various

modulation schemes, coding rates and number ohsuoels are given in Table

3.2.
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Parameter | Value Description

Csw 10 MHz Given by [28]

Fs 11.2 MHz Calculated via Eq 2.1

N 817 8/7 for CBW multiple of 1.75 MHz in OFDM. F¢
OFDMA n=8/7 for all CBW

Neer 1024 Given by [28]

f 10937,5 Hz Calculated via Eq 2.2

Th 91.43 us Calculated via Eq 2.3

G 1/8 Chosen

Ts 102.86 us Calculated via Eq 2.4-6

Tém 5ms Given by [28]

Nsym 47 (D:29-U:18) | Calculated via Eq 2.7
( Uplink 15 symbol for data, given by [28] )

Nsub,u 35 (48 data subcarriers = 1 subchannel, [3])
Partially used subcarriers (PUSC)
(slot = 3 OFDMA symbols x 1 subchannel )

Nsiot,u (15/3)x35=175 (15/3) x Nsub,u (# of slots in ng

Table 3.1 Parameters for simulation [28]

Table 3.1 presents the number of slots that caallbeated for transmission

in the uplink subframe. 15 OFDMA symbols which assigned for uplink data

transmissions should also be used for bandwidthestigmechanisms, ranging

etc. According to modulation scheme and coding pat@meters given in [28],

Table 3.2 presents the number of bytes that carabied by a single slot.
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gﬂnoddg:)i[:gg f;tféime Capacity of a slot (bytes)
16 QAM % (48+4%(3/4)/8)18

16 QAM Y2 12

QPSK % 9

QPSK %2 6

Table 3.2 Capacity of a slot in Uplink PUSC

Therefore, number of bytes that can be carriedniruplink subframe varies
between 1050 (6*175) bytes and 3150 (18*175) bylde capacity of uplink
channel vary between 1.68 Mbps (1050*8/(5*10"-3d &6.04 Mbps. It is
important to note that, [28] specifies the modwlatscheme as 16 QAM and
QPSK with a coding rate of 1/2 and 3/4.

3.4 Traffic Related Parameters

In order to deal with realistic simulation scenarand develop a packet aware
scheduling algorithm, we consider real traffic misdgiven in [28]. Traffic
models used in the simulations are VolP model, nealrtime video streaming

model and the full buffer model.

3.4.1. VolP Traffic Model Parameters

Voice over IP (VolIP) refers to real-time delivery woice packet across
networks using Internet protocols. There are aetyadf encoding schemes for
voice (i.e., G.711, G.722, G.722.1, G.723.1, G. 12829, and AMR) that result
in different bandwidth requirements. In particulave use AMR in our

simulations. lllustration of a phone call which aemposed of active talking

periods and silence periods is given in Figure 3.2.
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Figure 3.2 lllustration of a phone call [28]

Figure 3.3 shows the Markovian model of 2 statgia and silent) voice
session. During each call (session), a VolP usBrb&iin the active or silence
state. The duration of each state is exponentbdiyibuted with a mean of 1.25

seconds.

Figure 3.3 Markovian model for state transition][28

In the model, the conditional probability of tréming from state 1 (the
active speech state) to state 0 (the silent sidté¢ in state 1 is equal to 0.016 (
which is denoted as “a” in the Figure 3.3), whie ttonditional probability of
transitioning from state O to state 1 while in stétis also 0.016 (denoted as
“c”). The model is assumed to be updated at thedpencoder frame rate

R=1/T, where T is the encoder frame duration (2. mike probabilities given
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above result in concluding that each state durasoexponentially distributed

with a mean of 1.25 seconds.

Without header compression, an AMR payload ob@@s is generated in the
active state every 20 +ms and an AMR payload of 7 bytes is generatetien t
inactive state every 160 +ms, where is the DL network delay jitter. For the
UL, is equal to 0. Assuming IP version 4 and unconga@sheaders, the
resulting VolP packet size is 81 bytes in the &ctwode and 55 bytes in the
inactive mode [28]. Since this traffic pattern hrasdom packet inter-arrival

times and variable packet sizes for each statesititable for rtPS class.

VolP traffic rate can be calculated as:

R.p=(1/2)" 81*8)/(20° 10°%) + (L/2)" (55*8)/(160° 10°%) =17.575bps

In this model, a user is defined to have expeadneoice outage; if more
than 2% of VoIP packets are dropped, erased ordebvered successfully

within a delay bound of 50ms.

3.4.2. Near Real Time Video Streaming Model Parameters

Near real time video streaming model is anothédfi¢rpattern used in scenarios.
This model is the modified version of the modeliged in [28]. The main
reason for choosing the near real time video midtat this traffic pattern has
variable packet lengths and random packet intevartimes; hence, it is

suitable for the rtPS class. Figure 3.4 illussdtes video streaming model.
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Figure 3.4 Video streaming traffic model [28]

The video streaming model is frame based and g&sera deterministic

number of variable length packets in a video framiée traffic model

parameters are given in Table 3.3 .

Component Distribution Parameters

Inter-arrival time between theDeterministic 100ms

beginning of each frame

Number of packets in a frame Deterministic 8 pazlketr frame

Packet size Truncated Pargto Mean = 100 Byt
Mean = 106 bytes
(with MAC header)
Min = 40 Bytes

Max = 250 Bytes

Inter-arrival time between packe

in a frame

tIruncated Pareto

Mean = 6 ms
Min = 2.5 ms
Max = 12.5 ms

Table 3.3 Parameters for video traffic model

The mean of the generated traffic per SS, denloyeByiqeo iS calculated as

follows:
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8 106" 8
oo = —————— = 67.84kbps
e 10C" 10 g
In this model, a user is defined to have expegdmuutage if more than 2%
of video frames (8 packets) are dropped, erasedbbdelivered successfully

within a delay bound of 500ms.

3.4.3. Full Buffer Traffic Model Parameters

Full buffer model is also another traffic patteonsidered in the simulations. In
the full buffer model, it is assumed that thereiafimitely many packets waiting
for transmission with a constant packet size of Bj@s. The full buffer model
is implemented to present the effect of other izaffodels.

3.5 Scheduling Policies

In WIMAX environment, the BS scheduler assignsssiod. bandwidth, to the

SSs in each and every frame with a scheduling itgor In rtPS class, SSs send
their bandwidth requests to the BS in responsén¢ounicast polls for uplink

transmission purpose. Since we assume that néfganentation nor packing is

enabled, the requests of SSs result either in dewdpant for each request or
nothing. Therefore, the length of the bandwidthuesy becomes a critical issue,
since there is a higher probability that smalleyuests fit into the frame. On the
other hand, SSs which send larger requests, hgy@topity to send more from

their backlog. This tradeoff and the choice of mati bandwidth request size is
not considered in this study. Instead, MSTR paramistset to 500 bytes which
means SSs cannot send bandwidth requests morththMSTR parameter.

Figure 3.5 illustrates the inner side of uplinkeaduler block given in Figure

3.1. Slot assignment block in Figure 3.5 calculated assigns the appropriate
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number of slots which are needed for SSs to seei packets in the uplink
direction. To build up a good scheduler, slot assignt block; which is the
most important part of the scheduler, need to ke¢puch with QoS parameter

blocks and virtual queues (bandwidth requestd)aBiS side.

Minimum Reserved Traffic Rate (MRTR) is a paramatefined in [2], in
order to satisfy minimum bandwidth guarantees o ®8ich have been initially
negotiated between SSs and BS. MRTR specifies tlezage bandwidth
commitment given to a connection over a large twmedow. In this study, a
leaky bucket algorithm is proposed in order tosfatMRTR requirements of
SSs. Maximum Sustained Traffic Rate (MSTR), on dtteer hand, determines
the maximum number of bytes an SS can send in glesirame. Maximum
Latency (ML) specifies the maximum latency betw#asn entrance of a packet
to the convergence Sublayer of the MAC and the lepat which the
corresponding packet is forwarded to the WiMAXiaterface. SSs drop and do
not send bandwidth request messages for packetsansmitted within the ML

value. Priority parameter is optional and can edudsr general purposes.
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Figure 3.5 Uplink Scheduler

In this thesis, two uplink scheduling algorithnme @roposed: First is QoS
aware scheduling algorithm which is based on RdRadin principals and the
second is both QoS and channel aware schedulingrithigy, based on
Proportional Fair policy.

3.5.1. QoS Aware Scheduling Algorithm

QoS aware scheduling algorithm uses the efficiesfdgaky bucket and round
robin algorithms altogether. This algorithm is deped to serve QoS
architecture defined in [2], [28]. Bandwidth guaess of SSs are satisfied with
leaky bucket algorithm whereas fairness issue issidered with round robin

scheme. The architecture of the algorithm is givelrigure 3.6.
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Figure 3.6 QoS aware Scheduling Algorithm
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Detailed explanation for the Figure 3.6 is giverirable 3.4. In particular, each

row of Table 3.4 illustrates the work done by ehldtk in Figure 3.6.

BS scheduling is done in the following manner for\ery frame for QoS

aware structure:

BLOCK 1- Depending on the initial negotiation bychaSS, which determines

how frequently unicast polling is done; first, BSs@ns unicast polling slots to
each SS. The modulation scheme and coding rat&sfd8termine the slot size
in bytes. According to their slot size, the numbérunicast polling slots are

calculated and assigned to each SS. For example, $tot size of 6 bytes, one
slot is sufficient for bandwidth requests; since tequest’'s MAC header is 6
bytes without the CRC field. Unicast polls are gsed to each user depending
on their bandwidth request index (BRI). When BRInsfor an SS, then unicast

polling for that SS is done once in every “n” frame

BLOCK 2- The BS maintains a leaky bucket of a garsze ‘BL’ for each SS.
When an SS has the chance to send its requestedhdatertain frame, then the
bucket is incremented by the length of the gramta@. Moreover, the bucket
leaks in each frame by a number of bytes dictatethb connection’'s MRTR
parameter. When a bandwidth request message aatitke BS, and the sum of
the current bucket value and the new bandwidthesigexceeds the bucket limit
BL; then the bandwidth request is marked ‘illegaii® otherwise ‘legitimate’.
Then set L, composed of SSs which have legitimat&gis and set |, composed
of SSs which have illegitimate packets are builtamgl forwarded to the next
block in the Figure 3.6.

BLOCK 3- Let ; and B denote slot size (in bytes) and bandwidth req(iast
bytes) of the'l SS, respectively. Then

B : : :
L where Tis the bandwidth request of tf¢$S in number of slots.

Ti 1
ti

If T, <=Ng: do Block 4 otherwise do Block 5.
i L
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BLOCK 4- Schedule slots for the set L. It is im@mt to note that there can be
additional slots which are not assigned to any H8s may happen for two
reasons: First, there may be no packets in SSualirjueue at the BS side,
second, their bucket may be full, therefore, thegymmot be eligible for

bandwidth assignment in this frame.

Those slots N, - T, ) are the remaining slots since MRTR parameter for
i L

each SS is satisfied. Remaining slots are elidgimell SSs and are distributed
fairly among all users in a round robin manner.urég3.7 shows how round
robin algorithm is inserted to the scheme. In eacth every frame, the last SS
which has the opportunity to send its backlog iptke memory and in the
newly coming frame, the allocation for remaininghtaidth is started from the
SS kept in memory. This structure satisfies then&ss criteria in terms of
bandwidth allocation to each SS but it's obvioust t8Ss having greater packet
sizes will experience greater throughputs. (Moreovi® maximize the
throughput, remaining slots can directly be asgigfe the SSs which have
higher modulation schemes and coding rates rakfaer applying a round robin
scheme. But if remaining slots are assigned firtstlihe SSs which have greater
modulation scheme and coding rate then it is ols/tbat fairness criteria would
not be satisfied.)

BLOCK 5- Schedule the first K legitimate SS’ badakksuch that

K K +1

T, <N, but T; >N whereil L. And search through the rest of
i=1 i=1

the SSs in order to schedule other SS’ packetsatbald fit into the remaining
bandwidth. In addition, first K SSs are change@ach frame in a round robin
manner described in Figure 3.7. It is importanintie that, the round robin
scheme described in Block 5 is the same with Blbakhile their memories (the
last SS which had the opportunity to send its bagpkare different.

Table 3.4 Detailed Explanation for QoS aware Aldon
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Figure 3.7 Round Robin Scheme

3.5.2. QoS and Channel Aware Scheduling Algorithm

QoS and channel aware scheduling algorithm usefflaeency of leaky bucket
and proportional fair algorithms together. Thisaaithm is developed to serve
the QoS architecture defined in [2], [28] and gcatonsiders the channel quality
of SSs. Bandwidth guarantees of SSs are satisfibdl®aky bucket algorithm;
whereas fairness and throughput maximization issares considered with
proportional fair algorithm. The architecture o&talgorithm is given in Figure
3.8.
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Detailed explanation for the Figure 3.8 is givermable 3.5. Each row of Table
3.5 illustrates the work done by each block in Feg8.8.

BS scheduling is done in the following manner forvery frame for QoS and

channel aware structure:

BLOCK 1 - Depending on the initial negotiation bgch SS; which determines
how frequently unicast polling is done, first, BS@ns unicast polling slots to
each SS. The modulation scheme and coding rat&sfd8termine the slot size
in bytes. According to their slot size, the numbérnicast polling slots are

calculated and assigned to each SS. For example, ot size of 6 bytes, one
slot is sufficient for bandwidth requests; since tequest's MAC header is 6
bytes without the CRC field. Unicast polls are gssd to each user depending
on their bandwidth request index (BRI). When BRinsfor an SS, then unicast

polling for that SS is done once in every “n” frame

BLOCK 2 - The BS maintains a leaky bucket of a aersize B for each SS.
When an SS has the chance to send its requestedhdatertain frame, then the
bucket is incremented by the length of the gramta@. Moreover, the bucket
leaks in each frame by a number of bytes dictatethb connection’s MRTR
parameter. When a bandwidth request message aatitke BS, and the sum of
the current bucket value and the new bandwidthesigexceeds the bucket limit
B; then the bandwidth request is marked ‘illegitielaotherwise ‘legitimate’.
Then set L, composed of SSs which have legitimat&gts and set |, composed
of SSs which have illegitimate packets are builtamgl forwarded to the third
block in the Figure 3.8.

BLOCK 3 - In each frame after calculating the rémoll proportional fair
indexes (PFI) of SSs, we sort the SSs accordinthéo PFIs in decreasing
order. It is important to note that, we first sihw¢ set L (which correspond to the
SSs having legitimate packets since their MRTR rpatar is not satisfied yet.)
and then set | (which corresponds to the SSs hallegitimate packets). We
start assigning slots to SSs according to the atdscribed above; therefore SSs
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having legitimate packets are assigned first aea tlthat remains in terms of
slots, after legitimate packets are served, isgassi to set | according to their
PFls in decreasing order.

PFI of each SS is calculated in each frame asvistio

PF' (k) = (\F/{\'/i(lzli))b

where PE(k) is proportional fair index of th&"iSS in the K frame, R(K) is the
rate of thel' SS in the K frame, W(K) is the long term average rate of tReSiS
in the K" frame. is an index that tunes the fairness of the scleedul is
assumed to be equal to 1 unless it is it is didtate

Updating of Wi (K) in each frame is done as foltow
Let B; denote the bandwidth request (in bytes) of th8$. Then;

Wi(k+1)=(@1- a) W (k) +a~ S'(K)

B'(k)"8 .- .
i ———— il Admitted
S (k) = frame

0 ,iT Admitted

where kame IS the length of the frame (in seconds) ands the memory index
which adjusts the memory of the'@®) [4], [28]. In particulara is set to a value

of 0.1 and never changed for simulations adc((W: 10 kbps.

Table 3.5 Detailed Explanation for QoS aware Algdon
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Chapter 4

Simulation Results

In this section, we present and discuss the resiilssmulations. There is one
BS and 30 SSs in the area. In all simulation stesa30 SSs (defined in [28])
generate traffic according to the VolP traffic mbdbe near real time video

streaming model and the full buffer model defined28].

All simulations are done within the same environigiven in Figure 4.1.
The bandwidth and the delay performance of the kekween the BS and
backhaul is assumed to be greater than the P2MWKorietso that the latter

would be the bottleneck of the system.

=18

VolIP (SS#1 to 10) @ W

(SS #1° 1020)
= 68

(SE #2° to 30) &
=0

Figure 4.1 Simulation Environment

Minimum reserved traffic rate (MRTR) for the firs0 of 30 SSs (SSs #1 to
#10) is 18 kbps. MRTR of SSs #11 to #20 is 68 klopd MRTR of SSs #21 to
#30 is 0 bps. The reason for these choices isgorerthat the scheduler protects
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or isolates these two sets of SSs from the other B&ximum sustained traffic
rate (MSTR) parameter is chosen as 500 bytes pemefr BS does not grant
more than 500 bytes for an SS in a frame; theres@e do not send more than
500 bytes in a frame and therefore they do notesigmore than 500 bytes.
Maximum latency for VolP packets and video frames 30 ms and 500 ms,
respectively [28]. The SS drops the packet if &kpts delay is greater than 50
ms for VoIP and it drops the entire video framiegffirst packet’s delay is larger
than 500 ms. It is worth noting that if a videonfia starts transmission within
500ms, then the successive packets of that videuedrare never dropped and
always wait for transmission; a cross layer workeiguired to implement such a
scheme. Subsections 4.1 and 4.2 present the siomutasults of the proposed
algorithms. Subsection 4.1 considers the QoS aweheduling and QoS &
channel aware scheduling algorithms. Simulationsfitee different scenarios
are carried out in this subsection. Subsectionpde®ents the simulation results
for different Bandwidth Request Indexes (BRI). dt important to note that
Subsection 4.1 assumes that SSs send their bahdwiliests to the BS in each
and every frame (BRI=1). Subsection 4.3 discuskessimulation results and

presents a comparison between two proposed algwith

4.1 Performance Evaluation

In this subsection of the thesis, QoS aware scheglalgorithm (Scheduler 1)
and QoS & channel aware scheduling algorithm (Saleed?) are considered
and compared. The performance of the system instefrthroughput and delay
is analyzed under different scenarios. The subbsexttions present the analysis

under static and dynamic channel conditions.
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4.1.1. Static Channel Conditions

We propose two different scenarios for the analgéistatic channel conditions
under Scheduler 1 and Scheduler 2. In the firshae, all SSs use same
modulation scheme and coding rate, which do notngkain the given

simulation time. SSs’ modulation schemes and codatgs do not vary in the
second scenario either; however, in that, SSs iffeFetht modulation schemes

and coding rates.

4.1.1.1. Scenario 1

In this scenario, BS always sends unicast pollsstmh and every SS in every
frame, so that BS is informed about the requestsach user immediately after
the packets are generated by SSs. All SSs in tasasio use 16 QAM 1/2;
therefore, the capacity of a slot is 12 bytes (&lgle 3.2), the number of bytes
that can be carried in an uplink subframe is 2110{b{12) bytes and capacity
of uplink channel is 3.36 Mbps. Yet, since 3Qskare assigned for bandwidth
requests, in each uplink subframe, there are 145-8D) slots available for data
transmission. Thus, the available capacity fornipliata transmission is 1740
(145*12) bytes in an uplink subframe, which amounotan uplink rate of 2.784
Mbps. It is important to note the following: Afteatisfying all SSs’ MRTR
requirement (10x68 kbps+ 10x18 kbps=0.86 Mbps)rethexists a remaining
bandwidth. This remaining bandwidth will be usedr f8Ss which are

characterized with full buffer traffic models.

Figure 4.2 presents the simulation results of 8alee 1 and Scheduler 2
under Scenario 1. In particular, Figure 4.2 givélsrdughput versus time”
graphics for all SSs, with grouping SSs that offer same traffic patterns. The
subfigures (a) and (b) of Figure 4.2 show thatS8ks with QoS requirements
possess a throughput indicative of their MRTR peai@rs. The first 10 SSs

which generate traffic according to a VolP sessi@ve the throughput around
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1.8 kbps each; whereas second 10 SSs (SS#11 tavB@y generate video
streaming traffic model, have the throughput aro88dkbps each. It is vital to
say that both Scheduler 1 and Scheduler 2 prdtectinst 20 SSs from the rest
that is offering a much larger amount of traffiaththeir MRTR value (which is
zero) using the leaky bucket mechanism. Figurea¥s@ shows that when SSs #
1 — 20 have less packets to send, then it is obwitat the remaining bandwidth
for SS # 21- 30 increases; therefore their througlg higher in these cases.
This situation could be observed in thé®28cond of the simulation in Figure
4.2 (a) and 14-17seconds of Figure 4.2 (b).

R
i i e Bl e ———

| | | —6— Average SS#1-10
1. N T —%— Awerage SS#11-20
—HE— Awerage SS#21-30

| | | —6— Awerage SS#1-10
12— — -+ - ——4———d——| < Awrage SS#11-20 |1

—E— Awerage S5#21-30
,,,,, ok —— L1 e

(bps)
(bps)

Throughput in
®
Throughput in
®

a) Scheduler 1 b) Scheduler 2

Figure 4.2 Throughput vs. time Scenario 1

Figure 4.3 presents the “Throughput versus # o’ $bts for Scheduler 1
and Scheduler 2. In Figure 4.3, both (a) and (bysthat the remaining slots are
distributed fairly among the last 10 SSs (SS #2Q)- It is important to note that
in this scenario when using Scheduler 1, the ovdredughput of the system is
2.3985 Mbps; overheads due to (i) bandwidth regoeatlers, (ii) partial fitting
of bandwidth requests to an integer number of glmsause of ceiling;Jand
(i) unused slots are 0.576 Mbps, 0.0381 Mbps, Q3474 Mbps respectively.
On the other hand, when using Scheduler 2, theatiteroughput of the system
Is 2.3498 Mbps; overheads due to (i) bandwidth estiineaders, (ii) partial
fitting of bandwidth requests to an integer numtfeslots and (iii) unused slots
are 0.576 Mbps, 0.0512 Mbps, and 0.3828 Mbps réispbc
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Figure 4.3 Throughput vs. SSs Scenario 1

Average delay variations of SS # 1-20 are giverFigure 4.4 for both
Scheduler 1 and Scheduler 2. It is obvious that tiine between entrance of a
packet to MAC layer of an SS and the epoch at whignant for that packet is
scheduled, is greater than the frame duration (§ sasce there should be a
bandwidth request message sent to the BS befouplanrk grant occurs. Figure
4.4 also shows that, Scheduler 2, which uses amntaaf the proportional fair
algorithm, performs better in overall, comparedtteduler 1 in terms of delay
variations. The fluctuations in average delay vames of results for Scheduler 1
can be explained as follows: Since SSs with fulifdyutraffic model have
always illegitimate packets at the virtual queuetha BS side; most probably
the last SS kept in the memory when the round ragioimeme is performing,
would be one of the last 10 SSs. First 20 SSs hawnally legitimate packets but
from time to time they may have illegitimate packdh those cases illegitimate
packets with VoIP and video traffic model SSs awesthy stacked (since the last
SS kept in the memory usually being one of the1@s§Ss) and should have to
wait for a turn around for all SSs. The reasonth@ fluctuations is that this
situation may or may not occur for some SSs dueatmlomness of traffic
patterns. The average delay variations of SSs ¢he@uler 1 converge to the
Scheduler 2 when SSs with an MRTR parameter (vmlewolP) never have

illegitimate packets.
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Figure 4.4 (b) shows that average delay variation§Ss using VolIP traffic
model also have some fluctuations, since packefrantval times for VolP
traffic are not random during an active or passtate; therefore during each
state, packets experience constant delays. Théhleighe active and passive
states are exponentially distributed, thus somens8sexperience longer delays
in a simulation time. It can be inferred that thésetuations would be greater
for greater bandwidth request indexes, since the@atian of constant packet

delay values will have a greater range.
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Figure 4.4 Average Delay vs. SSs Scenario 1

4.1.1.2. Scenario 2

In this scenario, SS #1 to 20 use 16 QAM 1/2,#3 to 25 use QPSK 1/2 and
SS #26 to 30 use 16QAM 3/4 as the modulation scheamel coding rates
during the simulation. The modulation schemes amting rates of SSs in this

scenario are similar to Scenario 1 except for éisé 10 SSs.

Figure 4.5 presents the simulation results of 8alee 1 and Scheduler 2
under Scenario 2 and gives throughput versus SSaupiots. We show that
all SSs receive a throughput corresponding to thHRTR parameters in this

scenario as well. Throughput vs. time and averadaydvs. time graphics for
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this scenario are similar in manner to the firggnszio; hence, for the sake of

brevity, we do not give these figures.

Scheduler 1 in Figure 4.5 (a) shows that, the neimg slots are distributed
fairly among the last 10 SSs (SS #21 - 30). Oncther hand, Scheduler 2 in
Figure 4.5 (b) shows that, the remaining slotsdis&ibuted somehow fairly in

order to increase the throughput (witeh 0). The throughput of the last 10 SSs

in Figure 4.5 (a) is less then the throughput o#36 to 30 in Figure 4.5 (b), on
the other hand, it is greater than the throughp@®#21 to 25 in Figure 4.5 (b)

(whenb * 0). The proportional fair scheme yields an increase¢he overall

throughput; therefore, remaining bandwidth has beesstly used for SSs
having higher modulation schemes and coding rates.

The proportional fair algorithm parametes tunes the fairness of the
scheduler. Figure 4.5 (b) presents the throughp&cbeduler 2 for variou®
values. We show that ib is equal to O, then the Scheduler 2 does not densi

the channel conditions of SSs. Therefore, theltegiven in Figure 4.5 (a) and

Figure 4.5 (b) ¢ =0) are very similar to each other. The largerghmmeterb

is, the more throughput the system offers but atetkpense of a relatively less
fair bandwidth allocation.

In this scenario, when using Scheduler 1, theavdrroughput of the system
is 1.787 Mbps; on the other hand, when using Sdeedu(b =1), the overall

throughput of the system is 2.055 Mbps; thus higlk@r the Scheduler 2,
whenb =0, 6=0.5, b=2 the overall throughput of the system is 1.814pbk]b

1.923 Mbps, 2.342 Mbps, respectively.
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Figure 4.5 Throughput vs. SS number for Scenario 2

4.1.2. Dynamic Channel Conditions

We propose three different scenarios for the amalysQoS aware and QoS &
channel aware scheduling algorithms under dynamménicel conditions. In the
third scenario, SSs’ modulation schemes and codites vary according to a
proposed pattern; whereas in the fourth scenatios iassumed that the
modulation schemes and coding rates of all SSsgeheameach and every frame
with respecto to a uniform distribution. In thethifscenario, a large scale fading

model is proposed to analyze the performance of¢hedulers.

4.1.2.1. Scenario 3

In this scenario, SSs use one of the following ntetthn schemes and coding
rates during a simulation run according to Table 46QAM 3/4, 16QAM 1/2,
QPSK 3/4, QPSK 1/2.
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SS numbers Simulation Time
0-7.5 sec 7.5-15sec 15-22.5s€ec 22.5-30sec

SS #1-10 18 bytes 18 bytes 12 bytes 12 bytes

(16 QAM3/4) | (16 QAM3/4) | (16 QAM1/2) | (16 QAM1/2)
SS #11-20 18 bytes 18 bytes 12 bytes 12 bytes

(16 QAM3/4) | (16 QAM3/4) | (16 QAM1/2) | (16 QAM1/2)
SS #21-30 6 bytes 9 bytes 6 bytes 9 bytes

(QPSK1/2) | (QPSK3/4) | (QPSK1/2) | (QPSK3/4)

Table 4.1 Slot sizes of SSs according to Simul&fiome

Figure 4.6 presents the simulation results of 8glee 2 under Scenario 3.
The results for Scheduler 1 are similar in manpethe results of Scheduler 2,

hence they are not presented.

“Throughput versus # of SSs” plot (Figure 4.6) @&)ows that all SSs have
the throughput of their MRTR parameter. The fif8t3Ss which generate traffic
according to a VoIP session have the throughputratd.8 kbps each, whereas
the second 10 SSs (SS#11 to 20) which generate gttleaming traffic model,
have the throughput around 68 kbps each. We coadhat the BS scheduler

protects the first 20 SSs from the rest; even madyic channel conditions.

In accordance with the results in “Throughput usrime” graphics (Figure
4.6 (b)), we conclude that if SSs’ modulation schenand coding rates are
higher; then the number of slots for satisfyingith@inimum bandwidth
guarantees will be less. Hence, the remaining battbvior transmissions of the
last 10 SSs is greater in those cases.

The throughput values of Scheduler 1 and Sched@uée roughly the same

contrary to the expectations that Scheduler 2 rhagé performed better due to
its channel aware structure. From the resultsaiit lbe deducted that when the
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channel conditions

similarly.
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Figure 4.6 Simulation Result for Scenario 3

4.1.2.2. Scenario 4

In this scenario, we assumed that, the modulatberse and coding rates of all
SSs are changing in each and every frame with faramidistribution. Every SS
chooses one of the following modulation schemesatting rates in each and
every frame by a uniform distribution with a spa¢el6QAM 3/4, 16QAM 1/2,
QPSK 3/4, QPSK 1/2.

Figure 4.7 presents the simulation results of 8alee 1 and Scheduler 2
under Scenario 4, and it gives “throughput verso$ $Ss” graphics. Figure 4.7
(@) and (b) show that, all SSs have the througlpdbeir MRTR parameters.
“Throughput vs. time” graphics for this scenari@ aimilar in manner to the

first scenario.

63



oughput in (bps)

Throughput in (bps)
-
T
|
|
|
- =
|
|
|
- —
|
|
|
|
|
|
|
I
—=
|
|
|
it
|
|
|
|

Thre

a) Scheduler 1 b) Scheduler 2

Figure 4.7 Throughput vs. SSs Scenario 4

When we consider the last 10 SSs, Scheduler 2onpesf better than
Scheduler 1. Moreover, since the average slotisizesimulation run is similar
for the last 10 SSs, the remaining bandwidth igribisted fairly among them. It
Is important to note that in this scenario whemgsbcheduler 1, the overall
throughput of the system is 1.898 Mbps, on theroffaed, using Scheduler 2,
the overall throughput of the system is 2.638 Mbpsuitively, this result was
expected; since the second scheduler considerschihanel conditions i.e.
modulation schemes and coding rates of SSs, wha&img a scheduling
decision. Figure 4.8 considers the average delapnoeances of SSs. Besides
the better performance in throughput, proportiofi@iness scheme also

performs better in terms of average delay compgréide round robin scheme.
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Figure 4.8 Throughput vs. SSs Scenario 4

4.1.2.3. Scenario 5

In this scenario, we propose a model to show tfecebf large scale path loss

to the system. A cellular configuration is assuraad the simulation is run for

only one cell defined in [28]. The dimensions anducure of the cell is

presented in Figure 4.9.

~ 86€ m

ITU Ped B

m
o
©
o
o
[=

ITU Veh A

Figure 4.9 Structure of the cell
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Similar to the other scenarios, there are 30 $8wugers with VolP, 10 users
with video and 10 users with full buffer traffic mhel) in this scenario as well.
30 SSs are assumed to be randomly distributed enthé cell before the
beginning of the simulation run.

According to [28], there are two kinds of SSs: IPddestrian B (3 km/hr)
and ITU Vehicular A (120 km/hr). Half of the eat@ SSs with different traffic
model types is assumed to be ITU Ped B and the b#igis assumed to be ITU
Veh A. The simulation environment for this scenadescribed above is
presented in Figure 4.10.

{SS#1 to &)
{SSH#E to 1C)
(SS#11 to 15)
(SS#16 to 20

(SS#21 to 25)

(SS#26 to 30,

Figure 4.10 Simulation Scenario 5

Each SS is assumed to be moving in one of the&tins (horizontally,
vertically and diagonally) from the initially ranody assigned starting point.
The moving direction is also randomly assigned ftbmpossible set of moving
directions. ITU Veh A with the speed of 120 km/hoves 1000 meters from the
starting point within the simulation time, on théher hand, ITU Ped B with 3
km/hr speed can only move 25 meters from the starpoint of its own.
Distance of SSs from BS during a simulation rurcakculated in each frame
according to this scheme.
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Path loss model (given in Eq 4.1) defined in [&8]ised to calculate the large

scale path loss for each user in each frame acwptditheir distance from BS

(R).
PathLos$dB) =13062+37.6log,,(R)+ X, Eq4.1

Shadowing effect is modeled and inserted intcsistem X ) to consider the
surrounding environmental clutter, thus to distisguthe path loss of two
different points with same distance to BS [20]. hogmal distribution is used to
model the shadowing effects with a standard desnawf 8dB [28]. It is
important to note that shadowing effect is updatedvery 50 meters [28]. Eq
4.2 shows the received power in dB after the lagpde fading model where;P
is the received power an@gdts the transmitted power of an SS (23 dBm [28]).

P.(dB) = P.,(dB)- Pathlosgdb) Eq 4.2

SNRdB) =10log,, TSN P

- IL(dB)- NF(dB) Eq 4.3

0

SNR of each user is calculated with Eq 4.3, wherés the symbol time, N
is the power spectral density of the noise (-174nfH), IL is implementation
loss (5 dB), NF is noise figure (8dB). The modulatscheme and coding rates
of SSs are calculated in each frame accordingdw 8NR value via Table 4.2.
The modulation scheme and coding rates of SSsepeik a two dimensional

vector on a frame and SS basis.
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Modulation Scheme and Coding Rate

Receiver SNR (dB)

QPSK 1/2 5
QPSK 3/4 8
16 QAM 1/2 10.5
16 QAM 3/4 14

Table 4.2 Receiver SNR assumptions [2],[28]

After channel simulator is run, slot sizes (whiclerresponds to the
modulation schemes and coding rates) of SSs arergexl for each and every

frame. The average slot sizes for SSs for a whiohellation run is given in

Figure 4.11.

18

16

Average slotsizes (bytes)
e =
N S

i
o

Figure 4.11 Average slotsizes vs. SSs Scenario 5

Simulation results for Scheduler 1 and Scheduler &rms of Throughput

vs. SSs, Throughput vs. Simulation time and Averdglay vs. SSs are given in

Figure 4.12, Figure 4.13 and Figure 4.14 respdgtive
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Figure 4.12 Throughput vs. SSs Scenario 5

Figure 4.12 shows that both Scheduler 1 and Sd¢hefdusatisfy the MRTR
parameters of SSs. The overall throughput of Sdeeduis 2.47 Mbps, on the
other hand, the overall throughput of Schedulerhznv =0, =1 and =2 is
2.34 Mbps, 2.55 Mbps and 2.72 Mbps respectively. ddserve that, when
using Scheduler 1, the remaining bandwidth is ithgted fairly among the last
10 SSs that do not have MRTR parameters. Howewdrediller 2 (when=1
and =2) favors SSs with better channel conditions. &fwee, SSs having
higher modulation schemes and coding rates expmridmgher throughputs

compared to Scheduler 1.
Figure 4.13 presents the effect of large scalsépuh the time domain. When

SSs have higher modulation schemes and coding tagethroughput of the last

10 SSs increases, otherwise they decrease.
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Figure 4.13 Throughput vs. time for Scenario 5

Figure 4.14 presents the effect of path loss muml#ie average delay. It can
be seen from Figure 4.14 that, Scheduler 20(and =1) performs better
compared to Scheduler 1 in terms of delay perfonaas well. The fluctuations
in simulation results for Scheduler 1 can be exgdiwith the same argument
given in Scenario 1 and also with the variationslannel conditions. We could
conclude that SSs which have relatively bad chamoelditions, experience
dramatically higher delays whenis increasing for Scheduler 2. In addition, for
larger values, SSs having relatively bad channel conustistart to experience
outage. It is important to note that the randomrafssraffic pattern is also

another parameter that affects the delay perforsah&Ss.

00! — S — 0.03

0.025 0.025

0.02 0.02

0.015 0.015

Average Delay (in sec)
Average Delay (sec)

0.01 0.01

0.005 = 0.005
0 0

a) Scheduler 1 b) Scheduler 2

Figure 4.14 Average delay vs. SS number undere8ceh
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4.2 Bandwidth Request Indexes

This subsection is discussed in order to prove ldsg aggressive bandwidth
request mechanisms will increase throughput buty tban reduce delay
performance. In this scenario, SSs do not send bagdwidth request in each
frame i.e. unicast polling is not done on a frarpdrame basis but once in every
“n” frame. Each SS is assigned a Bandwidth Requelstx (BRI) “n” meaning

that its bandwidth request messages can be sememy “n” frame. We note that
the simulation scenarios of this subsection arehallsame with the scenarios
given in Subsection 4.1. BRI parameter has beewnduoted to each scenario
and the results are collected. However, it is ehdogshow the effect of BRI to

the overall system by using only one of the scesarTherefore, Scenario 1 is
chosen to demonstrate the idea behind the propmsalfor the sake of brevity,

the results for the rest are not given.

4.2.1. Effect of Bandwidth Request Index

In this scenario, BS sends unicast polls for eauwth @very SS in every “n”
frame, where “n” is different for every SS. In tlisenario, BRI for VolP SSs
(SS #1 to 10) is chosen as 4 (therefore, they lalee ta send their bandwidth
requests in every 20 ms i.e. 4*5 ms), since thaokpt interarrival times are 20
ms (active) and (silence) 160 ms. For video stragmmodel, “n” is chosen as 2
and their packets’ mean interarrival time is 6ms.order to make a fair
comparison with Scenario 1 defined in Subsectidn BRI for full buffer model
is chosen as 1. All SSs in this scenario use 16 QA& therefore the capacity
of a slot is 12 bytes, the number of bytes that bancarried in an uplink
subframe is 2100 (175*12) bytes and the capacitymink channel is 3.36
Mbps. But since 70 (10 + 20 + 40, for SS #1 t0o98,#11 to 20 and SS # 21 to
30 respectively) slots are assigned for bandwidtuests in every 4 frame;
there are 630 (700-70) slots available for datasim@ssion. Thus, the available
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number of bytes to be carried in 4 frames for di@asmission is 7560 (630*12)
bytes, therefore 3.024 Mbps. It is important toenthtat after satisfying all SSs’
MRTR parameter (10x68 kbps+ 10x18 kbps=0.86 Mbpkgre exists a

remaining bandwidth. This remaining bandwidth isdifor SSs which generate
full buffer traffic. It is obvious that there exsstmore remaining bandwidth for
full buffer applications compared to the Scenarim the Subsection 4.1.1 due

to effective bandwidth request mechanism.

Figure 4.15 presents throughput versus SSs gmpificScheduler 1 and
Scheduler 2 under Scenario 1. Figure 4.15 shows @HaSSs have the
throughput of their MRTR parameter. The first 10sSghich generate traffic
according to a VoIP session have the throughputratrd.8 kbps each, whereas
the second 10 SSs (SS#11 to 20) which generate ginleaming traffic model
have the throughput around 68 kbps each. Figufgebipared to Figure 4.3 in
Subsection 4.1, shows that the last 10 SSs (SS #0230) have more
throughputs. The main reason of this increase moutthput, while other
parameters remaining the same, is BRI. It is ingurtto note that in this
scenario when using Scheduler 1, the overall tHipugof the system is 2.552
Mbps; overheads due to (i) bandwidth request hesade@) partial fitting of
bandwidth requests to an integer number of slasgbse of ceiling;Jand (iii)
unused slots are 0.336 Mbps, 0.037 Mbps and 0.43dsMespectively. On the
other hand, when using Scheduler 2, the overatiugiinput of the system is
2.529 Mbps; overheads due to (i) bandwidth regbeaters, (ii) partial fitting
of bandwidth requests to an integer number ofsséotd (iii) unused slots are
0.336 Mbps, 0.045 Mbps and 0.450 Mbps respectively.
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Figure 4.15 Throughput vs. SSs

Average delay variations of SS # 1-20 are giverFigure 4.16 for both
Scheduler 1 and Scheduler 2. It is obvious that,ldoger BRI values, the
waiting time of SSs for sending their bandwidthuests would be larger and
therefore the packet delay would be higher. Figdré in Subsection 4.1
compared to Figure 4.16, demonstrates better pediace, since the latter has
more delay because of less aggressive bandwidiliesegnechanism. Figure
4.16 also shows that Scheduler 2, which uses tbpoptional fair algorithm,

performs better in overall compared to Scheduler 1.

The fluctuations in simulation results for Schedul can be explained with
the same argument given in Scenario 1: Since Sthsfwi buffer traffic model
have always illegitimate packets at the virtual upee at the BS side; most
probably the last SS kept in the memory when rowodin scheme is
performing, would be one of the last 10 SSs. Fi#i8t SSs have usually
legitimate packets but from time to time they mayé illegitimate packets. In
those cases, illegitimate packets with VolP andeeidraffic model SSs are
mostly stacked (since the last SS kept in the mgrosually being one of the
last 10 SSs) and should have to wait for a turmraaldor all SSs. The reason for
the fluctuations is that this situation may or nmey occur for some SSs due to

randomness of traffic patterns. The average delagatwons of SSs for
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Scheduler 1 converge to the Scheduler 2 when S8savMRTR parameter

(video or VolIP) never have illegitimate packets.

Figure 4.16 (b) shows that average delay variationSSs using VolP traffic
model also have some fluctuations since packetarmieal times for VolP
traffic are not random during an active or passtate; therefore during each
state, packets experience constant delays. Theéhlerighe active and passive
states are exponentially distributed thus somens&8sexperience longer delays
in a simulation time. It can be inferred that frdfigure 4.16 (b) that these
fluctuations are greater for greater bandwidth estiindexes (compared to
Figure 4.4 (b)) since the variation of constantkeaalelay values have a greater
range i.e. the delay variation is between 5ms d@ms2for a BRI (VoIP) value
of 4 in this case.
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Figure 4.16 Average Delay vs. SSs

4.2.2. Extensive Study of Bandwidth Request Index

We did an extensive bandwidth request analysisbimth Scheduler 1 and
Scheduler 2. In particular, we repeated the saralysia given in Subsection 4.1
(Scenario 1) for different BRIs, i.e. while VolP BRVolP BRI stands for

bandwidth request index of SSs using VolP traffmdel) and video BRI (video
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BRI stands for bandwidth request index of SSs usidgo traffic model) vary
in range of [1 : 20]. The results for Schedulerntl &cheduler 2 are similar in

manner; therefore, only the results for Schedulare2given in this part.

It is given in Subsection 3.4 that, a user isrEfito have voice outage if
more than 2% of the VoIP packets are dropped, érasenot delivered
successfully within the delay bound of 50 ms; om tither hand, a user is
defined to have outage if more than 2% of videm&a (8 packets) are dropped,
erased or not delivered successfully within thegdound of 500 ms [28]. It is
obvious that, using higher BRI for users increabesoverall throughput (since
larger bandwidth remains for data or payload trassion); however, one
should consider the delay bounds of SSs, sincesasang the BRI directly
affects the transmission delay of packets. Foroisessions, up to BRI = 10;
video frames are never dropped; but for BRI vallager than 10, SSs are
always having outage. Similarly, for VolP SSs, tlaeg not experiencing outage
up to BRI=10. Therefore, it can be inferred forstlsicenario that the largest
throughput in which all parameters for video andiR/gessions are satisfied,
will be achieved with VolP BRI =10 and video BRIG:1

Figure 4.17, (a) gives the packet drop ratio ofs S6ing VolP model,
according to different VolP BRIs, while BRI of S8sing video model is equal
to one. Figure 4.17 (b) gives the packet drop satibSSs which generate video
traffic for different values of video BRIs , whiBRI of SSs using VolP model is
equal to one. Both VoIP and video model SSs doemperience outage up to
BRI = 10, yet for BRI greater than 10, SSs alwaggehoutage.
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Figure 4.17 Average Packet Drop Ratios of SS8R.

Figure 4.18 (a) presents the throughput of SSsordogy to different VolP
BRIs, while BRI of SSs using video model is equalohe. Figure 4.18 (b)
presents the throughput of SSs, for different v@lofevideo BRIs, while BRI of

SSs using VolP model is equal to one.

Figure 4.18 (a) shows that the throughput of tBe 8sing full buffer model
is always increasing with the VoIP BRI; on the othand, for SSs using video
model, throughput value is neither increasing necréasing. The throughput
value of SSs which generate traffic according téPvimodel does not change up
to VolP BRI=10. For VoIP BRI greater than 10, Vd#Ss start to experience
outage, therefore their throughput decreases. &ipilFigure 4.18 (b) shows
that, full buffer SSs’ throughput is increasingwihe video BRI and throughput
of VoIP SSs does not change. Up to video BRI=1G &Sng video model do
not experience packet drops, however their througbpcreases for video BRI

greater than 10.
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Figure 4.18 Throughput of SSs vs. VoIP and Vid&d B

Figure 4.19 (a) presents the delay values of 835yrding to different VolP
BRIs while BRI of SSs using video model is equabte and Figure 4.19 (b)
presents the delay of SSs, for different valuegidéo BRIs, while BRI of SSs

using VolP model is equal to one.

Figure 4.19 (a) and (b) show that the delay vabfeSSs using video model
in VolP BRI and SSs using VolP model in video BRé anever changing.
Figure 4.19 (a) shows that the delay value of &33%g VolP model is linearly
increasing with the VolP BRI value up to 10, howeitedoes not change for
BRI greater than 10. The main reason for this tesarn be explained as follows:
The average delay value of VolP SSs in Figure H)ig about 8 ms. The
maximum delay value of a VoIP packet is 50 ms (padielay bound for VolP).
When VoIP BRI is greater than 10, the delay valu¥@P SSs in Figure 4.19

(a) is roughly the average value of 8 ms and 5@mnasdoes not change.

Figure 4.19 (b) presents that the delay value $ 8sing video model is
increasing linearly with the video BRI value up 90 This linear increase is
similar to the VolP model, however, for video BRegter than 9, it can be said
that the packet delays of SSs are increasing drealigt The main reason for

this situation can be described by the cross layerk done for the video
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frames: If a video frame is started to be sentiwiBOOms, then the packets of
that video frame are never dropped and always feaitransmission. After the
first packet of a video frame is sent, the otharkeés of this frame is supposed
to be sent, however, they should wait until thehHooming bandwidth request
time; therefore i.e. for BRI = 20 they should watifeast 100 ms.
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Figure 4.19 Delay of SSs. vs. VoIP and Video BRI

4.3 Discussion and Comparison of Simulation
Results

In this subsection, we make comparisons betweeunlatron results. Discussion

of the simulation results and the expected outccamegjiven.

First and foremost, it is obvious that SchedulefQ®»S & channel aware
scheduler) performs better in terms of both thrguglrand delay performances
than Scheduler 1. The throughput performance oe&der 2 converges to the
Scheduler 1 for static channel conditions (in wh&Bs have same modulation
schemes and coding rates). This result could haen lexpected intuitively,
since Scheduler 2 benefits from dynamic channeditioms while making a

decision. If there is no difference between usefsannel conditions or a

78



relatively slow change in the channel conditionsirdy a simulation run, the

throughput performance of Scheduler 2 convergéise&cheduler 1.

Even though the throughput performance of Schedzileonverges to the
Scheduler 1 for static channel conditions (in whg$s modulation scheme and
coding rates are similar), its delay performancesti# greater. It has been
dictated that Scheduler 1 combines the effectivemégound robin and leaky
bucket algorithms, whereas Scheduler 2 combinepaoptional fair and leaky
bucket algorithms. Scheduler 1 needs to take adorang all SSs before the
next scheduling is done. This scheme decreasedelag performance of SSs
compared to proportional fair algorithm; in whichseheduling could be done

for each SS in each and every frame.

Sub-subsection 4.1.1.2 also considers a statiengfhaondition; however in
that, SSs have different modulation schemes anihgogtes. This scenario
proves that Scheduler 1 does better schedulingSfes in terms of fairness
criteria. On the other hand, although Schedulero2sdsomehow less fair
scheduling compared to Scheduler 1; it performsebét terms of throughput.
The results prove that even in static channel d¢mmdi, Scheduler 2 achieves
higher throughputs if the modulation scheme andngpdates are different for
each SSs in simulation duration. It has been detraied that as the tuning
factor for Scheduler 2 varies, different throughpmd fairness performances
could be achieved. Also it should be noted thainimactor directly affects the
SSs’ delay variations, thus it should be chosemfaly for the SSs not to

experience outage.

Subsection 4.2 proves that less aggressive batidwedjuest mechanisms
increase the system performance in terms of thiowighhowever, it decreases
the delay performance. It is clear that, less a&gve bandwidth requests (or
polling) increase the bandwidth to be used for dad&@smission purposes.

Nevertheless, bandwidth requesting process forgiaék slower. Therefore, the
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time gap between the newly coming packet time amdreesponding request
time for that packet becomes wider. Hence, the ydplarformance of SSs
decreases. After a packet (video frame) delay Brueeds the delay bound, SS
drops the corresponding packet (video frame). Qutagunds are defined in
order to characterize the QoS parameters of SSsaffic models. Given that
QoS parameters are satisfied for each SS (packetsa dropped), one can

easily say that the larger the BRI is, the moreughput the system offers.
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Chapter 5

Conclusions

This thesis presents WIMAX P2MP structure from tB& scheduler’s
perspective. Both MAC and PHY layers of IEEE 802si#hdards are discussed
from scheduler’s point of view. In particular, t85 scheduling algorithms are
proposed: QoS aware and QoS & channel aware schgdlgorithms. These
algorithms extended and combined the efficiencieaky bucket principles, and
the well-known proportional fair and round robehesduling algorithms.

A brief overview for the capacity of WiIMAX OFDM/QPMA systems is
given. It is important to note that the capacitycb&nnel in WiIMAX depends on
a vast number of variables but only one of themoisBS (operator) dependent:
modulation schemes and coding rates of SSs. Addilyy all scenarios,
parameters and traffic models are gathered fronh B using realistic traffic

models defined in [28], a packet aware schedulinggire is proposed.

We have shown that the proposed scheduling #hgosi satisfy the QoS
requirements of SSs regardless of their channaditons. The throughput and
delay analysis of scheduling algorithms are alswiexh out. The results show
that the BS protects SSs having QoS requiremenaisy bther SSs which offer
traffic to the system much above of their MRTR paeters by taking advantage

of the leaky bucket mechanism.

After satisfying all SSs’ QoS parameters by trekiebucket algorithm; two
schemes are proposed for distributing the remaimagdwidth: proportional
fair and round robin mechanisms. The round robimes® only considers the
fairness issue and does not take the channel msatand throughput
maximization issues into account. On the other hameughput and fairness
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issues are both considered in our proposed propeaitifair scheme. The
scheduler using the proportional fair scheme iswshdo achieve higher
throughput values for scenarios involving differeiser channel conditions and
variable channels, when compared with the basiedidkr using round robin
only. Moreover, with a proper tuning of the paraemnstof the proposed
proportional fair scheme, one can play out thedofidbetween throughput and

fairness.

The BRI index is introduced to study the effedt®@andwidth mechanisms to
the overall system. We conclude that less aggressiandwidth request
mechanisms increase system throughput but theyceette delay performance
of the system. There appears to be an optimal vaflu&gR|l above and below
which the system performs poorly and this BRI canchlculated in advance

using the delay requirements of each SS.

For future work, we list the extension of the shleng algorithms to the
downlink case and also using the BE service clagsdoes not use the unicast
polling scheme. It may also be worthwhile to stubg problem of imperfect
CSI. The case that the scheduler does not assgo@pate number of slots (i.e.
fewer slots) to an SS due to imperfect CSI and ati@fgered fragmentation
scheme for such cases also appear to be intereptioglems from the
scheduler’s perspective. Latency dependent prigoadtfair algorithm could be
considered - introducing latency indexes to prapodl fair indexes could be

discussed.
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