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ABSTRACT

CONNECTIVITY AND COVERAGE PRESERVING
SLEEP SCHEDULING MECHANISM WITH
PREDICTIVE COVERAGE AND MULTIPLE MODE
SELECTIONS IN WIRELESS SENSOR NETWORKS

Eyuphan Bulut
M.S. in Computer Engineering
Supervisor: Assist. Prof. Dr. Ibrahim Kérpeoglu
July, 2007

Wireless sensor networks, which consist of a large number of sensor nodes com-
municating with each other in order to sense the environment, is an emerging field
in the area of wireless networking. One of the significant objectives in the design
of these wireless networks is the efficiency of energy consumption. Since these
networks are densely deployed, sleep scheduling, which puts some sensor nodes
into sleep mode and uses only a necessary set of active nodes, is a commonly used
technique to extend the network lifetime.

A sleep scheduling algorithm should be distributed, simple, scalable and en-
ergy efficient. In this thesis, we investigate the problem of designing a sleep
scheduling algorithm which extends the network lifetime while maintaining a
user defined coverage and connectivity. We consider three basic units of a sensor
node (sensing, processing, and communication) independently and turn a unit
on whenever it is necessary. Furthermore, we analysed the expected overlap of
a node’s sensing area by its neighbors’ sensing areas and created a predictive
algorithm in the decision of a node’s status. By this way, we reduced the number
of messages for maintenance procedures. We evaluated our algorithm via simu-
lations and compared the performance of our algorithm with another distributed
algorithm which maintains both coverage and connectivity. As a result, we ob-
served that our algorithm provides a significant increase in the network lifetime
and overcomes the other algorithm in all cases.

Keywords: Wireless Sensor Networks, Sleep Scheduling, Network Lifetime, Con-
nectivity, Coverage.
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OZET

KABLOSUZ DUYUCU AGLARINDA KAPSAMA VE
BAGLANTIYI KORUYAN, TAHMIN EDILEBILEN

KAPSAMA VE BIR COK DURUM SEGMELI UYKU
DUZENLEMES]I

Eyuphan Bulut
Bilgisayar Miihendisligi, Yiiksek Lisans
Tez Yoneticisi: Assist. Prof. Dr. Ibrahim Korpeoglu
Temmuz, 2007

Cevreyi duymalk icin birbirleriyle haberlesen ¢ok sayida duyucudan olusan kablo-
suz duyucu aglari, kablosuz ag alaninda ¢igir agan bir teknolojidir. Bu kablo-
suz aglarin tasariminda en onemli amaclardan biri verimli enerji tiikketimidir.
Bu aglarda yiiksek sayida duyucu bulundugundan, bazi duyuculari uyutan ve
gerekli sayida aktif duyucu kullanan uyku diizenlemesi ag émriinii uzatan genel
bir tekniktir.

Duyucu aglari i¢in tasarlanmis bir uyku diizenleme algoritmasi dagitik, basit,
olceklenebilir ve enerji kullaniminda verimli olmalidir. Bu tezde kullanica taniml
kapsama alani ve baglanti durumunu siirdiirerek ag omriinii uzatan bu tarz bir
dagitik algoritma tasarimi sorununu inceledik. Bir duyucunun ¢ iinitesini de
ayr1 diigindiik ve her {initeyi gerekli oldugunda aktif hale getirdik. Ayrica, bir
duyucunun algi alaninin komsu duyucularin algi alanlar: ile beklenen 6rtiismesini
analiz ettik ve duyucularin durumunu karar vermede tahmin edici bir algoritma
yaptik. Bu yontem sayesinde, algoritmanin islemleri i¢in gereken mesaj sayisini
azalttik. Algoritmamiz simiilasyonlarla degerlendirdik ve performansini kapsama
ve baglantiy1 siirdiirebilen bagka bir dagitik algoritma ile karsilagtirdik. Sonug
olarak, algoritmamizin ag hayatini onemli miktarda arttirdigini ve diger algorit-
madan daha iyi sonuclar verdigini gozlemledik.

Anahtar sézciikler: Kablosuz duyucu aglari, Uyku diizenlemesi, Ag omrii,
Baglant1, Kapsama Alan1 .
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Chapter 1

Introduction

In recent years, advances in wireless communications and electronics have enabled
the development of low-power and small size sensor devices. A Wireless Sensor
Network (WSN) consists of a large number of these sensor nodes deployed in a
geographic area. Fach sensor node has three basic units; sensing unit, processing
unit and communication unit. Depending on the type of the sensor it uses, the
sensing unit can sense light, temperature, humidity, sound, motion, vibrations,

etc. around its location [1].

Sensor networks are utilized in a wide range of applications. Some of the

application areas and how they can utilize sensor networks are the following;:

e Military: Battlefield surveillance and monitoring to detect enemies, guid-

ance systems of intelligent missiles, detection of attacks by weapons.

e Home: Remote control of home devices, providing comfortable and smart

home environment.

e Environment: Forest fire and flood detection, habitat exploration of ani-

mals.

e Public: Vehicle tracking, providing security to malls, buildings, monitoring

traffic in a city.
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e Health: Patient diagnosis and monitoring, automatic heart rate and blood

pressure detection with attached sensors on patients.

e Commercial: Monitoring product quality, managing inventory systems.

In a wireless sensor network, each sensor unit senses data and the transmission
unit sends the data to a base station or sink possibly via multihop routing. The
base station is assumed to have abundant energy, sufficient memory and complex
processing capabilities. The processing unit is responsible for managing the sensor

capabilities and dealing with the contents of the sensed data.

Sensor nodes are deployed in an area either deterministically or randomly.
For instance, in remote and inhospitable physical environments, the nodes may

be thrown from an airplane.

One of the most significant issue regarding the design of sensor networks is
energy consumption. The only source of energy for a sensor node to handle sens-
ing, processing and communication operations is mostly a small battery cell. But
these batteries can provide limited energy. Once the sensor nodes are deployed
into an area, it is not always possible to replace their batteries or recharge them
when their energies get exhausted. Therefore, efficient usage of the available

energy in sensor nodes is necessary to operate a sensor network for a long time.

Figure 1.1 shows the architecture of a simple sensor node. The sensing, pro-
cessing and communication units are three basic units of a sensor node. These
units get their energy from a power unit which is responsible for distributing the

energy generated by a power generator.

Energy consumption in a sensor node occurs in all its three basic units. The
most energy consuming operations are data receiving and data sending which are
provided by communication unit. Sensing unit energy consumption is usually

assumed to be less than these communication unit operations. However, in some

studies such as [2], it is assumed that energy dissipated to sense a bit is approxi-

mately equal to the energy dissipated to receive a bit. Processing operations also
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Sensing Unit Processing Unit ~ Communication Unit
Sensor| ADC | <> Processor < | Transceiver
Storage
- . Power |
Power Unit ' Generator !

_________

Figure 1.1: Architecture of a simple sensor node

contribute to the energy consumption. But energy consumption due to process-
ing is remarkably low compared to energy consumption due to receiving, sending,

and sensing.

Several schemes are proposed for minimizing the total energy consumption in
a sensor network in order to increase the network lifetime. In sufficiently dense
networks, a common technique is to put some sensor nodes into sleep mode and
use only a necessary set of active nodes for sensing and communication. This
technique is called sleep scheduling or density control. Sleep scheduling of nodes
in a sensor network controls the number of active sensor nodes and lets the
sleeping nodes conserve their energies for future use. A sleep schedule has to
provide an even distribution of energy depletion among sensor nodes so that the
network can function for a long time. Using only a small subset of nodes as active
nodes instead of all of the deployed nodes not only provides energy conservation
but also reduces the network traffic, thus decreases packet forwarding delay and

avoids packet collisions.

A sleep scheduling algorithm has to decide when and how to determine the
active nodes in a sensor network. While deciding which nodes will be operating,
the sleep scheduling algorithm should fulfill two requirements: maintenance of
connectivity and maintenance of coverage. A sensor network is connected if every
functioning node in the network can reach to the sink via one or multiple hops.
Coverage is defined as the area that can be monitored by the active sensor nodes
which can reach to the sink. The nodes that cannot reach to the sink but can

sense their environment do not contribute to the coverage of a sensor network
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because the sink cannot be informed by the sensed data of these nodes. It is
usually assumed that a sensor node can monitor all the points within a certain

range around itself. This is called the sensing range.

1.1 Motivation

There is already some work done in this area. The studies reported in [3] and
[4] give a detailed description and comparison of the most recent energy saving
algorithms based on sleep scheduling technique. Considering different application
design goals, they have different assumptions about the properties of sensor nodes.
Only two of the studies on the topic (OGDC [5] and CCP [6]) can maintain
sensing coverage and network connectivity at the same time. In most of the
sensor network applications almost full coverage of the sensor field is required
and the active sensors are supposed to be connected so that they can send their
data to the sink.

Another important issue is that, some of the previous algorithms require quite
high amount of message exchange for some maintenance operations. Although
high message exchange affects the overall energy consumption dramatically, it is
ignored while measuring the energy performance of the algorithms. Obviously,
some message exchange is unavoidable, however, the amount of message exhange

should be reduced as much as possible for better energy conservation.

Moreover, in most of the algorithms, sleep scheduling scheme is designed inde-
pendently from the routing scheme. It is assumed that the proposed algorithms
can be applied with any routing protocol. However, we think that when sleep
scheduling algorithm and the routing protocol are designed together, some re-

dundant operations can be avoided.

As a result, we devised a new energy efficient sleep scheduling algorithm to

eliminate the problems mentioned above.



CHAPTER 1. INTRODUCTION 5

1.2 Contributions

In this thesis, we propose a new distributed sleep scheduling algorithm which
maintains both a desired sensing coverage and connectivity. As an original part
of this work, we also utilize different sleep modes of sensor nodes. We consider
the different units of the sensor nodes (sensing, processing, and communication)
independently and turn them on only whenever they are necessary. Besides, we
also limit the message exchange and provide a routing scheme using which sensor
nodes can communicate with the sink node. These issues were not addressed in

most of the previous studies.

The basic features and novelties of our solution are the following:

e It is a distributed solution which is a natural approach to take for sensor

networks that require self adaptation.

e Location information of sensor nodes are utilized but in a localized manner.

(no global knowledge required)
e Both the sensing coverage and connectivity of the network are maintained.

e Different units of a sensor node are considered separately for turning off
and as part of this approach two kinds of functioning modes are defined

and utilized.

e A predictive coverage technique is utilized to reduce the messaging over-
head. While doing this, coverage maintenance is not violated and same

performance is achieved.

e A complete protocol is provided including a routing scheme (based on

shortest-path routing) and a sleep scheduling algorithm.

e Maintenance of partial coverage is also considered. This is different than

the previous studies which only consider full or no coverage.
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1.3 Thesis Structure

In Chapter 2, we start with a background information about wireless sensor
networks. Basic concepts related with sensor networks are introduced in this
chapter. It also talks about the sleep scheduling problem in sensor networks
and includes a detailed discussion of the previous sleep scheduling algorithms in

the literature. They are categorized as centralized and distributed algorithms.
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