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1. Environment

*Neural Network Toolbox 3.0 for use with MATLAB™*


*Neural Network Toolbox authors*

Professor Emeritus Howard Demuth, University of Idaho, and Mark Beale, President of MHB, Inc.

*Related products*


*Neural Network Design*, Martin T. Hagan, Howard B. Demuth, and Mark Beale. PWS Publishing Company, 1996; info@pws.com

2. Introduction

There is a variety of numerical techniques for modelling and prediction of nonlinear time series such as the threshold model, exponential model, nearest neighbors regression and neural network models. In addition, the Taylor series expansion, radial basis function and non-parametric kernel regression are also used for nonlinear prediction. These techniques essentially involve interpolating or approximating unknown functions from scattered data points. Among these techniques, artificial neural networks is one of the most recent techniques used...
in nonlinear modelling and prediction. A recent survey of this literature is presented in Kuan and White (1994).


Our interest in this review is confined to the function approximation and filtering capabilities of various neural network models.

The Neural Network Toolbox (NNT) is one of several toolboxes the Mathworks offers. The company states that the NNT is a comprehensive environment for neural network research, design and simulation with the MATLAB. For the NN experts, the key features of the NNT are classified as follows:

- Supervised network paradigms: perceptron, linear network, backpropagation, Levenberg–Marquardt (LM) and reduced LM algorithms, conjugate gradient, radial basis, Elman, Hopfield, learning vector quantization (LVQ), probabilistic network, generalized regression, and quasi-Newton algorithm.
- Unlimited number of sets of inputs and network interconnections.
- Customizable architecture and network functions.
- Modular network representation.
- Automatic network regularization.
- Competitive, limit, linear and sigmoid transfer functions.

In this paper, we review the numerical accuracy and the robustness of some Matlab NNT commands. The sections are organized such that each section corresponds to a NNT chapter. In this review, we study Chapters 2, 3 and 4 with specific examples which are comparable to the examples given in the Matlab NNT. We conclude afterwards.

3. Chapter 2

Chapter 2 of the user’s guide contains basic material about the network architectures. The chapter has seven examples. Each example states a problem, shows the network used to solve the problem, and presents the results. We replicate six of these examples with slightly different input sets.

3.1. Example 1

The static network is the simplest case among all classes of network simulation as there are no feedbacks or delays in the system. Given a set of weights for each input and assuming zero

---

1Matlab codes of the examples are available at www.bilkent.edu.tr/ faruk.
bias, a well designed NN should result in a weighted sum of the input set. The first example of Chapter 2 on page 2-15 (concurrent inputs in a static network) demonstrates this property. In the example, four concurrent vectors are presented into the static network created with `newlin` command. Given preset weights and bias, the `sim` command simulates the network and produces an output. However, when we utilized the same network with a different input set, the reported results on the screen were completely wrong, although the results in the program memory were correct. After some experiments, we found that the NNT gives the correct answer on the screen if one uses a different format for the output, a peculiar solution to avoid a misleading result in a high caliber program like MATLAB.

The problem of misleading results on the screen is not specific to a concurrent input static network. The example of incremental training with static networks given on page 2-20 also produces misleading results if the default format is not changed to `format long e`. The lesson of our very first two experiments with the NNT is a clear one: to avoid misleading results, change the default format `short` to `long e` before you start using the NNT.

### 3.1.1. Concurrent inputs in a static network (page 2-15)

This example creates a two-element input linear layer with one neuron. The ranges of inputs are \([-100000, 100000]\) and \([-100000, 100000]\). The input weights are 0.00001 and 100000. The bias is 0.

**Input**

\[
P_1 = \begin{pmatrix} 0.00001 \\ 100000 \end{pmatrix}, \quad P_2 = \begin{pmatrix} 0.00001 \\ 100000 \end{pmatrix},
\]

\[
P_3 = \begin{pmatrix} 100000 \\ 0.00001 \end{pmatrix}, \quad P_4 = \begin{pmatrix} 100000 \\ 0.00001 \end{pmatrix}.
\]

**Output**

\[
A_1 = WP_1 + b
= [0.00001 \ 100000] \begin{pmatrix} 0.00001 \\ 100000 \end{pmatrix} + 0
= (1.0e + 010) + (1.0e - 010)
\]

\[
A_2 = WP_2 + b
= [0.00001 \ 100000] \begin{pmatrix} 0.00001 \\ 0.0001 \end{pmatrix} + 0
= (1.0e + 000) + (1.0e - 010)
\]

\[
A_3 = WP_3 + b
= [0.00001 \ 100000] \begin{pmatrix} 0.00001 \\ 0.00001 \end{pmatrix} + 0
= 2.0e + 000
\]

\[
A_4 = WP_4 + b
= [0.00001 \ 100000] \begin{pmatrix} 100000 \\ 100000 \end{pmatrix} + 0
= (1.0e + 010) + 1.
\]

**The code**

```matlab
net=newlin([-100000 100000; -100000 100000],1);
net.IW{1,1}=[0.00001 100000];
net.b{1}=0;
P=[0.00001 0.00001 100000 100000; 100000 0.00001 0.00001 100000];
A=sim(net,P)
```

**Results**

```
A = 1.0e+010 *
1.0000 0.0000 0.0000 1.0000
```

**Comments**

By hand calculation, the correct answer is 
\((1.0e + 010) + (1.0e - 010), (1.0e + 000) + (1.0e - 010), 2.0e + 000, (1.0e + 010) + 1.\)

With the default format, the results on the screen are misleading. To have the correct answer displayed, the format must be set to `format long e`.
3.2. Example 2

The training methods of a network can be classified into two groups: incremental training and batch training. In incremental training, the weights and biases of the network are updated each time an input is presented to the network. On the other hand, the batch training updates all the weights and biases after the entire input set is presented.

An example on page 2-20 presents a case for incremental training with static networks. First, the learning rate of the system is set to 0.0 to show that “if you do not ask the network to learn, it will not learn”. As expected, the network outputs are zero since there is no ‘learning’, e.g. the weights and biases in the network are not updated at all. Later, the learning rate is set to 0.1 to show that the system, in fact, learns. Now, the first output from the network is zero (since there is no updating with the first input). After the second input is presented, the second output differs from zero, although the error is large. With the third and fourth inputs, the errors get smaller and smaller giving the impression that the system is in fact ‘learning’. According to the example, the weights continue to be modified as each error is computed. The authors claim that “if the network is capable and the learning rate is set correctly, the error will eventually be driven to zero”.

In order to check the validity of this claim, we presented the same input and the same target values several times to the same network in the example. We expected that after a reasonable number of inputs, the network would learn and the errors “would eventually be driven to zero”. Although there were some improvements in terms of the mean squared error, the results were far from satisfactory. When we input the same set of numbers 24 times, the mean squared error was still different from zero. We think that the NNT manual should give detailed explanations and warnings regarding the importance of the choice of the learning rate.

3.2.1. Incremental training with static networks (page 2-20)

This example creates one two-element input linear layer with one neuron. The ranges of inputs are: [1 3] and [1 3]. The input delay is 0. The learning rate is 0.1. We train the network to create a linear function

\[ t = 2p_1 + p_2 \]

where \( p_1 \) and \( p_2 \) refer to inputs.

The inputs are

\[
\begin{align*}
P_1 &= \left( \frac{p_1}{p_2} \right) = \left( \frac{1}{2} \right), & P_2 &= \left( \frac{p_1}{p_2} \right) = \left( \frac{2}{1} \right), \\
P_3 &= \left( \frac{p_1}{p_2} \right) = \left( \frac{2}{3} \right), & P_4 &= \left( \frac{p_1}{p_2} \right) = \left( \frac{3}{1} \right).
\end{align*}
\]

The target is

\[
\begin{align*}
t_1 &= 2*1 + 2 = 4, & t_2 &= 2*2 + 1 = 5, \\
t_3 &= 2*2 + 3 = 7, & t_4 &= 2*3 + 1 = 7.
\end{align*}
\]

The code

```plaintext
1. net=newlin([1 3;1 3],[1 0 0 1]);
   net.IW{1,1}=[0 0];
   net.b{1}=[0];
   P=[1;2;2;2;2;2;2;2;2;2;2];
   T=[4 5 7 7 7 7 7 7 7 7];
   [net, e, w, b]=train(net, P, T);
2. net=newlin([1 3;1 3],[1 0 0 1]);
   net.IW{1,1}=[0 0];
   net.b{1}=[0];
   P=[1;2;1;2;2;2;1;2;2;2;2;2;2;2;2;2];
   T=[4 5 7 7 7 7 7 7 7 7 7 7];
   [net, e, w, b]=train(net, P, T);
3. net=newlin([1 3;1 3],[1 0 0 1]);
   net.IW{1,1}=[0 0];
   net.b{1}=[0];
   P=[1;2;2;2;2;2;1;2;2;2;2;2;2;2;2;2];
   T=[4 5 7 7 7 7 7 7 7 7 7 7];
   [net, e, w, b]=train(net, P, T);
4. net=newlin([1 3;1 3],[1 0 0 1]);
   net.IW{1,1}=[0 0];
   net.b{1}=[0];
   P=[1;2;2;2;2;2;1;2;2;2;2;2;2;2;2;2];
   T=[4 5 7 7 7 7 7 7 7 7 7 7];
   [net, e, w, b]=train(net, P, T);
```

We even tried the same set of numbers 48 times. The mean squared error was still different from zero.
Results

1. \( a = [0] [2] [6.0000] [5.8000] \)
   \( e = [4] [3] [1.0000] [1.2000] \)
   \( \text{mse}=6.86 \)

2. \( a = [0] [2] [6.0000] [5.8000] [5.5200] [4.8000] [7.3920] [5.9760] \)
   \( e = [4] [3] [1.0000] [1.2000] [-1.5200] [3.2000] [-0.3920] [1.0240] \)
   \( \text{mse}=3.0741 \)

3. \( a = [0] [2] [6.0000] [5.8000] [5.5200] [4.8000] \)
   \( [7.3920] [5.9760] [4.9696] [4.9608] [7.0415] [5.5261] \)
   \( [-0.3920] [1.0240] [-0.9696] [0.0592] [-0.0419] [0.4738] \)
   \( \text{mse}=2.6802 \)

4. 
   \( \text{mse}=0.3756 \)

Comments

From the result of a and e, there is no clear-cut evidence that, when using the adapt function, the output will close to the target and the error will eventually be driven to zero. The MSE gets smaller when the same set of inputs are supplied a greater number of times. This is some evidence of improvement. However, when we use the same numbers 96 times (fourth case), the mean squared error is still different from zero.

3.3. Example 3

Unlike incremental training in which weights and biases are updated each time, the batch training updates the weights and biases after all the inputs are presented to the system. This training can also be used in static and dynamic networks. An example on page 2-23 shows an application of batch training with static networks.

We adopted the same approach with slightly modified input and output settings. Particularly, we defined the target values from the following linear function:

\[ t = 3p + 8 \]

where \( p \) is the input. In the first two cases, we set the input weights and bias all to be zero and we obtained the network outputs to be all zero, because the weights are not updated until all of the training set is presented. This result is not unexpected. After presenting the entire data set in the second case, we expected that the resulting input weight should be 3 and the bias should be 8 since the linear function used to train the network is \( t = 3p + 8 \). The updated input weights and bias are far from these values even if we present the same set of numbers more and more times. In the third case, we set the input weight to 3 and bias to 8. This time the output is equal to the target and the input weights and bias are all correct. Fine. In the last case, we make a small change in input weights and bias as compared to the third experiment and set them to 2 and 6. The updated input weights and bias are completely off from what we would expect. The experiment shows that if one gives the correct input weights and bias to the system, the network does not diverge from these correct values. However, the network does not converge to the correct set if given input weights and biases are slightly different than the true set. The researcher may obtain an incorrect answer and not know it. Here, we expect that the Matlab NNT would provide robustness and stability benchmarks to the researchers.

3.3.1. Batch training with static networks (page 2-23)

This example creates a single input linear layer with one neuron. The range of input is \([-500000 \text{ } 500000]\). The input delays are 0 and 1. The learning rate is 0.1. The function trained is

\[ t = 3p + 8 \]

where \( p \) refers to inputs. The inputs are

\[ P_1 = 1, \quad P_2 = 0.0001, \quad P_3 = 10000, \]
\[ P_4 = -500, \quad P_5 = 3000000, \]
\[ P_6 = -0.00003. \]

The target is

\[ t_1 = 3*1 + 8 = 11, \]
\[ t_2 = 3*0.0001 + 8 = 8.0003, \]
\[ t_3 = 3*10000 + 8 = 30008 \]
\[ t_4 = 3*(-500) + 8 = -1492, \]
This example once again demonstrates that the estimated network weights are highly unstable if the starting network values are not chosen to be their actual values. In real data applications, the underlying function and its parameters are unknown so that this instability has to be addressed.

3.4. Example 4

The batch training with the dynamic networks example on page 2-25 uses a linear network with a delay. We adopted the same example with a different setting. Specifically, the linear function training the network is defined as

\[ t_{m+1} = 1 - 0.1t_m. \]

Therefore, we expect that the input weights from the network should be \(-100000\) and 1 and the resulting bias should be 1. Again, with a learning rate of 0.02 as in the original example, the results of the network are far from being satisfactory. When we change the learning rate to 0.000000000000001, the results are closer to what they should be. Note that a researcher normally does not know the training function. As a result, setting the correct learning rate may not be obvious in practice. The NNT does not provide any guidance on this matter.

3.4.1. Batch training with dynamic networks (page 2-25)

This example creates a single input linear layer with one neuron. The range of input is \([-100, 100000000]\). The input delays are 0 and 1. The learning rate is 0.02. The linear function training this network is

\[ t_{m+1} = 1 - 0.1t_m. \]

The inputs are

\[ P_1 = 0.01, \quad P_2 = -999, \quad P_3 = 99900001. \]
When $P = t_0 = 0.01$

$t_1 = 1 - 1000000 \times 0.01 = -999,$

$t_2 = 1 - 1000000 \times (-999) = 99900001,$

$t_3 = 1 - 1000000 \times (99900001)
= -999000009999.$

The code

1. net=newlin([-1000 1000000000],1,[0 1],0.02);
net.IW{[1,1]}=[0 0];
net.biasConnect=0;
net.trainParam.epochs=1;
P=[1];
P=[0.01 -999 99900001];
T=[-999 99900001 -999000009999];
net=train(net,P,T,Pi)
2. net=newlin([-1000 1000000],1,[0 1],0.000000000000001);
net.IW{[1,1]}=[0 0];
net.biasConnect=0;
net.trainParam.epochs=1;
P=[1];
P=[0.01 -999 99990001];
T=[-999 99900001 -999000009999];
net=train(net,P,T,Pi)

Results

1. net.IW{[1,1]}=-1.9960e+018 1.9960e+013
   net.b{[1]}=[]
2. net.IW{[1,1]}=1.0e+004 *
   -9.9800 0.0001
   net.b{[1]}=[]

Comments

The linear function training this network is

$t_{m+1} = 1 - 1000000t_m,$

so the IW should be $-100000$ and 1, and b should be 1. In the first case, when we use a learning rate of 0.02 for the training, the results of input weights and bias are far from it. In the second case, when we use a learning rate of $0.000000000000001$, the results are closer to what they should be. We conclude that if the network is capable and the learning rate is set correctly, it gets the correct output. In most cases, we do not know the training function and setting the appropriate learning rate may not be obvious. Therefore, we question whether this procedure produces accurate answers in real situations.

4. Chapter 3

A single layer network with a hard limit transfer function is called a perceptron. Chapter 3 introduces perceptrons and shows the advantages and limitations of them in solving different problems. After creating a perceptron and setting its initial weights and biases, one can check whether the network responds as expected or not. This is done in the NNT with the sim command. After checking the integrity of a perceptron with sim, it can be trained with a desired learning rule.

In general, a learning rule or a training algorithm is a procedure for modifying the weights and biases of a network. The NNT provides learning rules which can be classified into two groups: supervised learning and unsupervised learning.

In supervised learning, the learning rule is introduced to the network with a training set. In this algorithm, as the inputs are introduced to the system the output of the network is compared to the targets in the training set. The learning rule is then used to adjust the weights and biases of the network. A learning rule might be ‘minimum error’, ‘minimum mean squared error’, ‘minimum absolute error’, or some other criterion depending on the problem in hand.

In unsupervised learning, the weights and biases are adjusted only as a response to inputs and there are no targets.

The perceptron learning rule in the NNT, learnp, is a supervised learning rule. It has an objective of minimizing the error between the input and the target. If simulation sim and perceptron learning rule learnp are used repeatedly, the perceptron will eventually find input weight and bias values which solve the
problem. Each presentation of input and targets to the system is called a ‘pass’. The NN toolbox provides another command, adapt, which performs these repetitive steps with a desired number of passes.

4.1. Example 1

First, we created a perceptron layer with one two-element input and one neuron. After defining our inputs and targets, we let the network adapt for one pass through sequence. The network performed successfully.

4.1.1. Adaptive training

This example creates a perceptron layer with one two-element input and one neuron. The ranges of inputs are $[{-10000 \ 10000}]$ and $[{-10000 \ 10000}]$. Here we define a sequence of targets $t$, and then let the network adapt for one pass through the sequence.

The code

```matlab
def = exp([-10000 10000; -10000 10000]);
net.adaptParam.passes=1;
P=[[-0.0001;10000] [10000;-10000] [-10000;0.0001] [-0.0001;0.0001]];
t=[1 0 1 1];
[net,a,e]=adapt(net,P,t)
```

Results

```
a = [1] [1] [0] [1]  
e = [-1] [0] [1] [0]
```

Comments

The network performs successfully.

4.2. Example 2

Now we create a perceptron layer with one three-element input and one neuron. First, we applied adapt for one pass through the sequence of all four input vectors and obtained the weights and bias. Another run with two passes resulted in correct answers. Our experiment is in accord with the claim in the handbook: adapt will converge in a finite number of steps unless the problem presented cannot be solved with a simple perceptron. However, it would be convenient for users with large data sets if adapt has an option which decides on the number of passes automatically.

4.2.1. Adaptive training

This example creates a perceptron layer with one three-element input and one neuron. The ranges of inputs are $[{-10000 \ 10000}]$, $[{-10000 \ 10000}]$ and $[{-10000 \ 10000}]$.

The code

```matlab
net = exp([-10000 10000; -10000 10000; -10000 10000]);
net.adaptParam.passes=1;
P=[[-0.0001;10000] [10000;-10000] [-10000;0.0001] [-0.0001;0.0001]];
t=[1 0 0 1];
[net,a,e]=adapt(net,P,t)
```

Results

```
A = [1] [0] [1] [1]  
a = [1] [0] [0] [1]  
a = [1] [0] [0] [1]
```

Comments

The network performs successfully if the number of passes is set correctly.

5. Chapter 4

Perceptrons introduced in Chapter 3 are very simple classification networks and they have
very limited usage in practice. Adaptive Linear Neuron Networks (ADALINE) are different than perceptrons as they have a linear transfer function rather than a hard limiting function. The toolbox uses the Least Mean Squares learning rule for ADALINE. Particularly, the function `newlind` provides specific network values for weights and biases by minimizing the mean least squares. In other words, `newlind` designs a linear network given a set of inputs and corresponding outputs. The resulting network can be used for simulation purposes. Our experiments with `newlind` showed that it performs well even under some extreme situations.

5.1. Example 1

In this example, we design a network with `newlind` and check its performance. We found that the network performs successfully.

5.1.1. Linear system design (NEWLIND)

In this example, for given $P$ and $T$, we use `newlind` to design a network and check its response.

The inputs are

$P_1 = 0.00004$, $P_2 = 100000,$

$P_3 = -30$, $P_4 = 0.002$, $P_5 = -50000$.

When we train the network to create a linear function

$t = 0.001p + 5$

the outputs are

$t_1 = 0.001*0.00004 + 5 = 5.00000004,$

$t_2 = 0.001*100000 + 5 = 105,$

$t_3 = 0.001*(-30) + 5 = 4.97,$

$t_4 = 0.001*0.002 + 5 = 5.000002,$

$t_5 = 0.001*(-50000) + 5 = -45.$

When we train the network to create a linear function

$t = 1000p - 300$

the outputs are

$t_1 = 1000*0.00004 - 300 = 299.96,$

$t_2 = 1000*100000 - 300 = 99999700,$

$t_3 = 1000*(-30) - 300 = -30300,$

$t_4 = 1000*0.002 - 300 = -298,$

$t_5 = 1000*(-50000) - 300 = -50000300.$

The code

1.
`format long e`
`P=[0.00004 100000 -30 0.002 -50000];`
`T=[5.00000004 105 4.97 5.000002 -45];`
`net=newlind(P,T);`
`Y=sim(net,P);`

2.
`format long e`
`P=[0.00004 100000 -30 0.002 -50000];`
`T=[-299.96 99999700 -30300 -298 -50000300];`
`net=newlind(P,T);`
`Y=sim(net,P);`

Results

1. $Y$ = Column 1 through 3
   5.000000000000000e+000 1.050000000000000e+002 4.966666666666666e+002
   Column 4 through 5
   -4.500000000000000e+01

2. $Y$ = Column 1 through 3
   -2.999999999999999e+002 2.999999999999999e+007 -3.030000000000000e+004
   Column 4 through 5
   -2.980000000000000e+002 -5.000000000000000e+007

Comments

The network performs successfully.

5.2. Example 2

The `train` function introduced earlier is explained for the ADALINE environment in Chapter 4. The function `train` takes each vector of a set of vectors and calculates the network weights and bias increments due to each of the inputs by utilizing the function `learnp`. The network is then adjusted with the sum of all these corrections. The `train` continues with the application of the inputs to the new network and
calculates the outputs and mean squared errors. If the error goal is met or the number of preset echos is reached, the training is stopped. In our second example in this section, we utilized the same input and target values we used in our first example in the previous section. The utilized code is the same as the example on page 4-14. With our input and target set, the function `train` could not obtain a goal of 0.1. The results were reported as ‘Not a Number’ so we were not able to get the new weights and bias. The network simply stopped for no apparent reason. Note that the adaptive training with the same input and target set in Chapter 3 with perceptrons produced the correct results. Examples of these types of failures should be provided and reasons behind them be explained in the NNT manual.

5.2.1. Linear classification (TRAIN)

In this example, we use train to get the weights and biases for a network that produces the correct targets for each input vector. The initial weights and bias for the new network will be 0 by default. We set the error goal to 0.1 rather than accept its default of 0. The inputs and targets are the same as in Example 1 of Chapter 3.

The code

```matlab
format long
net=newlin([-10000 10000; -10000 10000],1);
P=[-0.0001 10000 -10000 -0.0001; 10000 -10000 0.0001 0.0001];
t=[0 1 1 1];
net.trainParam.goal=0.1;
[net,tr]=train(net,P,t)
```

Results

TRAINWB, Epoch 0/100, MSE 0.75/0.1.
TRAINWB, Epoch 25/100, MSE Inf/0.1.
TRAINWB, Epoch 50/100, MSE NaN/0.1.
TRAINWB, Epoch 75/100, MSE NaN/0.1.
TRAINWB, Epoch 100/100, MSE NaN/0.1.
TRAINWB, Maximum epoch reached.
net.IW{1,1}=NaN NaN
net.b{1}=NaN

Comments

The network cannot achieve the value of 0.1. The new weights and bias cannot be obtained either. The network cannot attain a numerical solution. Increasing the number of epochs does not change the non-numerical solution. At least in this case the user is not misled with an incorrect answer.

5.3. Example 3

Adaptive Filtering (ADAPT) is one of the major applications of ADALINE in practise. The output of an adaptive filtering is a simple weighted average of current and lagged (delayed) inputs. Therefore, the output of the filter is given by

\[ a(k) = \text{purelin}(Wp + b) = \sum_{i=1}^{R} W_{i,a}(k - i + 1) + b. \]

Our third example shows that the NNT performs well in this respect.

5.3.1. Adaptive filter

In this example, the input values have a range of -10000 to 10000. The delay line is connected to the network weight matrix through delays of 0, 1, 2, 3 and 4. The input weights are 0.07, -8000, 90, -6 and 0.4. The bias is 0. We define the initial values of the outputs of the delays as: \( p_i = \{1, 0.2, -100, 50\} \).

The inputs are

\[ P_1 = -30000, \quad P_2 = 0.0004, \quad P_3 = 500, \quad P_4 = 6. \]

The outputs are

\[ a_1 = 0.07*(-30000) + (-8000)*50 + 90*(-100) + (-6)*0.2 + 1*0.4 = -411100.8 \]
\[ a_2 = 0.07 \times 0.0004 + (-8000) \times (-30000) + 90 \times 50 + (-6 \times (-100)) + 1 \times 0.2 = 240005100.2 \]
\[ a_3 = 0.07 \times 500 + (-8000) \times 0.0004 + 90 \times (-30000) + (-6 \times 50) + 1 \times (-100) = -2700368.2 \]
\[ a_4 = 0.07 \times 6 + (-8000) \times 500 + 90 \times 0.0004 + (-6 \times (-30000)) + 1 \times 50 = -38199495.544. \]

**The code**

```matlab
format long e
net=newlin([-10000 10000],1);
net.input weights{1,1}.delays=[0 1 2 3 4];
net.IW{1,1}=[0.07 -8000 90 -6 0.4];
net.b{1}=[0];
pi={1 0.2 -100 50};
p=[-30000 0.0004 500 6];
[a, pf]=sim(net, p, pi)
```

**Results**

\[ a = \text{Columns 1 through 2} \]
\[ [-4.111008000000000e+005] [2.400051000800280e+008] \]
\[ \text{Columns 3 through 4} \]
\[ [-2.700308200000000e+006] [-3.819979544000000e+006] \]
\[ \text{pf} = [-30000] [4.000000000000e-004] [500] [6] \]

**Comment**

The network performs successfully.

### 5.4. Example 4

The network defined in Example 3 above can be trained with the function `adapt` to produce a particular output sequence. In our last example, we would like the network to produce the sequence of values 2999999995, 45, 50000005 and 600005. The network completely fails to produce the desired output, resulting in large errors even after 10 passes. This again demonstrates that NNT is not robust to the large input ranges and lacks numerical stability.

#### 5.4.1. Adaptive filter

In this example, we would like the previous network to produce the sequence of values 2999999995, 45, 50000005 and 600005.

**The code**

```matlab
format long e
net=newlin([-10000 10000],1);
net.input weights{1,1}.delays=[0 1 2 3 4];
net.IW{1,1}=[0.07 -8000 90 -6 0.4];
net.b{1}=[0];
pi={1 0.2 -100 50};
p=[-30000 0.0004 500 6];
T=[2999999995 45 50000005 600005];
net.adaptParam.passes=10;
[net,y,E,pf,af]=adapt(net,p,T,pi)
```

**Results**

| y = Columns 1 through 2 | [-1.658181921117053e+151] [-2.205426985646917e+150] |
| Column 3 through 4 | [-3.320985501870783e+159] [-4.990802504185386e+163] |
| E = Columns 1 through 2 | [1.658181921117053e+151] [2.205426985646917e+150] |
| Column 3 through 4 | [3.320985501870783e+159] [4.990802504185386e+163] |
| pf = [-30000] [4.000000000000e-004] [500] [6] |
| net.IW{1,1} = Columns 1 through 3 | 3.01010079445432e+162 2.495606053597510e+164 -9.960096908110702e+161 |
| Column 4 through 5 | -1.697246012228395e+165 2.495606918558866e+163 |
| net.b{1} = -4.991134714791272e+161 |

**Comment**

The network errors are large and the network outputs are wrong.

### 6. Conclusions

The results on the screen as a result of the default format are very misleading. Also, our replications of simple examples from the NNT guide with slightly different input sets led to incorrect results and raised questions on the reliability of the toolbox.

In incremental training, setting the learning rate is a crucial step. The user guide should emphasize this point and should give detailed examples of the importance of the learning rate. The current version gives the impression that ‘some’ learning rate will be sufficient to obtain...
correct results. Our experiments with the example in the guide show that this is not the case, leaving an untrained user with the impression that the software is not functioning properly.

In batch training, we found that the network does not converge to the correct set if given input weights, and biases are slightly different than the true set. Since the true weight and bias cannot be known in practice, NNT should provide robustness and stability benchmarks to researchers.

A simple example utilizing the train function in the adaptive linear neuron network environment showed that the designed network can stop without any apparent reason. When we run an example with the function adapt, the network completely failed, indicating that NNT is not robust to large input ranges.

A study of the first three chapters of the NNT toolbox does not provide incentive for a trained researcher to utilize the neural network methodology by exploring its very rich capabilities in a simple, structured framework. After observing the capabilities of this toolbox in simple problems, we are not convinced of its numerical stability and robustness. We lost confidence in the toolbox after the first three chapters and did not proceed with more advanced topics.
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1. Background and methods

Founded in 1968, SPSS has since been a major player in data analysis software. The base program, now in its tenth edition, supplies a comprehensive menu of statistical techniques with tabulation, graphing and reporting capabilities. Specially add-on modules extend the base program capability in data collection, modeling and presentation. The Trends module, introduced in 1994 to serve practitioners of time series forecasting, expanded the SPSS-family modeling capability to include autoregression, ARIMA and some exponential smoothing techniques. SPSS Trends is one of 15 forecasting programs evaluated in the Tashman and Hoover (2001) (TH) chapter of the new Principles of Forecasting Handbook from Kluwer Academic Publishers (2001). The authors found SPSS Trends to be far less effective in implementing principles of forecasting than is the time series module offered in SAS/ETS. You can view the chapter and summary tables at the Principles of Forecasting website – hops.wharton.upenn.edu/forecast.

With the emergence of DecisionTime and What-If?, SPSS is attempting to enter the mainstream market of dedicated business-forecasting software. DecisionTime is a standalone product that does not require the SPSS base program. In this market, it joins established players such as Autobox, Forecast Pro, Smartforecasts and tsMetrix. These programs offer in varying degrees exponential smoothing, ARIMA, regression, intervention/event modeling, and, importantly, an “expert system” for automatic forecasting of a time series. Automatic forecasting is in fact the central mission of DecisionTime as the forecaster is given little direction in understanding how to build or choose models on his own.

The methodological mix in DecisionTime offers several interesting twists. These are: (a) the incorporation of ARIMA with explanatory variables (ARIMAX) into the automatic forecasting system; (b) a remarkably simple but effective procedure for modeling special events, including outliers; and (c) through its What-If? companion, the opportunity to explore the effects of alternate assumptions about future values of the predictor variables on the forecasts of the dependent variable. The first feature is presently available in Autobox but without the full exponential smoothing component. The WhatIf? functionality is really a macro that improves the packaging and presentation of scenarios that could be directly examined, albeit more crudely, in a spreadsheet.

DecisionTime includes a batch processing capability, called a production job, which makes