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Abstract

Student evaluations of teaching (SET) have been the principal instrument to elicit students’ opinions in higher education institutions. Many decisions, including high-stake ones, are made based on SET scores reported by students. In this respect, reliability of SET scores is of considerable importance. This paper has an argument that there are some problems in choosing and using of reliability indices in SET context. Three hypotheses were tested: (i) using internal consistency measures is misleading in SET context since the variability is mainly due to disagreement between students’ ratings, which requires use of inter-rater reliability coefficients, (ii) number of minimum feedbacks is not achieved in most of the classes, resulting unreliable decisions, and (iii) calculating reliability coefficient assuming a common factor structure across all classes is misleading because a common model may not be tenable for all. Results showed that use of internal consistency only to assess reliability of SET scores may result in wrong decisions. Considerable large numbers of missing feedbacks were observed to achieve acceptable reliability levels. Findings also indicated that factorial model differed across several groups.
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1. Introduction

Student evaluations of teaching (SET) have been the standardized way to gather feedback about instructors in higher education institutions (Spooren, Brockx, & Mortelmans, 2013). Ratings reported by students are used for many purposes such as to provide diagnostic feedback, to make administrative decisions, to help student select instructors/courses, and, to base research (Nasser & Fresko, 2006). All these purposes (not exhaustively) can be grouped under either formative or summative assessment. Formative use of SET scores includes feedback about instructional effectiveness to instructors. Ratings can be used by instructors to assess themselves and make required changes in instruction to improve instructional effectiveness (Beran, Violato, Kline, & Frideres, 2009). Summative use of ratings generally is related to high-stake decisions including awarding faculty with salary increase, or promoting them, etc. (Ehie & Karathanos, 1994; Emery, Kramer, & Tian, 2003; Kulik, 2001).

Reliable SET scores are of highly importance since the decisions made based on them can be highly influential on faculty’s career (Solomon et al., 2007). Although validity of SET instruments has been a controversial issue due to several confounding factors related to instructor, course, and student (Addison, Bet, & Warrington, 2006; Baldwin & Blattner, 2003; Otto et al., 2008), SET scores are mostly considered to be reliable (Alaemoni 1999; Hobson & Talbot, 2001). However, as discussed in this paper, there are some problems associated with the reliability of SET scores. Before further discussing the reliability concept, it should be noted that it is a feature of scores provided by raters (or responses by students in SET). In the literature, it is not so uncommon to see studies in which reliability was shown as a feature of instruments (Spooren et al., 2007; Bierer et al., 2004; Coffey & Gibbs, 2001; Pike, 1998; Tuan et al., 2000; Zhao & Gallant, 2012).

In a broad sense, reliability refers to consistency of ratings and/or raters. It can be grouped into two categories: consistency of scores provided by individuals (internal consistency reliability) and agreement on the subject being rated by raters (inter-rater reliability) (As the third category stability can be stated, which is out of scope of this paper). In the context of SET, internal consistency reliability can be defined as the degree to which items in a SET form measure the same trait, i.e. instructional effectiveness, and this kind of reliability is used to make inferences about students. On the other hand, inter-rater reliability indices are related to how close students’ responses to each
other. Unlike internal consistency indices, inter-rater reliability indices provide information as to degree on which students agree on instructors. Thus, the former is used for inferences about raters (students), while the latter gives information about object being rated (instructors).

1.1 Inter-Rater Reliability

Although there are several methods to evaluate internal consistency-based reliability such as average inter-item correlation, split half, etc., the most commonly used index is Cronbach’s Alpha index (Formula 1) (Cronbach, 1951).

\[
\alpha = \frac{K}{(K-1)} \left[1 - \frac{\text{sum of } \sigma^2_K}{\sigma^2_{\text{Total}}} \right] \tag{1}
\]

where \(K\) is the number of items, \(\sigma^2_K\) is the variance of \(K\)th item, \(\sigma^2_{\text{Total}}\) is the variance of the observed total test scores.

The index developed by Cronbach is actually an extension of Kuder-Richardson’s KR-20 formula which is used to calculate reliability of scores obtained from dichotomously categorized items. The Alpha index can be used with multiple response categories such as items in SET forms (Bain, 2004; Bierer et al., 2004; Espeland & Indrehus, 2003; Zhao & Gallant, 2012; Gentry & Owen, 2004; Richardson, Slater, & Wilson, 2007; Rindermann & Schofield, 2001; Spooren, Mortelmans, & Denekens, 2007). In terms of internal consistency, high values of Alpha are observed if students provide consistent rating scores within their responses regardless of other students. They do not have to agree on characteristics of instructor. For example, in a class in which half of students have negative opinions about instructors and the other half positive, it would quite be expectable to achieve a high Alpha if former group assign agree on characteristics of instructor. For example, in a class in which half of students have negative opinions about instructors and the other half positive, it would quite be expectable to achieve a high Alpha if former group assign lower scores and the latter do higher, consistently.

Cronbach’s Alpha does not take errors due to ratings of students into account (Rantanen, 2013). However that have lower scores and the latter do higher, consistently.

In the context of SET, the formulas (2) and (3) are used to assess how a group of students assesses several items regarding one instructor. In SET scores, sources of variance in ICCs are as follows: (i) The variance due to differences between instructor’s characteristics assessed by different items (\(\sigma^2_5\)), (ii) the variance based on differences between students’ ratings for an aspect for which they have the same opinion (\(\sigma^2_R\)), and (iii) the variance from differences between students’ opinions about instructor (\(\sigma^2_{\text{Error}}\)). The difference between two ICC formulas is the variance term, \(\sigma^2_R\), which is of importance depending on the purpose of the assessment. If the SET scores are to be used for high-stake decisions such as promotion of an instructor, a consensus among students’ ratings should be expected. In other words, a high level of agreement on the scores given by students is needed. In other words, high ICC for absolute values agreement is needed since it takes grading leniency of students in scoring. On the other hand, ICC for consistency should be used if the purpose is just ranking instructors, in which absolute agreement on instructors is irrelevant. When ranking instructors based on SET scores, a less degree of consistent ordering among students would be sufficient. To achieve high inter-rater reliability for consistency, students who order the items in a similar manner would be sufficient. They do not need to agree on the ratings completely.

Three reliability coefficients discussed above are not inter-related. Student ratings are mostly internally consistent whereas students do not agree on instructors (McGraw & Wong, 1996). Morley (2014) showed that inter-rater reliabilities were considerably lower than internal consistency indices. Rantanen (2013) calculated mean of inter-rater reliabilities for SET as 0.29, whereas Solomon et al. (2007) found a value of 0.22. Thus the assumption that high internal consistency does not guarantee agreement among students on instructors should not be assumed.
1.2 Feedbacks Required for Reliable SET Scores

Another omitted or ignored problem, purposefully or not, with reliability of SET scores is that they commonly are estimated without considering minimum number of feedbacks required. If sufficient ratings are not provided by students in a class, this means that the class is not sampled adequately. Calculating reliability coefficients with insufficient feedback does not allow making reliable inferences based on SET scores. As Solomon et al. (2007) stated, there are limited number of studies focused on number of feedbacks required for accurate decisions. In their study, they estimated that 30 to 40 feedbacks are required to achieve an inter-rater reliability of 0.92, a value suggested for high-stake decisions. Rantanen (2013) showed that 15 feedbacks are needed, if one wishes to make inference about an instructor on a single course. But if a more comprehensive evaluation on an instructor is to be made, more feedback would be required. Gillmore, Kane, and Naccarato (1978) gave a number of 5 to 10 courses with at least 20 students within them. Thus having a reliability score at an acceptable level is not enough for precise evaluation. Number of feedback should also meet the minimum criteria.

1.3 Relationship between Reliability and Validity

The last issue focused in that paper is the relationship between reliability and construct validity of SET forms. In practice, SET forms are generally validated at institutional-level during developmental stage and the same instrument is used across all faculties. But reliability is calculated based on a class and/or instructor. If the construct validity defined based on whole group is not applicable to some subgroups, reliability coefficients calculated based on common factor structure would be wrong. If all items in a SET form do not group under the same dimension, it would be meaningless to calculate reliability coefficient including all items. The argument of this paper is that low reliability coefficients can also be due to from the lack of construct validity. Zaharo and Gallant (2012) confirmed that SET forms have construct validity, stating that their items explained approximately 50% of the total variance. Another studies provided findings confirming validity of SET forms (Abrami, 2001; Ellett et al., 1997; Lemos, Queiros, Teixeira, and Menezes, 2011; Marsh, 2007; Theall & Franklin, 2001). However, all these studies focused on whole group assuming a common factorial structure could be applied for classes. But several studies revealed several student segments hidden in the whole body. For example, Trivedi, Pardos, and Heffernan (2011) identified seven subgroups. Another study conducted by Marsh and Hocevar (1991) revealed 21 student segments based on several academic variables. A recent study by Sriprakash, Possamai and Brackenreg (2014) made a similar classification based on university students’ religious preferences. Existence of such subgroups led the researcher to investigate applicability of a common factor structure across all classes. Calculating reliability under an invalid factorial structure is likely to result in misled decisions. Thus it is of significant importance to check the construct validity of SET forms across groups for which reliability are calculated.

The main argument of this paper is that using correct reliability coefficient with sufficient number of feedbacks under a valid factorial model is of significant importance since SET scores are used in higher education institutions for many decisions, some of which are of high stake. That study hypothesizes that using internal consistency measures is misleading in SET context since the variability is mainly due to disagreement between students’ ratings. The second hypothesis is that number of minimum feedbacks is not achieved in most of the classes, resulting unreliable decisions. The third hypothesis was stated as follows: calculating reliability assuming a common factor structure across all class is misleading because a common model may not be tenable for all.

To test these hypotheses, the study checked values of the three reliability coefficients (Alpha and two ICCs) across classes. Differences between expected and actual numbers of feedbacks were investigated. With regard to relationship between reliability and construct validity, fit of originally proposed model was checked across subgroups via confirmatory factor analysis.

2. Method

2.1 Sample

A total of 29287 students provided responses in 900 undergraduate- and graduate-level classes in an English-medium, non-profit university in Turkey. Mean class GPA for the courses 2.72 (SD=0.72) out of 4.00. Sixty-five per cent of the classes had 25 or less students and mean class size was of 35.57 (SD=13.63). Credit of the courses ranged between 1 and 8 with a mean of 3.07 and a standard deviation of 0.99. Most of the courses had 3 credits (69.4%). Seven hundred and thirty-five instructors were rated by students. Mean feedback for an instructor is 39.85 (SD=27.59). Average number of students who provided feedback in SET forms were 13.01 (SD=8.07) per class.
2.2 Instrumment

In the SET form, there were 10 items to elicit students' opinions: (i) The instructor clearly stated course objectives and expectations from students, (ii) The instructor stimulated interest in the subject, (iii) The instructor was able to promote effective student participation in class, (iv) The instructor helped develop analytical, scientific, critical, creative, and independent thinking abilities in students, (v) The instructor interacts with students on a basis of mutual respect, (vi) The instructor was on time and has not missed classes, (vii) The instructor taught the course in English, (viii) Rate the instructor's overall teaching effectiveness in this course, (ix) I learned a lot in this course, and (x) The exams, assignments, and projects required analytical, scientific, critical, and creative thinking.

Confirmatory factor analysis was conducted to assess fit of a unidimensional model with 10 items by LISREL (Jöreskog & Sörbom, 2004). The 10-item model yielded poor fit indices, indicating a low fit between data and the model. After checking inter-item correlations and model parameters, items (vi) and (vii) were removed from the model due to low inter-item correlations and error variances. The fit of the unidimensional model with 8 items showed a considerable improvement. Standardized path coefficients for items (i) to (x) were 0.87, 0.94, 0.90, 0.93, 0.76, 0.93, 0.94, and 0.88, respectively. Estimated fit indices were: Root Mean Square Error of Approximation (RMSEA) =0.06 [90% CI=0.04:0.07], Standardized root mean square residual (S-RMR)=0.03, Goodness of Fit Index (GFI)=0.94, and Comparative Fit Index (CFI)=0.98. When compared generally accepted values for an adequate fit (RMSEA and S-RMR below .08, GFI and CFI above .90) (Hu & Bentler, 1999), it was concluded fit indices were indicated a perfect fit between the data and the model. These 8 items were considered to be grouped under a trait (which can be named as instructional effectiveness) used in calculation of reliability coefficients.

2.3 Description of the Analyses Conducted

Although Cronbach’s Alpha can be calculated directly, there are several considerations which may change the calculations of ICC coefficients. In ICCs, students are raters and the items are object being rated. First, the model of the ICCs should be defined. This includes a decision on whether all items are rated by the all students in a class or by a group of students. In most of the practices, students rate all items and this corresponds to Two-Way model in ICCs. Another decision is related to whether raters are representative of a larger population or not. If students are a sample, then it is called random model, while it is mixed if students are only raters of interest. The last decision is associated with the form of the ICCs. They can be calculated based on a single measurement or averaging k students in a class. In the present study, in parallel to the literature (Morley, 2014), students (raters) were considered substitutable, while items (objects being rated) were taken as fixed. In other words, Two-Way Mixed model with single measure ICCs were used and, following the notation proposed by McGraw and Wong (1996), ICC(C,1) and ICC(A,1) were used for consistency and absolute agreement, respectively. However, choosing one of the models is not a problem from a pragmatic point of view, since the indices calculated based on Two-Way Mixed and Two-Way Random models are exactly the same (Shrout & Fleiss, 1979). In the present study, Two-Way Mixed with single measures approach was adopted for both ICCs.

All of the three reliability coefficients were calculated using SPSS 20’s reliability procedure. However, before calculating ICC indices, data were transposed so that rows presented items and columns the students, due to a requirement by the algorithm used by SPSS. Two values are selected in the present study: 0.70, a value that can be used for formative purposes and 0.90, for summative assessment including high-stake decisions (Morley 2013; Rantanen, 2013).

First, distributions of three reliability indices were examined using a frequency graph. Then Spearman-Brown prophecy formula (4) was used to define minimum numbers of students, to achieve reliability levels of 0.70 and 0.90, separately. Although the formula was originally developed to estimate new reliability after test length changes, it can also be applied to relate change in number of students and reliability, as shown by Benton, Duchon, and Pallet (2011). Current reliability ($\rho$) was estimated by taking average of ICC(C,1) and ICC(A,1), from the sample of that study, separately. Since ICCs were calculated based on single observer, N was taken as 1 in the formula.

$$\rho' = \frac{N\rho}{1 + (N-1)\rho} \tag{4}$$

where $\rho$ is the current reliability and $N$ is equal to new number of students sample size divided by 1.

Although the formula (4) is useful in relating number of feedbacks and class size, a question still arises. Is obtaining reliable SET scores not possible for classes with sizes below the values estimated by formula (4)? In practice, class size may show a large variation and the minimum numbers calculated above may not be achieved for smaller classes. For these classes, Rantanen (2013) proposed a new approach. He defined the equality between standard error of a mean for finite populations and standard error for a sample in an infinite population. As a result he derived the...
formula (5) for estimating minimum number of feedback as a function of current class size and the class size obtained from the formula (4). For detailed derivation of the formulas, please see Rantanen (2013).

\[ N_c = \frac{N_p N}{(N_p N - 1)} \]  

(5)

where \( N_c \) is the number of feedback required, \( N_p \) is class size, and \( N \) is the sample size calculated using formula (4)).

The last analysis included checking factorial structure of the SET form across subgroups. To this end, classes were clustered to identify their natural groupings in terms of three reliability coefficients via TwoStep cluster analysis. The purpose of this method, developed by Chiu et al. (2001), is to reveal subgroups, if there is any, hidden in the whole body that would otherwise not be. TwoStep cluster analysis is based on hierarchical clustering. It first assigns cases into a pre-cluster and then creates final clusters. Among advantages of this method are ability to handle variables at different scales, automatic determination of number of clusters and ability to handle large data sets. TwoStep cluster analysis also provides importance levels of the predictor variables. After defining clusters, equalities of factor loadings of the 8-item model were tested across groups using Lisrel’s multi-group analysis. Fit indices accepted for a good fit were as follows: RMSEA and S-RMR below .08, GFI and CFI above .90) (Hu & Bentler, 1999).

3. Results

3.1 Distribution of Reliability Indices

SPSS was not able to calculate Cronbach’s Alpha indices for 73 classes and ICCs for 111 classes due to zero variances items. Also classes with at least one missing reliability coefficient were removed from the dataset. Thus a total of 702 classes were kept. Correlations between three reliability coefficients are given in Table 1. As can be seen, correlations between three measures are weak in positive direction, indicating that Cronbach’s Alpha, ICC(C, 1) and ICC(A, 1) coefficients within class did not vary in parallel.

Table 1. Correlations between Reliability Estimates

<table>
<thead>
<tr>
<th></th>
<th>Cronbach’s Alpha</th>
<th>ICC(C, 1)</th>
<th>ICC(A, 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICC(C, 1)</td>
<td></td>
<td>.244**</td>
<td></td>
</tr>
<tr>
<td>ICC(A, 1)</td>
<td>.077*</td>
<td>.256**</td>
<td></td>
</tr>
</tbody>
</table>

* Correlation is significant at the 0.05 level (2-tailed)

** Correlation is significant at the 0.01 level (2-tailed)

Means (SDs) of the Cronbach’s Alpha, ICC(C, 1) and ICC(A, 1) were 0.85 (0.17), 0.59 (0.29), and 0.35 (017), respectively. Medians were found to be 0.91, 0.67, and 0.46, respectively. Differences between means and medians indicated that indices had skewed distributions. Numbers (percentages) of class that had reliability levels above 0.70 were 634 (90%), 319 (45%), and 171 (24%) for the Cronbach’s Alpha, ICC(C, 1) and ICC(A, 1), respectively. A large drop was observed when numbers (percentages) of classes with the reliability above 0.90 were checked, 401 (57%), 95 (13%), and 27 (4%), respectively. Numbers (percentage) of courses with all reliability coefficients above 0.70 were 155 (22.08), whereas only 16 courses (2.28%) had values above 0.90 for all three reliability coefficients. Figure 1 shows the frequencies and cumulative frequencies of reliability coefficients. Figures showed that ICCs were almost equally distributed between 0 and 1, indicating inter-rater reliability rarely achieved in SET scores, whereas Cronbach’s Alpha had mostly higher values.
3.2 Minimum Numbers of Feedback Required

Since the focus is at inter-rater reliability in this paper, minimum feedback for Cronbach’s Alpha was not considered. Averages of ICC(C, 1) and ICC(A, 1) were found to be 0.38 and 0.17. These two values were used as initial reliability estimates ($\rho$) in formula (4). Application of formula revealed that 10 students would be enough to have a mean inter-rater reliability to 0.90 for ICC(C, 1) in larger classes. Similarly, ICC(A, 1) of 0.90 requires 14 feedback. In approximately 35% ($n=245$) and 57.7% ($n=405$) of the classes, number of students were below 10 and 14. Therefore, using the formula (5), minimum numbers of feedbacks to make a reliable assessment were determined for smaller classes. Results indicated that, for example, 5 feedbacks would be enough to obtain an ICC(C, 1) of 0.90 in a class of 10 students. Similarly, 6 students were found to be enough to achieve an ICC(A, 1) of 0.90 for same class size (Table 2). For the reliability of 0.70, required numbers of feedback were smaller. ICC(C, 1) and ICC(A, 1) were found to require 4 and 5 feedbacks in a class of 10 students, respectively. In approximately 21% ($n=146$) and 31% ($n=221$) of the classes, number of feedback were not achieved for ICC(C, 1) ad ICC(A, 1) level of 0.70.
Table 2. Minimum Numbers of Required Feedback as a Function of Class Size

<table>
<thead>
<tr>
<th>Class size</th>
<th>ICC(C, 1)</th>
<th>ICC(A, 1)</th>
<th>Class size</th>
<th>ICC(C, 1)</th>
<th>ICC(A, 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>5</td>
<td>10</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>15</td>
<td>5</td>
<td>7</td>
<td>15</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>20</td>
<td>5</td>
<td>8</td>
<td>20</td>
<td>7</td>
<td>8</td>
</tr>
<tr>
<td>25</td>
<td>5</td>
<td>9</td>
<td>25</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>50</td>
<td>6</td>
<td>9</td>
<td>50</td>
<td>8</td>
<td>11</td>
</tr>
<tr>
<td>100</td>
<td>6</td>
<td>10</td>
<td>100</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td>500</td>
<td>7</td>
<td>10</td>
<td>500</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>1000</td>
<td>7</td>
<td>10</td>
<td>1000</td>
<td>10</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 3 presents descriptive information about missing feedbacks. Differences between mean and median showed that distributions were right-skewed. Percentage of the missing feedback was 30.93 for ICC(C, 1), whereas it was 33.52 for ICC(A, 1). There were some extreme classes with missing feedback with ratios around 90%.

Table 3. Descriptives of Percentage of Missing Feedbacks

<table>
<thead>
<tr>
<th>Reliability Levels</th>
<th>0.70</th>
<th>0.90</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistic</td>
<td>ICC(C, 1)</td>
<td>ICC(A, 1)</td>
</tr>
<tr>
<td>Mean</td>
<td>19.45</td>
<td>24.45</td>
</tr>
<tr>
<td>Median</td>
<td>23.00</td>
<td>26.78</td>
</tr>
<tr>
<td>Mode</td>
<td>25.00</td>
<td>12.00</td>
</tr>
<tr>
<td>SD</td>
<td>20.45</td>
<td>19.37</td>
</tr>
<tr>
<td>Minimum</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Maximum</td>
<td>72.78</td>
<td>62.99</td>
</tr>
</tbody>
</table>

3.3 Construct Validity

TwoStep Cluster analysis was conducted to reveal natural groupings in the data set, with three reliability indices as input variables. Analysis identified 4 clusters. Number of classes in each clusters was 287 (40.9%), 206 (29.4%), 154 (22.0%), and 55 (7.8%). Importance of predictors were estimated 1.0, 0.98, and 0.81 for ICC(C, 1), ICC(A, 1), and Cronbach’s Alpha, respectively. ICCs were observed as better predictors for group membership as compared to Cronbach’s Alpha. Means for reliability coefficients can be seen in Table 4. Figure 2 presents relative distributions of each cluster in input variables.

Table 4. Means of Reliability Indices across Clusters

<table>
<thead>
<tr>
<th>Reliability Index</th>
<th>Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>ICC(C, 1)</td>
<td>0.64</td>
</tr>
<tr>
<td>ICC(A, 1)</td>
<td>0.43</td>
</tr>
<tr>
<td>Cronbach's Alpha</td>
<td>0.89</td>
</tr>
</tbody>
</table>
While ICCs differed, high Cronbach’s Alpha was common across all clusters except Cluster 3. This cluster can be defined as having classes with unacceptable reliability coefficients in none of the reliability indices. ICCs in this cluster covered a large range with lower frequencies. Cluster 2 included classes with high values for all three reliability coefficients. Cluster 4 included classes in which students provided internally consistent responses but not in terms of inter-rater reliability. Cluster 1 had similar internally consistency but inter-rater reliability for consistency was lower than Cluster 2.

Furthermore, three One-way ANOVAs showed significant mean differences in all reliability coefficients across four clusters (F(3, 700) = 540.934, p < .001 for Cronbach’s Alpha; F(3, 700) = 787.332, p < .001 for ICC(C, 1) and F(3, 700) = 756.993, p < .001 for ICC(A, 1)). Means of Cronbach’s Alphas between Clusters 1 and 3, Clusters 2 and 3, Clusters 3 and 4 were found to be significantly different based on Scheffe post-hoc tests. For two ICCS means were significantly different across all clusters (p < .05). Thus it can be concluded that four clusters constituted significant profiles in ICCs, and partially in internal consistency.

Investigation of standardized factors loadings (Table 4) indicated that they are similar across clusters, except in Clusters 4. Cluster 1 (RMSEA=0.079, SRMR=0.011, GFI=0.919, CFI=0.983) had high factor loadings (M=0.94). Means of factor loadings in Cluster 2 was 0.96 (RMSEA=0.079, SRMR=0.029, GFI=0.849, CFI=0.961) Similarly,
Cluster 3 had also acceptable values with a mean of the loadings of 0.95 (RMSEA=0.066, SRMR=0.016, GFI=0.931, CFI=0.988). Items explained 0.40 of the variance at minimum for these three clusters. The loadings of the Cluster 4 showed that items i and v had unacceptable values. In that cluster, these two items were defined as a second factor but the model did not converge. Two items were excluded from the model and the factor loadings were estimated again. The new model had acceptable fit indices (RMSEA=0.071, SRMR=0.021, GFI=0.903, CFI=0.965). Mean of the factors loadings were 0.95. For classes in cluster 4, reliability coefficients were also calculated again. The new model produced significant improvements in terms of all three indices. Means of ICC(C, 1) and ICC(A, 1), and Cronbach's Alpha were 0.63, 0.55, 0.42, respectively. (Older values were 0.21, 0.12, and 0.89, respectively).

Table 4. Standardized Factor Loadings across Clusters

<table>
<thead>
<tr>
<th>Item #</th>
<th>Cluster #</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>i</td>
<td>0.89*</td>
</tr>
<tr>
<td>ii</td>
<td>0.94</td>
</tr>
<tr>
<td>iii</td>
<td>0.90*</td>
</tr>
<tr>
<td>iv</td>
<td>0.93*</td>
</tr>
<tr>
<td>v</td>
<td>0.70*</td>
</tr>
<tr>
<td>viii</td>
<td>0.94*</td>
</tr>
<tr>
<td>ix</td>
<td>0.90*</td>
</tr>
<tr>
<td>x</td>
<td>0.85*</td>
</tr>
</tbody>
</table>

*p < .05

Low reliability of Cluster 3 seemed to be mostly associated with students’ disagreement on instructors. High factor loadings indicated that the 8-item model worked well for classes in this cluster. However, the lack of fit for cluster 4 indicated that reliability coefficients cannot be calculated based on the common model due to the misfit with factorial structure. A further analysis was revealed that rates of missing feedbacks were not differed across clusters.

To sum up, analyses indicated that most of students provided in SET forms internally consistent responses, but ICCs were mostly not at the acceptable level. The situation was even worse when absolute intra-class correlations for absolute agreement were considered. Furthermore, number of feedbacks reported by students was observed not to be enough to calculate inter-rater reliability in some classes. Results also showed that the factor structure may not be applicable for all subgroups, and low reliability can be explained by students’ disagreement on instructors and the lack of validity.

4. Discussion

The present study focused aspects regarding reliability of SET scores. Three hypotheses were tested: (i) using internal consistency measures is misleading in SET context since the variability is mainly due to disagreement between students’ ratings, (ii) number of minimum feedbacks is not achieved in most of the classes, potentially resulting unreliable decisions, and (iii) calculating reliability assuming a common factor structure across all classes is misleading because a common model may not be tenable for all.

4.1 Inter-Rater Reliability

The results of the present study indicated that there are significant differences between distributions of internal consistency (Cronbach’s Alpha) and inter-rater reliability (two ICCs) measures. In terms of internal consistency of scores, SET scores were observed to be highly reliable when assessed by Cronbach’s Alpha. On the other hand, two ICCs indices had considerably lower values especially for ICC for agreement. Analyses revealed that nearly 45% and 24% of the classes had a reliability level 0.70 or above, for ICC for consistency and absolute agreement, respectively. When a more stringent reliability level (0.90) was considered, the situation gets worse. Percentage of classes above 0.90 was only 13% and 7% for two ICCs, respectively. Students responded consistently the SET items, but they did not seem to have a consensus on instructor. There may be several reasons for the disagreement among students. First, a conflict between a group of student and instructor in a class may cause those students to develop negative attitudes towards instructor even if he or she is an effective instructor. Grading policy may also provide an explanation for the lack of agreement among students. It is well known that students may reflect the negative effect of grading policy, expected and/or received grades on SET scores (Goldberg & Callahan, 1991; Krautmann & Sander, 1997;
Rodabaugh & Kravitz 1994). Students with low expectations may prefer to assign lower scores for instructors regardless of instructional performance. Trout (2000) stated that students use SET items also to reward or punish instructors. Maturity of students to make a sound assessment of instructor is another concern stated in the literature. Students taught by same instructors may have different interpretations for instructional practices assessed in SET forms.

4.2 Feedbacks Required for Reliable SET Scores

As to number of feedback for reliable SET scores, it was observed that minimum numbers of student responses were not achieved in most of the classes. For ICC for consistency (absolute agreement) approximately between 20% (25%) and 31% (34%) of the required feedback were missing. Classes that are inadequately sampled in number of students may not produce reliable scores. It should also be noted that required numbers of feedback for only one class taught in one semester. If one wishes to make inference for a course and/or instructors over years, more feedback would be required (Gillmore, Kane, & Naccarato, 1978). The situation in practice may be worse and more feedback might be required as stated in this paper. The formulas in the paper is based on the random sampling and if some of the students who wishes to say about instructor are missing at SET day, a bias may occur due to this students.

4.3 Relationship between Reliability and Validity

Results also indicated that a common factorial model may not be tenable for all classes. Analyses revealed that a group of classes did not fit the common model. After proposing a new model for these classes, reliability measures increased significantly. Thus it can be concluded that even a common factorial model is proposed and used thoroughly in all classes, there may be some groups for which the model is not valid. If this is the case, calculating reliability coefficients for such classes may not be reflecting true reliability. As considered together with the lack of maturity of students, some items may be easier to interpret and include directly observable stems, some are more abstract.

Although validity of SET forms studied extensively (Benton and Cashin 2012; Abrami, 2001; Theall & Franklin 2001; Wilhelm and Comegys, 2004), results from that study provided contradictory results with the results in the literature. Segment of classes defined by cluster analysis showed that construct which was intended to be measured by SET forms may not be tenable for some classes with low reliability indices. On the other hand, another cluster which included classes with low reliabilities was shown to have strong construct validity. Indeed unfitting models were expected since, as Young and Shaw (1999) and Kalender (2014), showed that there is no universal definition of instructional effectiveness acceptable for all. Thus it can be said that when confronted with low reliabilities, checking construct validity should be step which is needed to be checked. If necessary, alternative models and/or modified models with different specifications could be defined (Shevlín et al. 2000).

4.4 Conclusion

The results discussed above may trigger an alert for those who use SET scores, especially for decision-makers in terms of usefulness of SET. Lower inter-rater reliabilities suggested that SET scores should be with caution, or maybe not be used at all for formative and summative purposes. For formative assessment lower levels of inter-rater reliability values may be acceptable. But for summative purposes inter-rater reliabilities were far beyond the acceptable levels as indicated by the results. SET has been used as the principal way for obtaining feedback from students and making decisions in higher education institutions. Some other ways to assess instructors may be used to compensate the lack of inter-rater reliability: in-class observations, peer-assessment, self-assessment, alumni evaluation, etc. The present study does not exclude the practice of using Cronbach’s Alpha or any other internal consistency measures, but its use should be limited to assessment of consistency of respondents. But inter-rater reliability should be also considered when making decisions regarding instructors. Also ways for increasing rate of students who provided feedback should be sought. Analysis showed that although mean of students per class was 39.85, only one-third of students provided feedback (mean=13.01) per class.

As a limitation, independency of observations was not satisfied in most of the classes. After instructor leave the class, students may share their opinions and/or a student may prefer to give lower scores due to a contradiction between instructor and his or her friend. Thus one of the main assumptions may be violated in data collection phase.

The main argument of this paper was supported by the findings. Using correct reliability coefficient with sufficient number of feedbacks under a valid factorial model is of significant importance since SET scores are one of the main components in decision making. The results of that study implied that receiving highly consistent responses for SET forms from students does not necessarily imply that students would agree on instructor as well. Thus it is strongly advised that when internal consistency is observed, consensus among students should not naively be assumed and...
must be checked. If internal consistency reliability is used to make inferences about instructors, results may be misleading since the reliabilities are found to be considerably larger than inter-rater indices.
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