Inflation targeting: An indirect approach to assess the direct impact
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A B S T R A C T

It is quite difficult to assess the benefits of inflation targeting (IT) since its immediate effect will be on inflation expectations, an unobserved variable. Due to lack of comprehensive data on inflation expectations, most studies so far concentrated on the impact of IT either on observable variables like output, unemployment, and inflation or compared post-IT surveys of IT countries with non-IT countries. In our study, we focus on a yet unanswered question, i.e., how the expectations change with the adoption of IT. We suggest that heterogeneous inflation expectations lead to long memory in actual inflation, and IT, if successful, should decrease this persistence by concentrating the public’s expectations toward the announced target. Empirical results confirm our hypothesis with a reduction in inflation memory after the adoption of IT in almost all eight developed countries in our sample.
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1. Introduction

Since its first adoption by the Central Bank of New Zealand, inflation targeting (hereafter IT) has proved to be a popular policy option among central banks. Along with the policy comparisons, a plethora of theoretical and empirical literature1 appeared on the relative performance of IT. Most of the issues revolved around its impact on observable policy variables like inflation (Siklos, 1999; Neumann and von Hagen, 2002; Petursson, 2004) and output (Bernanke et al., 1999; Levin et al., 2004). However, an important measure of success for any monetary authority in reaching their
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ultimate goals depends on the extent to which the expectations of the public are reshaped by the announced or implemented policy (Woodford, 2004). The difficulty in observing the inflation expectations though, led some researchers to utilize consensus surveys for testing the effectiveness of IT (Johnson, 2002, 2003; Levin et al., 2004).

Surveys unfortunately provide very little information on the conditions prior to the adoption of IT. Therefore, the studies using them concentrate more on the comparison of inflation expectations of targeters versus the non-targeters in order to evaluate IT’s effectiveness. However, the true assessment of how adoption of IT changes inflation expectations requires the comparison of expectations before and after the switch to IT. In this study, we offer an indirect methodology that enables one to make that very comparison by deriving inference on inflation expectations from long run dynamics of the inflation process. Two useful byproducts of our analysis are (1) offering an alternative explanation as to why long memory exists in inflation, and (2) providing an alternative theoretical explanation to the empirical evidence of the decline in inflation persistence for inflation targeting countries (Siklos, 1999; Kuttner and Posen, 2001; Petursson, 2004; Levin et al., 2004).

The basis of our theory is to indirectly examine the distribution of inflation expectations through an analysis of the time series properties of inflation. As an initial step, we show how the heterogeneity in inflation expectations (in a discretionary policy environment) leads to increased persistence in actual inflation. If an IT monetary policy succeeds in decreasing this heterogeneity, inflation persistence will decline as well. Therefore, testing for and observing the reduction in persistence after the switch to IT will constitute the indirect evidence of IT’s effectiveness in focusing the expectations toward the announced target. Our theoretical and empirical findings will also offer a new explanation as to why there exists a long memory process2 (fractional integration) in inflation. Observing the reduction of inflation inertia after the switch to IT, we deduce that the aggregation of heterogeneous inflation expectations is the real culprit behind the long memory in inflation. In addition, our theory offers a possible theoretical justification to the empirical evidence of persistence declines in inflation after IT.

For any monetary policy to be effective, it is important that the public understands the central bank’s actions and forms their expectations in accordance with these actions. The inflation targeting rule facilitates the public’s understanding of the monetary policy and thus has an effect on the expectations of the public. According to Woodford (2004) and Faust and Henderson (2004), such a commitment to an announced target helps the public to form anchored expectations for the policy outcome. Siklos (1999), Corbo et al. (2001), and Petursson (2004) examine these effects of inflation targeting using multiple countries to find that the level and fluctuations of inflation along with its persistence have all decreased after the adoption of IT. While these authors concentrate on the “observable” effects of IT, others aimed to test its effectiveness on expectations directly. Johnson (2002, 2003) and Levin et al. (2004) utilize Consensus Economic Forecasts to measure the effectiveness of IT on inflation and output. While Johnson finds IT effectiveness on the mean, variability, and forecast errors of inflation, Levin et al. shows that it holds for the sacrifice ratio as well. Our study forms a bridge between these two branches in the literature by deriving conclusions on unobservable changes such as the distribution of inflation expectations via the analysis of observable inflation persistence. In this regard, we make up for the lack of such an analysis in the literature and explain how expectations change with the adoption of IT.

As a byproduct, our analysis contributes to the literature on long memory processes. Despite substantial evidence of its relevance in many macroeconomic series,3 there have not been many papers establishing the economic origins of long memory processes in macroeconomic variables. Until

2 Long memory refers to when persistence of shocks is caused by either a unit or a fractional root. Unit root or I(1) models have non-decreasing autocorrelation functions while fractionally integrated and stationary ARMA or I(0) processes have hyperbolical and geometric declines, respectively. In other words, fractionally integrated models constitute a middle ground between the I(1) and I(0) worlds.

recently, the most common explanation for fractionally integrated processes in economics has been Granger’s (1980) cross-sectional aggregation of a large number of heterogeneous dynamic processes. Aggregation over individuals or firms has been advanced as the source of long memory in many empirical studies on aggregate economic series. Specifically regarding inflation, there have been only a few suggestions as to the source of long memory, namely aggregation in price indexes (Hassler and Wolters, 1995), aggregation of heterogeneous firm production (Abadir and Talmain, 2002), and persistence in money supply shocks (Scacciavillani, 1994). We propose instead the aggregation of heterogeneous inflation expectations as the reason behind inflation persistence. IT and its main goal of anchoring expectations (and therefore reducing their heterogeneity), provide us with a perfect lab experiment for the testing of our proposition.

Next section sets up the relation between the theoretical and the econometric framework. Section 3 describes the estimation technique and the results while the last section concludes.

2. Setup

In the subsections below, we formulate some conditions for inflation expectations heterogeneity to produce long memory process in inflation. One should keep in mind that the main purpose of the study is to propose a practical link between inflation persistence, inflation targeting and heterogeneous expectations. In this respect, we provide an economic theory to derive conclusions about the time series properties of inflation. It is quite possible that variations of the model below can be conceived to reach the same end goal.

2.1. Expectations

Earlier theoretical (Crettez and Michel, 1992; Naish, 1993) and empirical (Figlewski and Wachtel, 1981; Zarnowitz, 1985; Evans and Wachtel, 1993; Evans et al., 2001; Evans and Honkapohja, 2001) studies have shown that when information acquisition is costly, the use of adaptive expectations or adaptive learning models can be more fitting with the empirical observations. The convergence of these models to rational expectations equilibrium (E-stability) only helped increase their appeal and use.

Utilizing a heterogeneous version of the models in Walsh (1999), Demir and Yigit (2008), and Demertzis and Viegi (2007) with time varying gain representation (to allow for a regime switch with the adoption of IT), the inflation expectation, \( \pi_{it}^e \), for agent \( i \) and period \( t+1 \) is

\[
\pi_{it+1}^e = \pi_{it}^e + \theta_{it}(\cdot)\left(\pi_{it}^a - \pi_{it}^e\right) + \varepsilon_{it}
\]

where \( i = 1, \ldots, N \), where \( \pi_{it}^e \) is either the consensus forecast, \( \pi_{it}^a \), or the announced inflation target, \( \pi_{it}^a \), (or a weighted mixture of both as in Demertzis and Viegi, 2007) and \( \theta_{it}(\cdot) \) is a credibility function within the interval [0,1] with the argument \( (\pi_{t-1} - \pi_{t-1})^\alpha \). The aggregate inflation expectation is assumed to be the mean of the individual forecasts (i.e., \( \bar{\pi}_t = \frac{1}{N} \sum \pi_{it}^e \)), hence they are known to the individuals after they form their expectation and can be used to update their expectation in the next period. According to this setup, as the central monetary authority fails to meet the consensus expectations or hit its announced target, the public does not update its own forecast using that outside information. Naturally, the opposite happens and \( \theta_{it} \) increases with more successful performance of the monetary authority. We also assume a New Keynesian Phillips curve formulation for inflation.

---

4 Recently Parke (1999) showed that a sequence of shocks with stochastic magnitude and duration can lead to long memory while Liu (2000) and Diebold and Inoue (2001) demonstrated that regime-switching processes can produce series that are observationally equivalent to fractional integration.


6 These authors have found that forecast errors are not only serially correlated, but are also correlated with past information.

7 One could think of the example \( \theta_{it}(\cdot) = 1 - 1/\exp(\pi_{it-1} - \pi_{t-1})^2 \).

8 Our \( \theta_{it} \) also resembles Cukierman’s (1992) definition of marginal credibility.

9 Although we do not provide micro foundations for this formulation for brevity, the literature is rich with such examples.
\[ \pi_t = \gamma g_t + \delta \pi^e_t + \eta_t \]  
(2)

where \( \pi^e_t \) is the aggregate expectation of inflation level \( \pi_t \) (formed at time \( t - 1 \)), \( g_t \) represents output gap, and \( \eta_t \) is a white noise supply shock. It can be shown that the reduced form for the individual inflation expectation follows an ARMAX(1,0)

\[ \pi^e_{t+1} = \left( 1 - \theta_{it}(\cdot) - \frac{\theta_{it}(\cdot)}{N} \right) \pi^e_t + \theta_{it}(\cdot) \pi^i_t + \varepsilon_{it} \]  
(3)

where \( \pi^i_t \) represents the inflation expectation (if no IT) with the \( i \)th individual subtracted out. In this setup, the individual expectations are formed by a learning process where the individual puts more weight on the consensus inflation or the IT announcement as these values are closer to the realized inflation rate. With a more successful inflation management by the central bank (a decline in the mean and variance of \( \pi_{t-1} - \pi^*_{t-1} \)), the mean and the variance of the autoregressive parameter of individual expectations decline and the emphasis shifts toward \( \pi^i_t \).

2.2. Long memory

Long memory models are generally used for series in which the order of integration is a fraction and the differencing operator, \( d \), in the lag polynomial, \( (1 - L)^d \), is used to transform them into stationary series. After being introduced into the economics literature by Granger (1980), a large number of studies found evidence of its existence in many macroeconomic series. Granger showed that cross-sectional aggregation of a large number of heterogeneous dynamic processes could display time series properties that are neither unit root nor ARMA stationary. In these models the autocorrelation functions display hyperbolic decay as opposed to the geometric decline of the stationary ARMA series or the non-decreasing ACF of the unit root models. In his model, Granger emphasizes that there are two necessary conditions for cross-sectional aggregation of AR(1) parameters to produce long memory in the sum: (1) heterogeneity, and (2) some series having a unit root. These necessary conditions form the second motivation behind our paper, namely, analyzing the role of the autoregressive parameter of individual expectations decline and the emphasis shifts toward \( \pi^i_t \).

We utilize two different distributions for the cross-sectional aggregation of AR(1) coefficients, the beta distribution used by Granger (1980) and a more general semi-parametric distribution by Zaffaroni (2004). Granger considers the cross-sectional aggregation of a large number of heterogeneous AR(1) processes

\[ x_{it} = \alpha_i x_{i(t-1)} + \varepsilon_{it} \]  
(4)

where \( i = 1, \ldots, N, \varepsilon_{it} \) is white noise, \( E(\varepsilon_{it}, \varepsilon_{jt}) = 0 \), and \( E(\alpha_i, \varepsilon_{it}) = 0 \) for all \( i, j, t \). When (square root of) \( \alpha_i \) has the beta distribution

\[ f(\alpha) = \frac{2}{B(p, q)} \alpha^{2p-1}(1 - \alpha^2)^{q-1} \text{ for } 0 \leq \alpha \leq 1 \]  
(5)

where \( B(p, q) \) is the beta function and \( N \) gets large, the aggregate series \( x_t = \sum_{i=1}^{N} x_{it} \) will exhibit long memory and have a fractional order of integration, \( d = 1 - q/2 \). Granger shows that decreasing the range of \( \alpha \) from above (i.e., when \( \alpha \) is not allowed to be close to unity) results in the disappearance of long memory; the conclusions do not change when \( \alpha \) is restricted from below. This condition demonstrates that for fractional integration, \( x_t \sim I(d) \), heterogeneity alone is not sufficient, but the coefficients \( \alpha_i \) should also be allowed to approach to one, i.e., the mean should be high.

---

10 A reduction in the variance of the argument will reduce the variance of the function \((1 - \theta_{it}(\cdot))\) since \( \text{var}(\theta_{it}(\cdot)) = \theta_{it}(\cdot)^2 \text{var}(\pi_{t-1} - \pi^*_{t-1}) \).

11 Granger chooses the beta distribution due to its mathematical convenience and adds that the choice of the distribution does not affect the results. Beta distribution is also flexible in terms of mimicking the normal and uniform distributions for particular values of \( p \) and \( q \).
Our analysis extends Granger’s by illustrating the analytical relation of the degree of fractional differencing to the first two moments of the coefficient $\alpha_i$, namely its mean ($\mu_\alpha$) and variance ($\sigma_\alpha^2$). Mean and variance of the beta distribution are

$$\mu_\alpha = \frac{p}{p+q},$$

$$\sigma_\alpha^2 = \frac{p q}{(1+p+q)(p+q)^2}.$$  \hspace{1cm} (6)

Combining them with the previously mentioned fractional order of integration, $d = 1 - q/2$, helps us to illustrate the relation between the order of integration and these moments. Substituting out $p$ and $q$ gives us

$$d = \frac{3\sigma_\alpha^2 - \mu_\alpha \sigma_\alpha^2 - (1 - \mu_\alpha)^2 \mu_\alpha}{2\sigma_\alpha^2}.$$  \hspace{1cm} (7)

The relations $\partial d/\partial \sigma_\alpha^2 > 0$ and $\partial d/\partial \mu_\alpha > 0$ indicate that the degree of persistence crucially depends on the tail probability of the distribution of $\alpha$ close to one. A decrease in the variation or mean of $\alpha$ unambiguously lowers the degree of fractional differencing, and in extreme cases may eliminate it completely. A similar derivation for Zaffaroni (2004) is pushed in the Appendix I for brevity.

Drawing a parallel between the two literatures, we assume that the $x_{it}$ and $a_i$ of Eq. (4) correspond to the individual inflation expectations, $\pi_{t+1}^{ie}$, and the weights, $(1 - \theta_{it}(\cdot)) - (\theta_{it}(\cdot)/N)$, in Eq. (3). Granger (1980) and Zaffaroni (2004) show that the aggregation of a pure AR(1) model results in stationarity bias because of its convenient property of having recurrent non-central moments. Higher non-central moments contain the same information as the variance, so finding the relation of the degree of fractional differencing to higher moments would not alter our conclusions.

$$\pi_{t+1}^e = \frac{1}{N} \sum_{N} \pi_{t+1}^{ie} \sim I(d^*) = I(\max(1 - d, 1 - d + d_{it}^*)) \sim \pi_{t+1} \sim I(d^*).$$  \hspace{1cm} (9)

Such a derivation offers one possible reason for the evidence of long memory in the inflation process. Other potential reasons suggested to date are persistence in money supply (Scacciavillani, 1994), aggregation of heterogeneous firm production (Abadir and Talmain, 2002), and the aggregation of individual prices into a price index (Hassler and Wolters, 1995). We distinguish our model from the others by using the adoption of inflation targeting as an experiment since it is more likely to have an impact on inflation expectation heterogeneity than the other sources of long memory listed above.

It is widely accepted that an activist central bank can create an inflationary bias because of its opportunism in surprising the public to stimulate production. As a result, persistent inflation will become ingrained in the system via the public’s expectations as in Eq. (2). The adoption of inflation targeting is aimed at moderating inflation expectations by not only providing discipline in the setting of monetary policy, but also by improving the communication of policy goals and actions. A switch to inflation targeting will have three effects on the persistence parameter of inflation $d^*$, namely (i) eliminating $d_{it}^*$ (replacing $\pi_{it}^e$ with $\pi_{it}^q$), (ii) decreasing the level and hence the mean of $(1 - \theta_{it}(\cdot))$ with successful targeting, and (iii) reducing the heterogeneity of $(1 - \theta_{it}(\cdot))$ by earning credibility via

12 It is sufficient to concentrate on just the mean and variance of $\alpha$ since the beta distribution has the convenient property of having recurrent non-central moments. Higher non-central moments contain the same information as the variance, so finding the relation of the degree of fractional differencing to higher moments would not alter our conclusions.

13 Note that the mean is between 0 and 1.

14 Such a spillover requires an active monetary policy (which is the assumption of this article) to distinguish the serial correlation in the output gap from that of the inflation.
reducing the variance in \( \pi_t - \pi_{t-1} \). Therefore, evidence of long memory processes present before the regime switch should disappear or be significantly reduced afterwards. In other words, in a successful IT regime, where the monetary authority will not deviate too much from its announced targets, the autoregressive parameter, \( (1 - \theta_T) \), will decline and lose its heterogeneity, leading to the disappearance of long memory process. Empirical evidence of the decline in persistence would support our theory more than the other possible explanations of long memory in inflation since the adoption of inflation targeting should not have as sharp an impact on them.

3. Estimation

One of the main criteria of success of IT is the level of control it exerts on the public’s inflation expectations. That is why the inflation targeting central banks communicate their targets clearly to the public. In return, they need to closely follow how the public responds to the target announcements in order to evaluate their effectiveness. Hence, it is quite common to observe detailed surveys of inflation expectations around the time of the switch to IT. The motivation of our study is the inadequacy of these measures of expectations prior to the adoption of IT and the resultant difficulty of measuring IT’s true effect on expectations.

Table 1 displays survey information from Consensus Forecasts provided by Consensus Economics. Consensus Forecasts data consists of outlooks for over a 2-year forecast horizon by leading economists whose individual views are shown together with the average, or consensus, forecast. In other words, each month, every forecaster reports an expected rate of inflation for the end of current year and the next year. Among the countries in the dataset, only three, Australia, Canada and UK, have data both before and after the switch to IT. Examining the cross-section of inflation forecasts for these countries, one can notice the short sample length before the new regime. UK leads the pack by three years of data before IT while Canada has only one. For comparison, we also include three non-targeting countries to control for the declining inflation rates across the globe. We pick the beginning of 1993 as the break....

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Descriptive statistics from consensus forecasts.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-targeting</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>Australia</td>
<td>3.57</td>
</tr>
<tr>
<td>Canada</td>
<td>4.84</td>
</tr>
<tr>
<td>UK</td>
<td>4.88</td>
</tr>
<tr>
<td>US</td>
<td>4.20</td>
</tr>
<tr>
<td>Germany</td>
<td>3.38</td>
</tr>
<tr>
<td>France</td>
<td>3.18</td>
</tr>
</tbody>
</table>

Notes: The switch date for France and Germany is artificially taken as 1993Q1 and for US it is taken as 1994Q1 to control for the overall decline of world inflation. Mean is the overall average of all inflation surveys before and after the regime adoption. The variance is defined as the average of cross sectional variation in the surveys. * Indicates difference in mean and variance terms at 95% significance level.

Table 2 | Descriptive statistics of monthly inflation before and after adoption of inflation targeting |
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pre-targeting</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
</tr>
<tr>
<td>Australia</td>
<td>0.52</td>
</tr>
<tr>
<td>Canada</td>
<td>0.44</td>
</tr>
<tr>
<td>Finland</td>
<td>0.57</td>
</tr>
<tr>
<td>Israel</td>
<td>2.83</td>
</tr>
<tr>
<td>New Zealand</td>
<td>2.10</td>
</tr>
<tr>
<td>Spain</td>
<td>0.74</td>
</tr>
<tr>
<td>Sweden</td>
<td>0.55</td>
</tr>
<tr>
<td>UK</td>
<td>0.60</td>
</tr>
</tbody>
</table>
Table 3
Estimates for long memory parameter (fractional root) in monthly inflation using ARFIMA(p, d, q) specification before and after regime switch to inflation targeting.

<table>
<thead>
<tr>
<th>Country</th>
<th>Pre-targeting</th>
<th>Post-targeting</th>
<th>Switch date</th>
<th>Pre-targeting</th>
<th>Post-targeting</th>
<th>Switch date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>0.275** (0.06)</td>
<td>0.109* (0.06)</td>
<td>1993Q2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>-0.007 (0.04)</td>
<td>-0.118 (0.08)</td>
<td>1991Q2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>0.174** (0.06)</td>
<td>-0.087 (0.16)</td>
<td>1993Q2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel</td>
<td>0.379** (0.1)</td>
<td>-0.246 (0.22)</td>
<td>1991Q1</td>
<td>0.374** (0.09)</td>
<td>0.069 (0.09)</td>
<td>1997Q1</td>
</tr>
<tr>
<td>New Zealand</td>
<td>0.307** (0.07)</td>
<td>0.132** (0.06)</td>
<td>1990Q1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td>0.184* (0.11)</td>
<td>-0.185 (0.09)</td>
<td>1994Q4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>0.313** (0.14)</td>
<td>0.147** (0.06)</td>
<td>1993Q1</td>
<td>0.446** (0.18)</td>
<td>0.178 (0.14)</td>
<td>1995Q1</td>
</tr>
<tr>
<td>UK</td>
<td>0.158** (0.07)</td>
<td>0.167 (0.11)</td>
<td>1992Q4</td>
<td>0.196** (0.04)</td>
<td>0.252** (0.1)</td>
<td>1997Q1</td>
</tr>
</tbody>
</table>

Notes: standard errors are reported in the parentheses. **(*) Indicates 95(90)% significance. Modified profile likelihood estimation on monthly inflation is used in the estimation. Seasonal factors are included in the ARFIMA(p, d, q) estimation to control for seasonality. Optimal short run dynamics parameters (p,q) are chosen using the BIC, but are not reported to conserve space. Estimations are done on demeaned data per the results of Choi and Zivot (2007). The number of estimated breaks, the break dates and the specific orders of (p,q) are available from the author upon request.

point for the non-targeting countries (1994 for the US)\textsuperscript{15} since most of the inflation targeting countries in our sample adopted the IT regime around that date. We should warn the reader at this point that we will use the non-targeting countries only in the descriptive parts of our research since any imposed break date and the choice of non-targeting countries will be open to rightful criticism. Inspection of the results reveals that (i) the pre-targeting period data is quite short and insufficient to make any solid statements, and (ii) likely due to the first point, the survey evidence fails to provide a clear picture about how the inflation expectations are affected with the adoption of the IT regime. All of the countries, inflation targeting or not, experience statistically significant declines in their mean inflation expectations. However, the heterogeneity, measured by the cross-sectional variation of expectations among forecasters, changes significantly only in a small part of the countries, not forming a certain pattern one way or the other. Hence, survey comparisons of the pre- and post-targeting periods indicate that IT does not produce its desired impact on inflation expectations since targeting country surveys show similar patterns with those of the non-targeting countries.

The lack of clear evidence in survey data motivates our use of an indirect methodology to examine the actual inflation data in order to assess the direct impact of inflation targeting on expectations. The monthly CPI inflation data that ranges from 1961 until present is obtained from Global Financial Database.\textsuperscript{16} Table 2 displays the descriptive statistics information for the inflation level in eight IT countries. We choose these countries for the sake of consistency with the earlier literature (Bernanke et al., 1999; Ball and Sheridan, 2005; Lin and Ye, 2007).\textsuperscript{17} The monthly results resemble the picture in survey statistics. Accordingly, we resort to our indirect route, which comprises of examining the persistence level (fractional root) in the inflation process to deduce information on the changes in the expectation level and heterogeneity.

We estimate the fractional differencing parameters in the inflation process for pre- and post-IT periods in our sample countries to observe whether the decreases in the mean and heterogeneity of inflation expectations induce a decline in the fractional root \(d\), as suggested by our theory. Aside from numerous empirical studies that find evidence of long memory process in the inflation series of many countries, an additional advantage of the estimation of an ARFIMA(p,d,q) specification is to be able to represent the long run dynamics of the inflation series by a single parameter, \(d\).

As mentioned earlier, Liu (2000) and Diebold and Inoue (2001) showed that regime switches can lead to long memory processes. Motivated from this idea, recently Choi and Zivot (CZ, 2007) have

\textsuperscript{15} Beginning in 1994, the FOMC began announcing changes in its policy stance, and in 1995 it began to explicitly state its target level for the federal funds rate.

\textsuperscript{16} One can visit http://www.globalfinancialdata.com to obtain more information of the exact sources of each price series. Australia and New Zealand report their price series quarterly; therefore, the missing months are filled with the last available price level since expectations are formed by using them.

\textsuperscript{17} Regressions have been run on other countries such as Brazil and Chile (not provided in the text but available from authors upon request), giving similar results as in other countries.
shown that structural breaks in the data can spuriously inflate the fractional root estimates. They proposed a three step method, first identifying the endogenous structural mean breaks, then demeaning the data using the differing mean estimates, and finally estimating the long memory parameter using the demeaned data. They rely on the endogenous break test of Bai and Perron (1998) for the estimation of the means. The general form of the BP (1998) methodology considers the following multiple structural break model, with \( m \) breaks (\( m + 1 \) regimes)

\[
y_t = x_t^T \gamma_j + u_t
\]

for \( t = T_{j-1} + 1, \ldots, T_j \) and \( j = 1, \ldots, m + 1 \). \( y_t \) is the observed dependent variable at time \( t \); \( x_t \) (\( q \times 1 \)) is the vector of covariates (a vector of ones in our case), and \( \gamma_j \) is the corresponding vector of coefficients, and \( u_t \) is the disturbance term at time \( t \). The break points (\( T \)) are treated as unknown, and are estimated together with the unknown coefficients when \( T \) observations are available. Since our estimations cover a sample of almost 50 years, we demean our data using the CZ methodology to prevent any exposure to spurious long memory estimates.

The estimations are carried out using Exact Maximum Likelihood (EML). The EML estimates both the short run ARMA parameters and the fractional root \( d \) using the concentrated log-likelihood function

\[
l_c(d, \phi, \theta) = \frac{T}{2} \log(2\pi) - \frac{T}{2} \log|R| - \frac{T}{2} (T^{-1} z'R^{-1} z)
\]

where the ARFIMA(\( p, d, q \)) is represented as \( \Phi(L)(1 - L)^d y_t = \Theta(L) \epsilon_t \) with \( y \sim N(\mu, \Sigma) \), \( z = y - \mu \) and \( R = \Sigma / \sigma_z^2 \). Estimations are carried out using ARFIMA package in OX (Ooms and Doornik, 1998). Since specifics of the method are beyond the scope of this paper we refer the reader to an excellent survey by Baillie (1996) and Ooms and Doornik (1999) for further details.

The estimation results for only \( \hat{d} \) are displayed in Table 3 while the values or orders of the ARMA parameters are not reported to conserve space. The seasonal effects are controlled by the addition of dummy regressors. The values in parentheses below the estimates represent their corresponding standard errors. The last three columns show alternative IT adoption dates suggested by Ball and Sheridan (2005) for Australia and Sweden and Schaechter et al. (2000) for Israel. Examination of the results shows that the fractional root declines in almost all countries with the adoption of inflation targeting.

---

18 The orders of ARMA are determined using the Schwarz information criterion.

19 Specific short run dynamics of each series and the information criteria are available from the author upon request.

20 We should note that we are not running a formal test for the parameter difference in the cases of Australia and Sweden and judging the other differences from statistical significance.

---

**Table 4**

Estimates for long memory parameter (fractional root) in monthly inflation using ARFIMA-GARCH(\( p, d, q, 1,1 \)) specification before and after regime switch to inflation targeting

<table>
<thead>
<tr>
<th>Country</th>
<th>Pre-targeting</th>
<th>Post-targeting</th>
<th>Switch date</th>
<th>Pre-targeting</th>
<th>Post-targeting</th>
<th>Switch date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Australia</td>
<td>0.237 (0.14)</td>
<td>0.085 (0.45)</td>
<td>1993Q2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>0.103 (0.06)</td>
<td>-0.136 (0.1)</td>
<td>1991Q2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Finland</td>
<td>0.451** (0.11)</td>
<td>0.278** (0.09)</td>
<td>1993Q2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Israel</td>
<td>0.202** (0.09)</td>
<td>-0.547** (0.18)</td>
<td>1991Q1</td>
<td>0.227** (0.08)</td>
<td>-0.475** (0.21)</td>
<td>1997Q1</td>
</tr>
<tr>
<td>New Zealand</td>
<td>0.455** (0.02)</td>
<td>0.174 (0.11)</td>
<td>1990Q1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td>0.162** (0.06)</td>
<td>0.087 (0.1)</td>
<td>1994Q4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>0.113** (0.05)</td>
<td>0.515 (0.53)</td>
<td>1993Q1</td>
<td>0.139** (0.06)</td>
<td>0.496 (0.34)</td>
<td>1995Q1</td>
</tr>
<tr>
<td>UK</td>
<td>0.275** (0.06)</td>
<td>0.234 (0.14)</td>
<td>1992Q4</td>
<td>0.247** (0.06)</td>
<td>0.275 (0.17)</td>
<td>1997Q1</td>
</tr>
</tbody>
</table>

Notes: standard errors are reported in the parentheses. **(*) indicates 95(90)% significance. Maximum likelihood estimation on monthly inflation is used in the estimation. Seasonality is removed from the data using TRAMO/SEATS prior to the estimation. \( (k,l) \) are taken as (1,1) in the estimations. Optimal short run dynamics parameters \( (p, q) \) are chosen using the BIC, but are not reported to conserve space. Estimations are done on demeaned data per the results of Choi and Zivot (2007). The number of estimated breaks, the break dates and the specific orders of \( (p, q) \) are available from the author upon request.
Canada shows a negative fractional root estimate, probably due to spuriously de-meaning of the data prior to the estimations. We also run auxiliary Monte Carlo simulations (displayed in Appendix II) to confirm that the sample size differences between the pre- and post-IT are not the reason for the disappearance of long memory process. In addition to this simulation, we check the robustness of our results to 1-year movements of the regime change in both directions since it could be argued that the break dates could be misleading due to an initial transition (credibility) period. We find that these movements in the break date do not affect our fractional root estimates at all. All of these findings are quite in line with the theory, showing that the long memory process that existed prior to the adoption of inflation targeting is reduced for almost all sample countries. The results corroborate that once the heterogeneity and the level in individual inflation expectations is reduced, the persistence of the aggregate series will decrease.

Robustness checks are done by running ARFIMA-GARCH(\(p, d, q\)) models on the monthly data. The findings, displayed in Table 4, are similar with wider standard error bands and more unstable post-regime switch estimates. Both are likely due to the shorter sample period during inflation targeting. We also run similar regressions on annualized inflation data, displayed in Table 5. These findings are also similar but display more sign of spurious breaks during the CZ method. Such a result could possibly mean that the Bai and Perron (1998) methodology performs worse with a larger degree of moving average processes in the data.

Next, we aim to verify that the changes in inflation persistence are indeed caused by the changes in the distribution of expectations. For this purpose, we examine the persistence level in inflation expectations to see if they mimic that of the persistence in actual inflation process. Our theory shows that the persistence in actual inflation is the result of the persistence in inflation expectations, and hence, not finding similar dynamics in the expectations would weaken our hypothesis and favor other causes of persistence changes in inflation. We proxy for inflation expectations using the difference between the nominal and the inflation indexed bond rates from UK and Australia. The fractional root estimates in Table 6 (again on the demeaned data using the CZ method) show weak support for our theory. Although the point estimates are very similar to the values in Table 3 and seem to fall with the adoption of IT, the high standard errors (likely due to shorter time periods and high moving average nature of the annual interest rate data) support only marginal levels of significance. Despite this weaker evidence with shorter data, our study still offers an alternative

---

21 Granger and Hyung (1999) show that for simulated nonstationary data after allowing for structural breaks the estimated parameter \(d\) only provides evidence of possible spurious break points when it is less than zero.

22 Since the fractional root represents the long run cycles in inflation, one would not expect the results to change in small break date adjustments.

23 The series start in 1985 for both countries. We cannot use the same proxy for Canada since their inflation indexed bonds start in 1991, just around the time of their IT adoption.
explanation, heterogeneous inflation expectations, for the evidence of long memory process in inflation series.

4. Conclusion

The success of inflation targeting is very much dependent on how it reduces the heterogeneity in the public's inflation expectations and concentrates them around the target announcement. Due to insufficient data, the evaluation of this success has been empirically carried out using observable variables like output and various derivatives of inflation. Our study remedies this deficiency by showing a link between the distribution of inflation expectations and inflation persistence. The relation implies that as inflation expectations are moderated (declines in mean and heterogeneity), the (long memory) persistence of actual inflation process should diminish. In empirical tests utilizing eight countries, we show that the inflation persistence levels drop with the adoption of IT.

We realize that the decline in expectations heterogeneity is a sufficient but not a necessary condition for the decline in persistence. However, unavailability of expectations data prohibits any irrefutable analysis of IT's effectiveness on inflation expectations. Therefore, in the search for additional support of our theory, we use a proxy for inflation expectations (only for two countries, again due to insufficient data) to see if the dynamics of inflation expectations resemble that of inflation itself. This estimation shows that the time series properties of expectation proxy resemble the one in actual inflation, supporting IT's effectiveness in reducing the inertia in inflation expectations via their level and heterogeneity.

One can also argue that "the great moderation" and "moderate shocks" led to lower inflation and inflation persistence levels. One should note at this point that our study does not claim that IT is the primary reason for the decline in the persistence of inflation, but the theoretical model shows that increasing credibility of the central banks will also lead to this outcome. Using just inflation targeting countries in the analysis aims to evaluate whether IT, as intended, helped these central banks achieve credibility. For non-targeting countries, the model could offer a more solid explanation to the reduction in persistence than "moderate shocks".

As a byproduct of our study, we are also able to provide (and test) an alternative explanation as to why long memory exists in inflation. The current justifications are persistence in money supply, aggregation of heterogeneous firm production, and the aggregation of individual prices into a price index. The decline in the memory length of inflation that closely follows the adoption of IT provides support to our theory on the impact of IT on expectations heterogeneity than the other explanations of long memory in inflation.
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<table>
<thead>
<tr>
<th>MLE</th>
<th>Pre-targeting</th>
<th>Post-targeting</th>
<th>Switch date</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient (std.)</td>
<td>Coefficient (std.)</td>
<td></td>
</tr>
<tr>
<td>Australia</td>
<td>0.25* (0.15)</td>
<td>0.06 (0.17)</td>
<td>1993Q2</td>
</tr>
<tr>
<td>UK</td>
<td>0.29 (0.20)</td>
<td>-0.06 (0.07)</td>
<td>1992Q4</td>
</tr>
</tbody>
</table>

Notes: * represents 90% significance level. The proxy of inflation expectation used in the regression is the nominal bond rate minus the real rate of inflation indexed bonds. The sample is from 1985M1 for UK and 1985M7 for Australia.
Appendix I. Derivation of the analytical relation between the mean and variance of \( \alpha_i \) and the fractional root for Zaffaroni’s (2004) semi-parametric distribution

Zaffaroni (2004) uses a more general semi-parametric distribution to illustrate how cross-sectional aggregation can lead to long memory in the aggregate series. In a model similar to Granger’s

\[
X_{it} = \alpha_i X_{i,t-1} + U_t + \varepsilon_{it} \tag{A1}
\]

He divides the disturbance term into common \((U_t)\) and idiosyncratic \((\varepsilon_{it})\) shocks. Using a family of continuous distributions \( \beta(\alpha, b) \sim C_b(1 - \alpha)^b \) (A2)

where \( \alpha \in [0, 1) \), \( b \in (-1, \infty) \), and \( C_b \) is an appropriate positive constant, he displays that aggregation will lead to long memory models depending on the density of the distribution of \( \alpha_i \) around unity. As \( b \) approaches \(-1\), this density will become greater, resulting in stronger persistence. At negative values of \( b \), the aggregation of the idiosyncratic or the common components will produce the degrees of differencing, \( d = (1 - b)/2 \) or \( d = -b \), respectively.

Deriving the mean of \( \alpha \) for the distribution suggested by Zaffaroni (2004), we find that

\[
\mu_\alpha = \frac{C}{(b + 1)(b + 2)} \tag{A3}
\]

for \( b \neq -1 \). Since \( b \) is inversely related to \( d \), persistence increases with higher means. As the non-central moments of their distribution are recurrent \( \mu_n = \frac{nC}{(1 + b)(1 + n + b)}\mu_{n-1} \), the variance is \( \sigma^2_\alpha = \mu C/(b + 2)(b + 3) \), and \( d \) is also positively related to variance of \( \alpha \). Like Granger, not allowing \( \alpha_i \) to vary or approach to 1 (by pushing \( b \) away from \(-1 \) toward positive values) will lead to an exponentially decaying autocovariance function, which is a property of short memory models.

Appendix II. Monte Carlo simulations checking fractional root estimates with varying pre and post-regime sample size lengths

Table A1

<table>
<thead>
<tr>
<th>( d )</th>
<th>Mean (full sample)</th>
<th>Std. Dev. (full sample)</th>
<th>Mean (pre-target)</th>
<th>Std. Dev. (pre-target)</th>
<th>Mean (post-target)</th>
<th>Std. Dev. (post-target)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-0.01</td>
<td>0.04</td>
<td>-0.01</td>
<td>0.04</td>
<td>-0.02</td>
<td>0.10</td>
</tr>
<tr>
<td>0.1</td>
<td>0.09</td>
<td>0.04</td>
<td>0.09</td>
<td>0.04</td>
<td>0.09</td>
<td>0.10</td>
</tr>
<tr>
<td>0.2</td>
<td>0.19</td>
<td>0.04</td>
<td>0.19</td>
<td>0.04</td>
<td>0.19</td>
<td>0.11</td>
</tr>
<tr>
<td>0.3</td>
<td>0.29</td>
<td>0.04</td>
<td>0.29</td>
<td>0.04</td>
<td>0.30</td>
<td>0.10</td>
</tr>
<tr>
<td>0.4</td>
<td>0.40</td>
<td>0.04</td>
<td>0.39</td>
<td>0.04</td>
<td>0.41</td>
<td>0.11</td>
</tr>
<tr>
<td>0.5</td>
<td>0.50</td>
<td>0.04</td>
<td>0.50</td>
<td>0.04</td>
<td>0.53</td>
<td>0.10</td>
</tr>
<tr>
<td>0.6</td>
<td>0.60</td>
<td>0.04</td>
<td>0.60</td>
<td>0.04</td>
<td>0.64</td>
<td>0.11</td>
</tr>
<tr>
<td>0.7</td>
<td>0.71</td>
<td>0.04</td>
<td>0.70</td>
<td>0.04</td>
<td>0.76</td>
<td>0.11</td>
</tr>
<tr>
<td>0.8</td>
<td>0.81</td>
<td>0.04</td>
<td>0.81</td>
<td>0.04</td>
<td>0.88</td>
<td>0.11</td>
</tr>
<tr>
<td>0.9</td>
<td>0.91</td>
<td>0.04</td>
<td>0.91</td>
<td>0.04</td>
<td>0.97</td>
<td>0.09</td>
</tr>
<tr>
<td>1.0</td>
<td>1.00</td>
<td>0.03</td>
<td>0.99</td>
<td>0.03</td>
<td>1.03</td>
<td>0.07</td>
</tr>
</tbody>
</table>

Notes: sample of 550 is split into 400 for the 1st part and 150 for the 2nd. Results are from 3000 iterations. ARFIMA model \((0, d, 0)\) is chosen for ease of display.
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