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ABSTRACT
This paper examines a manufacturer's integrated planning problem for the production and the delivery of a set of orders. The manufacturer in this setting can use two vehicle types for outbound shipments. The first type of vehicle is available in unlimited numbers, but expensive. The second type, which is relatively low in its price, has limited and time-varying availability. We analyze the manufacturer's planning problem under different delivery policies characterized by each of the following: whether orders can be split or not, whether they can be consolidated or not, and whether their sizes are restricted to be in integer multiples of vehicle capacities or not.

1. Introduction and related literature

We study a manufacturer’s multi-period planning problem to produce and ship a certain number of orders before their deadlines with the minimum inventory holding and transportation costs. The manufacturer can use two types of vehicles for outbound deliveries. The two vehicle types differ in their availability and costs. The first type of vehicle is available in unlimited numbers in all periods, however, it is more costly. The second type of vehicle, which is more economical, has time-varying and limited availability. We study the manufacturer's planning problem in this setting under the following different delivery characteristics:

• Orders allowed to be consolidated (Consolidate) or not (No-Consolidate). If consolidation of orders is allowed, then different orders can be bundled and shipped together in the same vehicle. Consolidation may reduce the number of vehicles used, and thereby transportation costs, particularly when order sizes are small and/or customers are in close geographical proximity. However, for many practical reasons, consolidation may be ruled out at the planning phase (i.e., “No-Consolidate”). Such reasons include special handling needs, geographic constraints, laws or trade agreements in cross-border transactions or having direct competitors as customers who do not collaborate.

• Orders allowed to be split (Split) or not (No-Split). Splitting refers to delivering the portions of an order at multiple points in time. Allowing for orders to be split may reduce inventory holding costs, improve service levels, or mitigate the risks of loss or damage during loading and unloading. However, as Chen and Pundoor [3] report, for ease in tracking and handling, customers may want their orders to be delivered as a whole rather than split (i.e., “No-Split”).

• Size of orders in terms of vehicle/container capacities. We consider two cases depending on the restrictions imposed by suppliers on order sizes. In some applications, suppliers accept order sizes only in integer multiples of vehicle/container capacities and dispatch in full truck loads (FTL). This practice may enable more economical shipments and sturdy loading, which helps to prevent breakage. We refer to the problem settings with this restriction as having FTL-Delivery characteristic. We use the term General-Delivery as a characteristic to identify the settings with no such restriction on order and dispatch sizes.

Considering all possible combinations of the different delivery characteristics, we identify six policies for outbound deliveries. Those are; Consolidate and Split, No-Consolidate and Split, Consolidate and No-Split, No-Consolidate and No-Split, FTL-Delivery with Split, FTL-Delivery with No-Split. Note that, consolidating multiple orders in the same truck is not relevant in the case of FTL-Delivery, as the demand sizes and the delivery sizes of all orders are integer multiples of the vehicle capacity. We consider the question of how the manufacturer plans for production and transportation under each policy as a different problem. These problems, indexed from one to six, are summarized in Table 1. For example, Problem 1 refers to the planning problem under a Consolidate and Split Policy.

Several studies have been conducted on integrated production and outbound planning problems (e.g., Li and Ou [4], Chen and
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Lee [2] and Zhong et al. [8], We cite Chen [1] for a review of the literature covering this area. It is important to note that a majority of the studies on integrated production and outbound planning assume that there is only one type of vehicle available. Wang and Lee [7], Stecke and Zhao [6], and Chen and Lee [2] are examples of the few studies that model different types of vehicles. In all these papers, vehicles are considered as heterogeneous due to the differences in their speed and cost. Mainly, it is assumed that the speedier vehicle type is more costly. Our first contribution to the literature is that we model the existence of heterogeneous vehicles that are different in their availability and costs. This may occur in practice for many reasons, e.g., the presence of multiple third-party logistics (3PL) providers, or pricing strategy of a 3PL company. Our second contribution is that we introduce a new class of problems based on different delivery policies for the setting of interest. We establish their complexity statuses by either providing a pseudo-polynomial algorithm or proving that no such algorithm exists.

In the next section, we provide more details about the problem setting and a generic mathematical formulation. In Section 3, we discuss some optimality properties that are common under all delivery policies. The analysis for the problems under the General-Delivery characteristic, those are the problems numbered 1 through 4, is presented in Section 4. A similar discussion follows in Section 5 for the problems under the FTL-Delivery characteristic.

We conclude the paper in Section 6 with a summary of the findings.

2. Problem definition and formulation

The different delivery characteristics considered for the manufacturer lead to six problems. In these six problems, the manufacturer has to decide the production and delivery schedules of n orders over a finite horizon of T periods. The production capacity in period t is limited by Pt units. The demand for order i, that is, S ti units, has to be satisfied promptly before deadline Dt. A holding cost of H t (i) is incurred for carrying I units of inventory from period t to t + 1. Orders can be shipped to the customers using two types of vehicles, those are Types I and II. All vehicles are identical in their capacity (i.e., size capacity of K units). The objective of the manufacturer is to minimize the sum of inventory holding costs and transportation costs without any job being tardy. Order acceptance and rejection decisions are made in advance and a feasible schedule exists for any instance of the six problems.

The manufacturer incurs the costs of delivery to the customers, all of whom are located in close proximity to one another. A combination of Types I and II vehicles can be used by the manufacturer. Type I vehicles are available in unlimited numbers in all periods, whereas a limited number, A i, of Type II vehicles are available in period t. It costs C1 t(x) money units to utilize x number of Type I vehicles in period t, including the operating costs (e.g., fuel expenditure, driver wages, etc.), and environmental costs (e.g., emission cost, waste disposal cost, etc.). Similarly, the cost of utilizing x number of Type II vehicles in period t amounts to C2 t(x) money units. Type II vehicles — when they become available — can be held at the facility, to be used in future periods. In this case, a waiting cost of W t (w) is incurred for carrying w vehicles from period t to t + 1. The cost terms introduced above satisfy the following conditions at all periods t:

- C1 t(0) = 0 and C2 t(0) = 0.
- C1 t(x) > C2 t(x) for x > 0.
- C1 t(x + 1) - C1 t(x) > C2 t(1) + C2 t(y) > 0 where x ≥ 0 and y ≥ 0.
- H t (l + 1) > H t (l) for l ≥ 0.
- W t (w + 1) > W t (w) for w ≥ 0.

The first condition simply implies that the transportation cost due to any vehicle type is zero if no vehicles of that type are used. The second condition states that utilizing any number of Type I vehicles is more costly than utilizing the same number of Type II vehicles. The third condition has two implications. First, the incremental cost of using one more Type I vehicle exceeds that of an additional Type II vehicle. Secondly, the transportation cost functions are increasing in the number of vehicles used. Similarly, the fourth and the fifth conditions state that H t (I) and W t (w) are increasing functions of I and w, respectively. In this setting, the manufacturer has to decide for each period (i) how many units to produce, (ii) how many units of each order to deliver, and (iii) how many vehicles of each type to use. Before we proceed with a mathematical model for the manufacturer to make these decisions optimally, let us define the parameters and the decision variables.

Parameters

- A i: Set of orders.
- T: Number of periods.
- P i: Production capacity in period t.
- S t: Size of order i in number of units.
- D t: Deadline by which to deliver all items of order i.
- K: Capacity of a vehicle in number of units.
- A t: Number of Type II vehicles available in period t.
- H t (I): Cost of carrying I units of inventory from period t to t + 1.
- C1 t(x): Cost of utilizing x number of Type I vehicles in period t.
- C2 t(x): Cost of utilizing x number of Type II vehicles in period t.
- W t (w): Cost of holding w number of Type II vehicles from period t to t + 1.

Decision variables

- π i: Number of items produced in period t.
- π i: Number of items produced in period t for order i.
- I i: Inventory level for items of order i at the end of period t.
- I t: Total inventory at the end of period t.
- X t: Number of Type II vehicles utilized in period t.
- W t: Number of Type II vehicles carried from period t to t + 1.
- U i: Number of items of order i delivered in period t.
- β i: If order i is delivered in period t, otherwise.
- θ i: Total number of vehicles utilized for deliveries in period t.

Model 1 incorporates formulations for the six problems. Some of its constraints should be employed under all delivery characteristics (e.g., Expressions (1) through (5)). Others are applicable only in certain cases depending on whether splitting and/or consolidation are allowed. These constraints are labeled with the abbreviation we have adopted for each delivery characteristic. For example, the label in parenthesis alongside Expression (6) (i.e., (6)), indicates that this constraint should be used when orders can be split.

The objective of Model 1 is to minimize the sum of Types I and II vehicle costs, waiting costs of Type II vehicles and inventory holding costs in all periods. Constraint (1) ensures that the demand for Type II vehicles in period t (those that are either utilized in period t or carried to period t + 1) does not exceed the supply of Type II vehicles in period t (those that have been recently available or been carried from period t - 1). Eqs. (2) and (3) represent the total production and inventory quantities in a period in terms of those for individual orders. Constraint (4) ensures that the
number of Type II vehicles utilized in period \( t \) does not exceed the total number of vehicles used for outbound transportation in the same period. Constraint (5) sets the production capacity of period \( t \) as an upper bound on the total quantity produced in period \( t \). Inventory balance is maintained by either Eq. (6) or Eq. (8), depending on whether splitting orders is allowed or not. Similarly, deadlines are enforced by either Constraint (7) or Constraint (9). Vehicle capacities are modeled by one of the following constraint sets: (10)–(12) or (14). Constraints (13) and (15) establish the relation between the number of vehicles allocated for the delivery of individual orders and the total number of vehicles used in a period. Finally, Expressions (16)–(19) set nonnegativity, integrality and initial conditions on variables.

**Model 1: generic formulation**

Minimize \( \sum_{t=1}^{T} \left[ C_{1,t}(\theta_t - x_t) + C_{2,t}(x_t) + W_t(w_t) \right] + \sum_{t=1}^{T} H_t(t_i) \)

subject to

\[ \begin{align*}
    x_t + w_t & \leq A_t + w_{t-1} & t = 1, \ldots, T \\
    \sum_{i=1}^{N} \pi_{t,i} & = \pi_t & t = 1, \ldots, T \\
    \sum_{i=1}^{N} h_{t,i} & = h_t & t = 1, \ldots, T \\
    x_t & \leq \theta_t & t = 1, \ldots, T \\
    \sigma_t & \leq P_t & t = 1, \ldots, T
\end{align*} \]  

\[ \sum_{i=1}^{N} \sigma_{t,i} \leq \theta_t K \]  

\[ \sum_{i=1}^{N} \tilde{\sigma}_{t,i} \leq \theta_t K \]  

\[ \sum_{i=1}^{N} \sigma_{t,i} \leq \theta_t K \]  

\[ \sum_{i=1}^{N} \tilde{\sigma}_{t,i} \leq \theta_t K \]  

\[ \sigma_{t,i} \leq \theta_t K \]  

\[ \sum_{i=1}^{N} \theta_{t,i} \leq \theta_t \]  

\[ \sigma_{t,i} \tilde{S}_i \leq \theta_t K \]  

\[ \sum_{i=1}^{N} \tilde{\sigma}_{t,i} \tilde{S}_i \leq \theta_t K \]  

\[ \sigma_{t,i} \tilde{S}_i \]  

**Theorem 1.** In an optimal solution, either the inventory of Type II vehicles at the start of a period is positive or the number of Type II vehicles that are released at the end of the same period is positive, but not both. That is, \( A_t + w_{t-1} - (x_t + w_t) = 0 \) for \( t = 1, 2, \ldots, T \).

**Proof.** As \( w_0 = 0 \), the theorem holds for \( t = 1 \) trivially. For the other periods, the proof will follow by contradiction. That is, assume there exists an optimal solution \( S \) where \( A_t + w_{t-1} - (x_t + w_t) > 0 \) at some period \( t \) (i.e., \( t \geq 2 \)). This is possible only if \( A_t + w_{t-1} - (x_t + w_t) > 0 \) and \( w_{t-1} > 0 \). Now, consider another solution \( S' \) with everything being the same except \( w_{t-1} = w_{t-1} - 1 \). Clearly, \( w_{t'} \geq 0 \) and \( A_t + w_{t-1} - (x_t + w_t) \geq 0 \). \( S' \) is feasible and the objective function value of \( S' \) is smaller than that of \( S \) by an amount of \( \sum_{t=1}^{T} (w_{t-1} - w_{t-1}) = \sum_{t=1}^{T} (w_{t-1} - 1) \). This contradicts with the optimality of \( S \). \( \square \)

**Theorem 2.** In an optimal solution, either the number of Type I vehicles hired in a period is positive or the number of Type II vehicles that are released at the end of the same period is positive, but not both. That is, \( (P_t - \pi_t) h_{t-1} = 0 \) for \( t = 1, 2, \ldots, T \).

**Proof.** Let \( I_0 = 0 \), the theorem holds for \( t = 1 \) trivially. For the other periods, the proof will follow by contradiction. Assume that there exists an optimal solution \( S \) with a period \( \tau \) (i.e., \( \tau \geq 2 \)) having \( (P_t - \pi_t) h_{t-1} \neq 0 \). This implies \( P_t > \pi_t \) and \( I_{t-1} > 0 \). Therefore, there is an order \( i \) for which the total quantity produced within the first \( \tau - 1 \) periods exceeds the total amount delivered. That is,

\[ l_{t-1,i} = \sum_{k=1}^{t-1} \pi_{k,i} - m_{k,i} > 0. \]  

Let \( \nu \) be the latest production period before \( \tau \) for order \( i \). That is, \( \nu = \max\{ k : \pi_{k,i} > 0, k < \tau \} \). We know that such \( \nu \) exists as \( \sum_{k=1}^{\nu} \pi_{k,i} > 0 \). Note that \( \sum_{k=1}^{\nu} \pi_{k,i} = 0 \), by selection of \( \nu \). Therefore,

\[ \sum_{k=1}^{\nu} \pi_{k,i} = \sum_{k=1}^{\nu} \pi_{k,i} + \sum_{k=\nu+1}^{T} \pi_{k,i} = \sum_{k=1}^{\nu} \pi_{k,i}. \]  

Combining Expression (20) with Expression (21) leads to \( \sum_{k=1}^{\nu} \pi_{k,i} > \sum_{k=1}^{\nu} \pi_{k,i} \), which further implies that \( l_{t,i} > 0 \) and \( l_{t,i} > 0 \). \( \nu = \nu + 1, \ldots, \tau - 1 \). Now, consider another solution \( S' \) such that

\[ \pi_{t,i} = \pi_{t,i} + 1, \]

\[ \pi'_{t,i} = \pi'_{t,i} + 1, \]

\[ l'_{t,i} = l_{t,i} - 1, \]

\[ \nu' = \nu + 1, \ldots, \tau - 1. \]

Observe that, in this new solution \( S' \), we have \( \pi'_{t,i} \leq P_t \) and \( \sum_{k=1}^{\nu} \pi'_{k,i} \geq \sum_{k=1}^{\nu} \pi_{k,i} \). Therefore, \( S' \) is feasible. Furthermore, \( S' \)
has an objective function value smaller than that of \( S \) by an amount equal to \[ \sum_{k=1}^{j} (H_k(t_k) - H_k(t_k - 1)) > 0. \] Therefore \( S \) is not an optimal solution. \( \square \)

**Theorem 4.** If all the cost functions are linear in their arguments and are the same in all periods, then in an optimal solution, either the number of Type I vehicles hired in a period is positive or the number of Type II vehicles carried to the next period is positive, but not both. That is, if \( C_{1,t}(x) = C_1 x, C_{2,t}(x) = C_2 x, H_1(x) = H x, \) and \( W_t(x) = W x, \) then \( (\theta_t - x_t) w_t = 0 \) for \( t = 1, \ldots, T. \)

**Proof.** The proof will follow by contradiction. That is, assume there exists an optimal solution \( S \) where \( (\theta_t - x_t) w_t \neq 0 \) at some period \( \tau \) (i.e., \( \tau \geq 2 \)). Then, due to Eqs. (4) and (19), we have \( \theta_t - x_t > 0 \) and \( w_t > 0. \) Let \( \nu \) be the first period after \( \tau \) that has its ending inventory of Type II vehicles as zero. That is, \( w_{\nu} = 0 \) and \( w_t > 0 \) for \( \tau < t < \nu. \) Theorem 1, jointly with the fact that \( w_t = 0, \) implies that there exists such a period \( \nu \) and \( x_\nu > 0. \) Now construct another solution \( S' \) by making the following changes on \( S: \)

\[
x_\tau' = x_\tau + 1, \\
w_{\nu}' = w_{\nu} - 1, \quad \forall \tau : \tau \leq t < \nu, \\
x_\nu' = x_\nu - 1.
\]

Since \( x_\tau' = x_\tau + 1 \) and \( w_{\nu}' = w_{\nu} - 1, \) we have \( x_\tau' + w_{\nu}' = x_\tau + w_{\nu} \). Furthermore, \( A + w_{\nu}' = A + w_{\nu} - 1 \). Therefore, Constraint (1) still holds for period \( t \) of new solution \( S' \) (i.e., \( x_\tau' + w_{\nu}' \leq A_t + w_{\nu}' - 1 \)). For \( t = \tau + 1, \tau + 2, \ldots, \nu - 1, \) we have \( x_\tau' + w_{\nu}' = x_\tau + w_{\nu} - 1 \) and \( A_t + w_{\nu}' = A_t + w_{\nu} - 1 \). Therefore, \( x_\tau' + w_{\nu}' \leq A_t + w_{\nu}' - 1 \), and hence, Constraint (1) holds for periods \( t = \tau + 1, \tau + 2, \ldots, \nu - 1 \) of \( S' \) as well. As \( x_\nu < \theta_\nu \) and \( x_\nu > 0, \) it follows that \( x_\nu' \geq \theta_\nu \) and \( x_\nu' \geq 0, \) respectively. Therefore, \( S' \) is a feasible solution. Furthermore, the objective function value of \( S' \) is smaller than that of \( S \) by an amount of \( (\tau - t)W > 0. \) Therefore, \( S \) is not an optimal solution. \( \square \)

**4. Problems with General-Delivery characteristic**

In this section, we further analyze the four problems in which order sizes are not required to be integer multiples of the vehicle capacity. We start with the case where both consolidation and splitting are allowed.

**4.1. Problem 1: consolidate and split policy**

In this setting, the manufacturer can consolidate multiple orders and deliver them in the same vehicle. Moreover, orders can be split and delivered in different periods. Using the five-field notation in Chen [1], this problem can be represented as \( 1 | d_i | V_{i} | (Q_{i}, Q), V_{i} | (Q_{i}, Q), \) or \( split|n|TC + HHC. \) The two entries in the third field of the representation scheme identify the characteristics of the two vehicle types. The notation \( v_t \) signifies that the second vehicle type has finite and time-varying availability. \( TC \) and \( Q, \) as defined in Chen [1], stand for transportation costs and size of capacitated vehicles. Note that the value of \( Q \) in our paper is \( K, \) and we use \( HHC \) as an abbreviation for inventory holding costs.

The following theorem implies that the production and delivery sequences in Problem 1 can be optimally determined. Even though this significantly alleviates the difficulties of the original problem, the problem of finding the production and the delivery quantities still needs to be solved.

**Theorem 5.** There is an optimal solution to Problem 1, in which orders are produced and delivered in nondecreasing order of delivery deadlines.

**Proof.** The proof will follow by showing that, given an optimal solution, an alternative one in which orders are produced and delivered in nondecreasing order of delivery deadlines can be obtained. This will be achieved by keeping the total production and delivery quantities in each period the same, but changing the allocation of items produced to different orders.

Now, consider an optimal solution. Define \( \sigma \) as the total quantity delivered in period \( t \) of this solution. Also, let \( TP(t) \) and \( TS(t) \) be the total quantities produced by period \( t \) and delivered by period \( t, \) respectively. That is,

\[
\sigma_t = \sum_{i=1}^{N} \sigma_{i,t}, \quad TP(t) = \sum_{k=1}^{t} \sigma_k, \quad TS(t) = \sum_{k=1}^{t} \sigma_k.
\]

Without loss of generality assume that \( D_1 \leq D_2 \leq \cdots \leq D_N, \) and let the total size of the first \( i \) orders in this sequence be denoted by \( TD(i). \) That is, \( TD(i) = \sum_{j=1}^{i} S_j. \)

Consider another solution where the first \( S_1 \) units produced and delivered are assigned to order 1, the next \( S_2 \) units are assigned to order 2, and so on. It is important to note that the consolidate–split policy enables this kind of a reassignment. More specifically, the amount of production for order \( i \) in period \( t \) of this new solution is as follows:

\[
\pi_{i,t} = \min\{S_i, \pi_t, \max(TD(i) - TP(t - 1), 0), \max(TP(t) - TD(i - 1), 0)\}.
\]

The expression for \( \pi_{i,t} \) states that the production amount for order \( i \) in period \( t \) is now the minimum of the following; size of order \( i; \) production amount in period \( t; \) of all the production in period \( t; \) the amount dedicated for order \( i \) if the production in the first \( t - 1 \) periods satisfies a partial amount of order \( i \) after meeting the requirements of the first \( i - 1 \) orders; the remaining amount of period \( t \)'s production that is dedicated for order \( i \) after satisfying the demand for the first \( i - 1 \) orders. An assignment of delivery quantities over periods to different orders can similarly be done using the following expression:

\[
\sigma'_{i,t} = \min\{S_i, \pi_t, \max(TD(i) - TS(t - 1), 0), \max(TS(t) - TD(i - 1), 0)\}.
\]

Since total production and delivery sizes remain the same, the cost of the new solution is the same as that of the original solution. This proves that the new solution is also optimal. \( \square \)

Using Theorem 5, the generic multi-order model discussed in Section 2 can be rewritten as if there is a single order. The solution to this simplified model should then be converted to a solution for the original problem by assigning the first \( S_1 \) units to order 1, the next \( S_2 \) units to order 2, and so forth. Before we proceed with this model, let us define \( \delta_t \) as the total size of orders having period \( t \) as their deadlines. That is,

\[
\delta_t = \sum_{i=1}^{N} S_i \quad \forall t = 1, \ldots, T.
\]

**Model 2: single-order formulation for Problem 1**

Minimize \[ \sum_{t=1}^{T} \left( C_{1,t}(\theta_t - x_t) + C_{2,t}(x_t) + W_t(w_t) \right) + \sum_{t=1}^{T} H_t(t) \]

subject to

\[
x_t + w_t = A_t + w_{t-1} \quad t = 1, \ldots, T
\]

\[
x_t \leq \theta_t \quad t = 1, \ldots, T
\]

\[
\pi_t \leq P_t \quad t = 1, \ldots, T
\]

\[
I_t = h_{t-1} + \pi_t - \sigma_t \quad t = 1, \ldots, T
\]

\[
\sum_{k=1}^{t} \sigma_k \geq \sum_{k=1}^{t} \delta_k \quad t = 1, \ldots, T
\]
\( \theta_t K \geq \sigma_t \quad t = 1, \ldots, T \)
\( w_0 = l_0 = 0 \)
\( l_t, \sigma_t, \pi_t, w_t, \theta_t \in \mathbb{Z}^+ \cup \{0\} \quad t = 1, \ldots, T. \)

Below, we propose a dynamic programming formulation which solves this problem in pseudo-polynomial time. Existence of such an algorithm shows that the manufacturer's planning problem under the Consolidate and Split policy may be \( \mathcal{NP} \)-hard but not \( \mathcal{NP} \)-hard in the strong sense.

**Algorithm 1.** Define \( C(t, \pi, \sigma, w) \) as the minimum total cost accumulated at the end of period \( t \) when, the total production and delivery quantities in the first \( t \) periods are \( \pi \) and \( \sigma \), respectively, and the number of vehicles held to the next period at the end of period \( t \) is \( w \).

Initial conditions:
\[
C(0, 0, 0, 0) = 0
\]
\[
C(t, \pi, \sigma, w) = \infty \quad \forall t, \pi, \sigma, w : \min(t, \pi, \sigma, w) < 0.
\]

Recursive relation:
\[
C(t, \pi, \sigma, w) = \begin{cases} 
\infty, & \text{if } \pi < \sigma, \\
\infty, & \text{if } \sigma < \sum_{i \in D_t} S_i, \\
\min \left\{ C(t - 1, \pi - \pi_t, \sigma - \sigma_t, w_{t-1}) \right\} \\
+ C_{1, t}(\theta_t - \pi_t) + C_{2, t}(\pi_t) + H_t(\sigma - \sigma_t) + W_t(w_t),
\end{cases}
\]
\[
\text{o.w.}
\]
\[
\mathcal{X}(t, \pi, \sigma, w) = \{ (\pi_t, \sigma_t, \pi_t, \theta_t, w_t) | \pi_t \leq P_t, \]
\[
w_t \leq w, \sigma_t \leq K \theta_t, \pi_t \leq \theta_t \}.
\]

Optimal solution value: \( C(T, \tilde{D}, \tilde{D}, 0) \), where \( \tilde{D} = \sum_{i \in A} S_i \).

The computational complexity of Algorithm 1 is presented in the next lemma and proved in the online appendix.

**Lemma 1.** Algorithm 1 finds an optimal solution for Problem 1 in \( O(T\tilde{D}^2W^2/K^2) \) time, where \( W = \min \left( \frac{\tilde{D}}{K}, \sum_{i=1}^{T} A_i \right) \).

4.2. Problem 2: no-consolidate and split policy

In this problem, different orders cannot be consolidated but an order can be delivered in partial shipments over time. Using Chen [1]'s five-field notation, this problem can be represented as \( 1|d_i|V_1(\infty, Q), V_2(\tau_i, Q), \text{direct, split in}(TC + \text{IHC}) \). The following theorem and its proof imply that Problem 2 is \( \mathcal{NP} \)-hard in the strong sense even for the linear cost structure.

**Theorem 6.** Problem 2 is \( \mathcal{NP} \)-hard in the strong sense.

**Proof.** Proof is done by a reduction from the 3-Partition (3P) problem. Note that Problem 2 is clearly in \( \mathcal{NP} \). 3P is defined as follows:

**INSTANCE:** Set \( \mathcal{Y} \) of 3m elements, a bound \( B \in \mathbb{Z}^+ \), and a size \( s(a) \in \mathbb{Z}^+ \) for each \( a \in \mathcal{Y} \) such that \( B/4 < s(a) < B/2 \) and such that \( \sum_{a \in \mathcal{Y}} s(a) = mB \).

**QUESTION:** Can \( \mathcal{Y} \) be partitioned into \( m \) disjoint sets \( \mathcal{Y}_1, \mathcal{Y}_2, \ldots, \mathcal{Y}_m \) such that \( \sum_{a \in \mathcal{Y}_t} s(a) = B \) for \( t = 1, 2, \ldots, m \) (note that each \( \mathcal{Y}_t \) must therefore contain exactly three elements from \( \mathcal{Y} \))?

**REDUCTION:** Take an arbitrary instance of 3P. The corresponding instance of Problem 2 is constructed as follows: set \( \mathcal{X} = \mathcal{Y} \), i.e., for each element \( a \) in set \( \mathcal{Y} \), define an order \( a \) in \( \mathcal{X} \) with size \( S_a = s(a) \). Furthermore, set \( T = m, K = B, P_t = B \) for all \( t = 1, \ldots, T \), \( D_a = T \) for all \( a \in \mathcal{X} \), and \( A_t = 3, C_{1, t}(x) = 2x \), \( C_{2, t}(x) = H_t(x) = W_t(x) = x \) for \( t = 1, 2, \ldots, T \). We will show that there is a solution to 3P if and only if there is a solution to Problem 2 with cost less than or equal to \( z^* = 3m \).

Assume that there is a solution to Problem 2 with cost \( z^* \), which is less than or equal to \( z^* = 3m \). Since there are \( 3m \) orders and they cannot be consolidated, the cost of transporting these orders is at least \( 3m \). This implies the total cost is exactly \( 3m \), which, in turn, is possible only if all Type I vehicles are utilized, and no inventory or vehicle holding cost is incurred. As a result, exactly three orders are completed and delivered in each period. Moreover, the total number of items produced in each period is equal to \( B \). Now construct a solution to 3P as follows: for each order produced and delivered in period \( t \), put the corresponding element of set \( \mathcal{Y} \) into \( \mathcal{Y}_t \). As the size of orders \( S_a = s(a) \), for each disjoint set \( \mathcal{Y}_t \), \( \sum_{a \in \mathcal{Y}_t} s(a) = B \) (\( t = 1, 2, \ldots, m \)).

If there is a solution to 3P, a solution to Problem 2 can be constructed as follows: for each disjoint set \( \mathcal{Y}_t \), \( t = 1, 2, \ldots, m \), produce and deliver all the items of order \( a \in \mathcal{Y}_t \) in period \( t \). A similar reduction as in the previous case implies that the solution has a cost of \( z^* = 3m \leq z^* \).

4.3. Problem 3: consolidate and no-split policy

In this problem, orders can be consolidated, however, an order cannot be delivered in partial shipments over time. According to Chen [1]'s representation scheme, this problem corresponds to \( 1|d_i|V_1(\infty, Q), V_2(\tau_i, Q), \text{direct in}(TC + \text{IHC}) \). In the next theorem, we establish its complexity status.

**Theorem 7.** Problem 3 is \( \mathcal{NP} \)-hard in the strong sense.

**Proof.** Similar to the proof of Theorem 6 with \( A_t = 1 \) for each \( t = 1, 2, \ldots, T \) and \( z^* = m \).

4.4. Problem 4: no-consolidate and no-split policy

In this problem, neither consolidation nor splitting is allowed. Based on Chen [1]'s representation scheme, this problem corresponds to \( 1|d_i|V_1(\infty, Q), V_2(\tau_i, Q), \text{direct in}(TC + \text{IHC}) \). As stated in the following theorem, the problem is \( \mathcal{NP} \)-hard in the strong sense even for the linear cost structure.

**Theorem 8.** Problem 4 is \( \mathcal{NP} \)-hard in the strong sense.

**Proof.** Similar to the proof of Theorem 6 with \( A_t = 3 \) for each \( t = 1, 2, \ldots, T \) and \( z^* = 3m \).

5. Problems with FTL-Delivery characteristic

For the problems discussed in this section, vehicles are required to be fully utilized in outbound transportation and therefore the size of orders must be integer multiples of vehicle capacity. In other words, the number of items in each vehicle is either 0 or \( K \). We first begin with presenting two theorems that are valid for both Problems 5 and 6.

**Theorem 9.** If the production capacity in each period is an integer multiple of the vehicle capacity, then the production quantity in each period of an optimal solution is an integer multiple of the vehicle capacity. That is, if \( \exists k_t \in \mathbb{Z}^+ \cup \{0\} \) such that \( P_t = n_t K \) for \( t = 1, 2, \ldots, T \), then \( \exists m_t \in \mathbb{Z}^+ \cup \{0\} \) such that \( \pi_t = m_t K \) for \( t = 1, 2, \ldots, T \).
Proof. Proof is by contradiction. Assume that there exists an optimal solution $S$ with some periods in which the production quantity is not an integer multiple of the vehicle capacity. Let $t$ be the latest such period. This implies that $\pi_t < p_t$ and $\sum_{k=1}^{t-1} \frac{z_{t,k}}{K}$ is an integer. Since all orders are integer multiples of the vehicle capacity, it follows that $\sum_{k=1}^{t-1} \frac{z_{t,k}}{K}$ is also an integer. The integrality of both $\sum_{k=1}^{t-1} \frac{z_{t,k}}{K}$ and $\sum_{k=1}^{t-1} \frac{\pi_t}{K}$ further implies the integrality of $\sum_{k=1}^{t-1} \frac{z_{t,k}}{K}$. As $\frac{\pi_t}{K}$ is not an integer, $\sum_{k=1}^{t-1} \frac{\pi_t}{K}$ is neither. Note also that, due to the characteristic of the delivery policy, $\sum_{k=1}^{t-1} \frac{z_{t,k}}{K}$ is an integer.

Combining the last two results (i.e., $\sum_{k=1}^{t-1} \frac{z_{t,k}}{K}$ is integer but $\sum_{k=1}^{t-1} \pi_t$ is not), we have $\sum_{k=1}^{t-1} \pi_t > \sum_{k=1}^{t-1} \pi_t$. This implies there is at least $\sum_{k=1}^{t-1} \pi_t - \pi_t$ units of inventory carried from period $t - 1$ to period $t$. Let $b$ be the index of the order with the largest amount of inventory at the end of period $t - 1$ (i.e., $i = \text{argmax}_k (\pi_{t-1,k})$), and let $t$ be the latest period before which there is some production for order $i$ (i.e., $t = \text{argmax}_k (\pi_{t,k} > 0)$).

Now, consider another solution $S'$ with the following modification on solution $S$:

$$\pi_{t,i} = \pi_{t,i} - 1$$

$$\pi_{t,i} = \pi_{t,i} + 1$$

$$l_{t,i} = l_{t,i} - 1, \quad \text{for} \quad t' = t, \quad t + 1, \ldots, \quad t - 1$$

$$l_{t,i} = l_{t,i} - 1, \quad \text{for} \quad t' = t, \quad t + 1, \ldots, \quad t - 1$$

The new solution $S'$ has a lower objective function value than that of $S$ by an amount $\sum_{k=1}^{t-1} \pi_k - \sum_{k=1}^{t-1} \pi_k$. As $\pi_k$ is an increasing function of $x$ for $t = 1, \ldots, T$, it follows that the cost difference is positive. Hence, $S$ is not an optimal solution. □

Theorem 10. If the production capacity in each period is an integer multiple of the vehicle capacity, then there exists an optimal solution in which the production quantity for each order is an integer multiple of the vehicle capacity in every period. That is, if $\exists n_i \in \mathbb{Z}^+ \cup \{0\}$ such that $P_t = n_i K$ for $t = 1, 2, \ldots, T$, then there is an optimal solution in which $\exists n_i \in \mathbb{Z}^+ \cup \{0\}$ such that $\pi_{t,i} = m_{t,i} K \forall i \in N$ for $t = 1, 2, \ldots, T$.

Proof. Proof is by construction. Consider an optimal solution $S$ in which some orders have production quantity which is not an integer multiple of the vehicle capacity. Note that the total production at each period is an integer multiple of the vehicle capacity due to Theorem 9. Let $i$ be the smallest indexed order with this property and let $t$ and $\tau$ ($t < \tau$) be the last two periods where production of order $i$ is not an integer multiple of vehicle capacity (i.e., $\frac{\pi_{t,i}}{K}$ and $\frac{\pi_{\tau,i}}{K}$ are not integer). Note that $\sum_{i=1}^{t-1} \frac{\pi_{t,i}}{K} > \sum_{i=1}^{\tau-1} \frac{\pi_{\tau,i}}{K}$. This means that a portion of production quantity for order $i$ at period $t$ can be moved to period $\tau$. As total production quantity for all periods is an integer multiple of vehicle capacity, $\exists j \in N : \pi_{t,j} - \frac{\pi_{t,j}}{K} > \sum_{i=1}^{t-1} \frac{\pi_{t,i}}{K}$. Also note that $j > i$ (as $i$ is the smallest indexed order with production not being an integer multiple of vehicle capacity). Let

$$\Delta = \min \left\{ \left( \pi_{t,j} - \frac{\pi_{t,j}}{K} \right) K, \left( \frac{\pi_{t,i}}{K} \right) K - \pi_{t,i} \right\}$$

and set

$$\pi_{t,i} \leftarrow \pi_{t,i} + \Delta$$

$$\pi_{t,j} \leftarrow \pi_{t,j} - \Delta$$

$$\pi_{t,i} \leftarrow \pi_{t,i} - \Delta$$

$$\pi_{t,j} \leftarrow \pi_{t,j} + \Delta.$$
References