The effects of structural characteristics of explanations on use of a DSS
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Abstract

Research in the field of expert systems has shown that providing supporting explanations may influence effective use of system developed advice. However, despite many studies showing the less than optimal use made of DSS prepared advice, almost no research has been undertaken to study if the provision of explanations enhances the users’ ability to wisely accept DSS advice. This study outlines an experiment to examine the effects of structural characteristics of explanations provided within a forecasting DSS context. In particular, the effects of explanation length (short vs. long) and the conveyed confidence level (weak vs. strong confidence) are examined. Strongly confident and long explanations are found to be more effective in participants’ acceptance of interval forecasts. In addition, explanations with higher information value are more effective than those with low information value and thus are persuasive tools in the presentation of advice to users.
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1. Introduction

The last few decades have witnessed a significant increase in the availability and accessibility of information providers that target the decision makers in a variety of fields ranging from medical to financial sectors [5,14]. Decision makers routinely seek various forms of external information assistance to support their decision making processes with forecasts constituting one of the most widely used forms of such external assistance. However, decision makers choose to trust and use these forecasts only if they believe these predictions are justifiable, relevant, and valuable in effectively managing the uncertainties about the future [8]. What makes an individual use an external forecast, then, is a direct function of his/her perceptions of its acceptability. A provided forecast may be considered accurate, justifiable, and informative from a provider’s perspective; however, its utilization is totally dependent on whether the user is persuaded that this is the case.

This acceptability issue is a major concern especially for developers of decision support systems (DSS). What makes a DSS successful is not simply the accuracy of its results, but the acceptance of these results by its users. However, research evidence suggests reluctance by decision makers to trust the advice provided by a DSS [2,17,22]. In the field of sales forecasting, despite ready availability of excellent software, surveys continue to show that many organisations develop their forecasts using only management judgement [32], and when
decision support software is used, the advice is frequently adjusted to produce a lower quality decision than if no adjustment was made [6]. Davis and Kotteman [2] in summarising the literature concluded, “despite the broad effectiveness of decision rules, decision makers have been notoriously reluctant to use them” [pg 145]. This reluctance to make use of a DSS does not seem to stem from lack of familiarity with computer systems. Davis and Kotteman [2] in an experiment using a production planning DSS and Lim and O’Connor [21], using a forecasting DSS showed that students trained in computer use and playing the role of subjects, continued to ignore the good advice given by the DSS even when they could see the DSS was outperforming their own efforts and when real money was being paid for performance. It seems clear then that a key element in DSS design is the need to focus on effectively communicating to users the quality of decision support provided.

Providing an explanation may constitute one of the most effective methods for improving the acceptance of forecasts or other decision support advice [19]. However, not all types of explanations may be equally effective in persuading the user that the advice is acceptable: the underlying structural characteristics of explanations could be directly related to their persuasive effectiveness. The current study focuses on exploring the effects of structural characteristics of explanations on the acceptance of DSS advice. In particular, the effects of explanation length and the effects of the level of confidence conveyed in the explanation are investigated via an experimental study. The study involves presenting graphs of time series data along with DSS provided advice in the form of point and interval forecasts, accompanied by explanations that differ in their length and conveyed confidence. The subjects are asked to make a “final forecast” using the presented cues. The level of acceptance of the DSS advice is assumed to be directly related to the difference between the provided forecast and the subject’s final forecast. We reason that decision makers accept the DSS advice if they believe it accurate and reliable but will adjust away from it if they perceive it as unacceptable. Therefore, an explanation that is more effective and persuasive will lead to a lower propensity to adjust the provided forecast, while the situation will be the reverse for a less acceptable/effective explanation.

This paper concludes that explanations can play a role in influencing a user’s acceptance of the DSS advice and suggests, for a forecasting application, what structure of explanations seems most appropriate. Given the evidence of low acceptance of DSS advice, this is an important contribution suggesting that explanations may be a means of improving DSS success.

The organization of this paper is as follows. In the next section, a brief literature review is provided, along with the implications for current research. Section 3 details the research methodology used in the experiment with results of statistical analysis presented in Section 4. Discussion and limitations are outlined in Section 5. We conclude by providing implications of the findings and directions for future research.

2. Literature review and implications for current research

The development of explanation tools has attracted attention since the introduction of MYCIN—a medical expert system incorporating an explanation facility developed during the 1970s [28]. However this explanation research has had very little impact within the DSS field where explanations are almost unknown. In this section, a brief overview of explanation research provides answers to questions such as what are the general types and use of explanations in the wider class of intelligent systems that may apply to a DSS and why are explanations provided. The term ‘intelligent system’ is generally applied to the class of systems providing advice to a decision maker and includes Expert Systems and DSS (for a complete review of related literature, please see Refs. [3,10,34]). Almost all the research in explanations has taken place within the realm of expert systems, where these explanations serve to communicate the rationale underlying the advice. Expert Systems (ES) differ from DSS in a number of ways1 (see Ref. [30] for a full coverage of the differences), although both are built to assist a decision maker by providing decision advice.

2.1. Classes of explanations

Within the intelligent system domain, explanations have been classified along the three dimensions of (i) the content of explanations, (ii) the provision mechanism of explanations, and (iii) the presentation format of explanations [3,10,16,24].

Within dimension (i), the content of explanations, there are three main categories. The first category can be called *trace* or *line of reasoning* explanations. This kind of explanation provides a perspective about the internal

---

1 A key distinction is that an ES manipulates a knowledge base to derive managerial advice while a DSS typically manipulates a model to develop the advice.
outcome generation procedure that is used by the decision support system. It presents insight about the information that is utilized and the rules, processes or steps that are used by the system to reach the recommendation or the outcome it has generated for a particular case. Thus a trace explanation usually answers the question “how”. Moreover, they are the simplest to design, since they can be generated as a by-product in the system during the generation of outcome; these make them the most commonly used explanation type [24].

The second category of explanations within dimension (i) is the justification explanations. These explanations often tap into the deep knowledge that is behind a generated outcome. They justify the outcome or recommendation they have given by providing the theory or causal model through which that outcome was generated. They provide the rationale behind a decision. In this respect, they generally answer the question “why”. Justification type explanations have been found to be the most effective in increasing the acceptance of conclusions derived by an ES, when compared to the other types of explanations [34].

The last category of explanations within the content dimension is the strategic explanation. These explanations provide an insight about the overall problem-solving strategy used by the system. They try to form a global perspective on the operation of the system by tapping into the planning, strategy and higher level goals in the system [16]. This kind of explanation is less commonly used, due to the difficulties in its generation and presentation.

The second dimension of classification of explanations describes the provision mechanism of explanations; this involves how the users of a system can access the explanation. Explanations can be user-invoked, automatic, or intelligent. The user-invoked explanations are accessed entirely at the request of the user. Accessing an explanation may involve pressing a key, writing a command, a hypertext or any other available mechanism. In contrast, automatic explanations are provided to the user at all times and, naturally, the user has no control over this type of provision mechanism. Finally, the intelligent explanations are often provided to the users whenever the system judges that there appears to be a need. These explanations are often complex and may require complicated AI decisions.

The third dimension, the presentation format of an explanation refers to how an explanation is provided to the user. In general, it can be either text-based or in a multimedia format. The text-based explanation is the simplest form of presentation. A decision support system can provide either predetermined sentences (i.e., “canned” text) as explanation or it can combine a few sentences according to certain integrated rules to form an explanation. For the latter case, it has been found that sentences that resemble natural language are effective in increasing the transparency of a system’s evaluation, leading to better perceptions about the system [26]. The multimedia type of explanation involves more than simple text, making use of graphs, pictures, and animations if applicable. This type of explanation is harder to develop, and can be expensive. In return, it may bring more persuasive power to the system and increase confidence in the output of the system.

2.2. The role of explanations

An explanation can assist in meeting three possible goals—(i) to explain a perceived anomaly, (ii) to supply extra knowledge, and (iii) to facilitate learning from the system. When people encounter a perceived anomaly in the advice they are given, they typically demand an explanation. Providing an explanation may help users understand the nonconforming advice. It can either verify that the advice does in fact match the users’ expectations, or it may try to resolve the contradiction between the users and the system [24]. Another reason for requesting an explanation may be the users’ need for extra knowledge that will enable them to participate effectively in a problem-solving task. Individuals often require additional and prompt information when they are solving a problem, and an explanation facility may provide this effectively. It has been found that there is a positive relationship between explanation use and performance in a cooperative problem-solving task [9]. For a problem-solving task, the need for information is generally short term. On the other hand, there may be long-term learning-related needs. Users of a decision support system may be able to learn about the DSS and the problem domain from the information provided to them and so enhance their effectiveness and efficiency in future tasks. In this regard, users may request an explanation to facilitate learning from the system. Specifically, Mao and Benbasat [24] and Papamichail and French [26] argue that the cognitive effort perspective suggests that people will request an explanation as long as the benefit gained from the explanation outweighs the mental effort spent in the absence of it.

2.3. The value of explanations

In examining the implications of explanations for intelligent systems, Dhaliwal and Benbasat [3] provide a
strong framework for the effects of explanation use based on cognitive learning theory. In a broad sense, it is suggested that the use of explanations often leads to learning, which brings increased performance and better user perceptions of the system, resulting in the acceptance of the system. Improved understanding and learning are argued to have two important implications. The first is the improvement in decision making performance, in terms of both accuracy and speed. The second implication is the improvement in the perceptions of the user toward the system, which is directly related to intended future use. This improvement involves the improvements in perceptions of ease of use, of usefulness, of satisfaction, and of trust. Dhalliwal and Benbasat suggest that these modified perceptions coupled with the increase in performance will eventually lead to acceptance of the system. Another cited effect of explanation use stresses the increased transparency of the system [16,26]. The explanations (especially the traces) provide information about how the system operates and how it generates an outcome. This increase in visibility facilitates the participants’ acceptance of the system as being logical, and thus, acceptance of its advice as being justified and useful.

Research on advice taking identifies three main reasons for accepting a piece of advice [12]. First, decision makers wish to improve their judgments through using the advice provided. The advisors are generally chosen so that they have more knowledge and expertise than the decision maker in a particular area of interest. Therefore, the decision makers assume that the advice is provided to them by a comparatively more knowledgeable and experienced person so that using such advice will improve the accuracy of their own judgments. Second, the decision makers try to share the responsibility of a decision with someone else, especially when the risk associated with an error is high; the advisors are very suitable for this task. It is psychologically relaxing for a decision maker to know that they can always blame their advisors if a decision turns out to be wrong. The decision maker who uses advice shares the burden of decision making. The last reason for taking advice is that the decision makers are generally reluctant to completely reject the help offered to them.

Previous studies reveal a significant difference between the use of advice and assessments of its quality [13]. Although decision makers are not very effective in using and combining the advice they receive, they can competently assess the quality of advice received from different sources, allocating weights to distinguish a good advisor from a bad one in terms of relevance and accuracy [11,13]. This is supported in time series forecasting, where accurate and reliable information leads to improvements in the quality of judgments and forecasts [27], even though individuals still tend to favour their own judgments over other information [22]. After apparently assessing the quality of advice, a decision maker usually forms a judgment regarding the reputation of an advisor based on the accuracy of advice provided over repeated occasions. It is also suggested that the reputations formed about advisors are directly related to the level of ‘discounting’ of their advice [33]. Discounting in this context refers to the decision makers’ giving more weight to their self estimates or opinions than the advisors’ recommendations, thus partially ignoring the advice they have received while explicitly favoring their own judgment. As expected, a good reputation will lead to a decrease in the amount of advice discounting. It is found that advisors’ reputations are formed rapidly in just a few trials and later adjusted in an asymmetrical way (i.e., it is easier for advisors to lose a good reputation they have established than to recover from a bad reputation) [33].

Related to the assessments of advisors’ reputation are the issues of trust, confidence, and expertise. It is found that cues to expertise, like confidence of an advisor in his/her recommendations, are important in building trust, especially when other information about that person is not available [29]. The same study also points out that a decision maker’s trust in an advisor is directly linked to the acceptance of the advice that is received from that advisor. Extending this framework, Wäern and Ramberg [31] examine the formation of trust when the provided advice is in the form of an explanation from a computer or a human advisor. It is found that for easy tasks, humans are trusted more than computers; for harder tasks in which the subjects are rarely accurate, the trust in computers seems to exceed the trust in human advisors. Investigating the effects of extra information on decision making, it is found that decision makers are often eager to use any available information, even if they are only rumors or predictions that may worsen accuracy [4]. Accordingly, it may be assumed that when people are given advice, information or explanation, they will not be dismissive and will attempt to use all sources at least partially.

Within the specific DSS domain, using a forecasting task setting, Lawrence et al. [19] provide the only study that examines the effects of presenting explanations on DSS advice acceptance. The authors divided explanations into two types: technical explanations (a “trace” type explanation—the technique used for making the forecast and the reasons for its adoption) and managerial
explanations (a “justification” type explanation focused on what the forecast means given the time series in question); they report that providing an explanation (in either format) increased the acceptance of the advice and had positive effects on decision-maker confidence.

2.4. The current study

Given the practical relevance of justification type explanations within a DSS framework and the relative absence of research in this area, the current study focuses on the relationship between the use made of advice from a forecasting decision support system and the characteristics of the explanation accompanying that advice. We have chosen, for obvious reasons given the forecasting task setting, to frame the explanations in the classification categories of justification/automatic/text using the scheme presented in Section 2.1. In particular, this study aims to examine the influence of structural characteristics of justification type explanations on DSS advice acceptance (as conveyed via adjustments made to provided advice). From the literature on advice-taking research, we have chosen to examine the two structural characteristics of explanation length and level of confidence conveyed in the explanations. Explanation length may constitute an important factor for explanation effectiveness. The same thrust of information could be given in a short, brief and to-the-point format, or it can be provided in a long and detailed manner. Possible effects of the length of explanations are not clear. Longer explanations may be advantageous, since they can express information clearly and in more detail, with no short cuts. However, they can be boring, and may result in incomplete reading. Brief explanations may be advantageous, since they can be easily absorbed, although lacking the clarity and comprehensibility of the longer ones.

We hypothesise that more information in the explanation enhances its value, hence:

H1. Long explanations are more persuasive than short explanations.

Regardless of its length, an explanation can bear either a strong/precise tone, or convey vagueness/uncertainty. It may be argued that the level of confidence conveyed in an explanation may also elicit mixed reactions. Strong and precise language used in an explanation may convey a higher level of confidence and may therefore be more likely to persuade a decision maker to accept the DSS advice. Similarly, an explanation phrased in vague and uncertain terms may carry less persuasive power and may invite less confidence in the associated forecast; there could then be a greater likelihood of rejecting the advice and modifying the forecast. However, an explanation presented with confident and strong wording carries also the possibility of backfiring given that forecasting, due to its nature, involves no certainties. Therefore, the more strong and precise the style gets, the more unrealistic it may become to users. Decision makers receiving a strong and confident explanation may think that the explanation is “too confident”, unnatural, or that it is unwarranted.

We hypothesise that confident explanations are more persuasive, hence:

H2. Strongly confident explanations are more persuasive than weakly confident explanations.

3. Research methodology

3.1. Subjects

The participants were 116 3rd year business students at Bilkent University who were taking a business forecasting course offered in three sections. No monetary incentives were given, but participation in the study earned the students extra credit in their final course grades.

3.2. Design

In a pencil and paper task, participants were presented with 30 time series plots followed by one-period ahead point and 95% interval forecasts for each series. External forecasts were accompanied by explanations. While all the subjects received the same set of time series (with a different randomized ordering for each subject) and forecasts, the explanations they received were manipulated experimentally.

Two independent variables were manipulated regarding the structural characteristics of explanations. The first independent variable was the length of explanations with the levels being “short” vs. “long”. The level of confidence conveyed was the second independent variable with “strong” vs. “weak” confidence as its two levels. Thus, a $2 \times 2$ factorial design led to four groups, with the following number of participants in each group:

1st Group Short explanation, weak confidence ($n=29$)
2nd Group Long explanation, weak confidence ($n=30$)
3rd Group Short explanation, strong confidence ($n=29$)
4th Group Long explanation, strong confidence ($n=28$)
In manipulating explanation length, the short explanations were developed by summarising the long explanations and omitting detail judged to be of lesser importance. Short explanations were between 1 and 1.5 lines long, while the long explanations were between 4 and 5 lines long. Manipulating conveyed confidence consisted of changing the words used in the explanations. For strong confidence, words such as “definitely, surely, etc.” were used, while words such as “probably, possibly, etc.” were utilized to denote weak confidence (an example of the explanations used in the experiment is provided in Appendix A).

3.3. Generation of the time series and forecasts

A total of 30 artificially generated time series was used in the study. These series were presented as real stock prices, with the names of stocks and time periods concealed in order to prevent potential biases and extraneous information effects. The same set of 30 time series was presented to each subject (with a different randomized sequencing of the series to avoid any ordering effects).

The series were constructed using three levels of trend and two levels of variability, producing six groups. Each group contained five series for a total of 30 series presented to each participant. Trend levels used were 2\% increasing, 2\% decreasing and zero trend. The trend level of 2\% was found by ordinary least squares regression conducted on the ISE-100 (Istanbul Stock Exchange) index for the previous year. The noise added to the trended data was normally generated with zero mean and two levels of variability. The low variability series had a standard deviation of 5\%, while the high variability series had a standard deviation of 15\%. These variability levels are realistic for the ISE-100, and have been used in previous work [25].

External forecasts were constructed via Holt’s Linear Exponential Smoothing technique. Interval forecasts were estimated using the variance of the exponential smoothing forecast error and assuming the error distribution followed a normal distribution. The participants were not given any specific information on how the forecasts were generated.

3.4. Task and procedure

Each subject was presented with a booklet including the instructions, the forms, and a wrap-up questionnaire. Instructions were discussed and detailed examples were given in the beginning of the experimental session.

In particular, subjects were requested to perform the following task for each of the 30 time series (please see Appendix B for a sample form given to participants): They were to (1) examine the provided time series, (2) study the given point and interval forecasts, (3) carefully read and think about the provided explanations. Participants were then asked whether they were satisfied with the provided point and interval forecasts. If they were not satisfied (with one or both formats), they were asked to use their judgment to modify the given point forecast or interval forecast or both.

All participants were required to do the same task in the experiment. But in one of the sections of the course (taken by 47 students), participants were also requested to complete the additional task of rating the information value of the provided explanations (i.e., the perceived usefulness of that specific explanation) using a 7-point rating scale. The 7-point scale ranged from “very misleading” to “very helpful” with the mid-scale degree being “no value”.

4. Findings

The findings are outlined under four categories: percentage of forecasts adjusted; size of adjustments made; accuracy of adjusted forecasts; and the perceived information value of the explanations.

4.1. Percentage of forecasts adjusted

The simplest measure to capture the influence of explanations involves examining whether a subject has accepted, without change, the DSS advice (the forecast suggested by the system). We reason that the more persuasive the explanation, the more likely it is that the user will want to accept the advice and not make any changes. We adopt the complement measure, ‘fraction of
advice modified by the user, to preserve similarity with Refs. [19] and [20]. Thus we count, for each subject, the frequency of adjustments made to the point and interval forecasts. For the interval forecasts we included any adjustment made to the interval (i.e., if any modification was made on any of the bounds, it was counted as a single adjustment). The percentage of forecasts adjusted is given in Table 1, along with the count of adjustments made over the total number of data points in each of the groups.

For the adjustments made on the point forecasts, no significant differences are found among the four groups ($F_{3,3476}=0.79, p=0.501$), with no significant main or interaction effects for explanation length and the level of confidence conveyed in the explanations. This suggests that the number of adjustments made on the point forecasts is not affected by the manipulations made through the explanations.

However, this is not the case for interval forecasts; the difference among the groups is in fact significant ($F_{3,3476}=2.89, p=0.03$). Analysis of variance results (as summarized in Table 2) shows no significant main effects for the length and style (conveyed confidence) variables. However, the interaction effect is significant, as can be observed from Fig. 1.

Manipulating length or style (conveyed confidence) alone seems not to have a significant influence on the number of adjustments made to the interval forecasts. However, long explanations combined with weak confidence appear to lead to a higher percentage of forecasts adjusted then short explanations with weak confidence. Also, short but strongly confident explanations lead to more adjustments than long but strongly confident explanations. However the effect sizes are quite low. In summary, the results suggest that neither H1 nor H2 is supported by this study.

It can also be observed from Table 1 that subjects made adjustments to interval forecasts more than to point forecasts, regardless of the group ($t_{3479}=12.97, p<0.001$). This may be due to the fact that there is only a single point to adjust in the point forecasts, while there are two bounds that can be adjusted for the interval forecasts. In addition there is evidence that people prefer asymmetric bounds for interval forecasts and would thus tend to adjust the symmetric intervals provided [18]. Hence, for both these reasons, interval forecasts may be more likely candidates for adjustment than point forecasts.

### 4.2. Size of adjustments made

In addition to examining the percentage of forecasts adjusted, we can also investigate the size of adjustments actually made to the forecasts. While the former measure shows the presence/absence of adjustments, the latter measure will reveal the magnitude of adjustments thus providing another view of the influence of the provided explanation. To capture the size of adjustments made to the point and interval forecasts, two ratios are utilized: absolute percentage adjustment in point forecasts (APAP) and absolute percentage adjustment in interval width (APAI), where

\[
APAP = \frac{|adjusted\ point\ forecast - provided\ point\ forecast|}{provided\ point\ forecast} \times 100
\]

\[
APAI = \frac{|adjusted\ width - provided\ width|}{provided\ width} \times 100.
\]

If no adjustments are made to the provided forecasts, these ratios automatically assume the lowest possible score (0%). The further away the adjusted predictions are from the provided values, the higher are the APAP and APAI scores.

| Table 3 |
| Mean values for absolute percentage adjustment in point forecasts (APAP) and in interval width (APAI) |
| APAP | APAI |
| Weak confidence (%) | Strong confidence (%) | Weak confidence (%) | Strong confidence (%) |
| Short | 4.72 | 4.11 | 15.85 | 15.98 |
| Long | 4.25 | 4.14 | 16.89 | 13.68 |

Fig. 1. Interaction effect for percentage of interval forecasts adjusted.

![Graph showing interaction effect for percentage of interval forecasts adjusted](image)
As can be observed from Table 3, the average size of adjustments made to the point forecasts (measured by APAP) is not statistically different among the four groups ($F_{3, 3476}=1.07$, $p=0.362$), and neither main effects nor interaction effects are found to be significant. It seems that the size of adjustments subjects introduced to the point forecasts is unaffected by different explanation manipulations. It is also clear from Table 3 that the size of adjustments made to the point forecasts is much less than the magnitude of adjustments made to the interval width, with the difference being statistically significant ($t_{3479}=28.64$, $p<0.001$).

As in the case of percentage of forecasts adjusted, adjustments are very different for the case of interval forecasts in comparison to the adjustments for point forecasts. There exists a significant difference among the groups for APAI ($F_{3, 3476}=3.14$, $p=0.02$) with the least adjustment made in the long and strongly confident explanation group. Table 4 shows the significant effects of conveyed confidence (i.e., style) and the interaction between explanation length and conveyed confidence.

Fig. 2 displays the size of adjustments made in interval forecasts and parallels the findings for the percentage of forecasts adjusted. When a long explanation is accompanied by strong confidence, adjustments are much smaller than all the other possible combinations. On the other hand, when a long explanation is communicated in a weakly confident style, individuals tend to make the most adjustments. There seems to be no difference due to strong vs. weak confidence when a given explanation is short. In summary, the results do not provide support for H1 or H2.

### 4.3. Perceived information value of explanations

As mentioned previously, a subgroup of participants (i.e., 47 students in a given section of the forecasting course) was asked to evaluate the information value of each explanation by using a 7-point scale (with 1 = “very misleading”; 4 = “no value”; 7 = “very helpful”). Such ratings of participants’ perceptions may provide insights about their decision to adjust the system provided forecasts, as well as the size of adjustments they actually make.

For this analysis, we grouped the data into a 3-point scale. In the recoded version, the levels became 1 = “misleading” (initial ratings of 1 and 2 combined), 2 = “no real value” (initial ratings of 3, 4 and 5 combined), and 3 = “helpful” (initial ratings of 6 and 7 combined). The average information value attributed to the provided explanations is 2.36 across all groups, which is significantly greater than 2 which was associated with “no real value” ($t_{1401}=20.91$, $p<0.001$). Hence, confirming the participants’ verbal comments at the end of the study, we may conclude that the subjects on average found the provided explanations helpful to some degree. Table 5 provides the average information value within each group. Interestingly, explanation length and confidence appear to have no impact on perceived information value. However a significant difference between the groups was found in the perceived information value of explanations ($F_{3, 1398}=3.07$, $p=0.03$) due to a significant interaction term as depicted in Table 6 and Fig. 3. This result suggests that the characteristics of length and confidence have a low manipulation effect on the

<table>
<thead>
<tr>
<th>Terms</th>
<th>Coefficient (%)</th>
<th>$F_{1, 1398}$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>0.023</td>
<td>1.77</td>
<td>0.183</td>
</tr>
<tr>
<td>Confidence</td>
<td>0.006</td>
<td>0.12</td>
<td>0.739</td>
</tr>
<tr>
<td>Length * confidence</td>
<td>0.047</td>
<td>7.44</td>
<td>0.006</td>
</tr>
</tbody>
</table>

---

**Table 4**

ANOVA results for size of adjustments in interval forecasts

<table>
<thead>
<tr>
<th>Terms</th>
<th>Coefficient (%)</th>
<th>$F_{1, 3476}$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>0.31</td>
<td>0.66</td>
<td>0.417</td>
</tr>
<tr>
<td>Confidence</td>
<td>0.77</td>
<td>3.92</td>
<td>0.048</td>
</tr>
<tr>
<td>Length * confidence</td>
<td>-0.83</td>
<td>4.64</td>
<td>0.031</td>
</tr>
</tbody>
</table>

---

**Table 5**

Average information value

<table>
<thead>
<tr>
<th></th>
<th>Weak confidence</th>
<th>Strong confidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short</td>
<td>2.43</td>
<td>2.33</td>
</tr>
<tr>
<td>Long</td>
<td>2.29</td>
<td>2.38</td>
</tr>
</tbody>
</table>

---

Fig. 2. Interaction effect for size of adjustments made in interval forecasts.
subjects and this may explain the lack of significant influence of these characteristics. The persuasive influence of an explanation may be based on its information value, not its characteristics of length and confidence. We explore this in the following analysis, where Table 7 presents the fraction of forecasts changed and the size of the change grouped according to the perceived information value of the explanations.

Table 7 shows the very strong persuasive influence of perceived information value. All the adjustment scores (i.e., percentage of point forecasts adjusted, percentage of interval forecasts adjusted, APAP, APAI) decrease as the attributed information value of an explanation increases. Furthermore we also include in this table the forecast accuracy\(^2\) for point forecasts and the hit rate\(^3\) for interval forecasts as measures of decision making skill. This shows that the accuracy of the adjusted forecasts steadily improves as the perceived information value increases (i.e., MAPE decreases and hit rate increases at the same time). These findings confirm the previous results in that if a participant finds an explanation to be helpful in understanding the provided forecasts and time series, he/she tends to trust and accept the provided forecasts. The explanation is persuasive if it has high perceived information value and this results in smaller adjustments and higher accuracy in the adjusted final forecasts. On the other hand, if an explanation is deemed “misleading”, the provided forecasts lack credibility, leading to a higher rate of adjustment and reduced accuracy.

### 5. Discussion and conclusions

The findings of the current study suggest that providing an explanation for a given interval forecast has an influence on the adjustment and therefore on the acceptance of that forecast, a finding not replicated for point forecasts. However, these results appear to be contingent on the structural characteristics of explanations. In particular, long explanations expressed in a strongly confident style seem to be most influential compared to others, leading to less adjustment. A long and confident explanation leads forecast users to introduce judgmental adjustments less often, and the magnitudes of the adjustments appear to be smaller as well. On the other hand, if short explanations are required, it seems better to present them in weakly confident wording. The perceptions of usefulness of such explanations (i.e., their perceived information value) also seem to be higher.

Interestingly, all of the above arguments are supported only for interval forecasts. The provided explanations have no statistically significant impact on point forecasts. A provided explanation for a specific data set seems to affect the interval forecast adjustment on that specific data set; and yet, adjustment of the point forecast for that specific data set appears to be independent from that explanation. A potential reason lies in the experimental manipulations conducted; they perhaps were not particularly suited to produce any direct effects on point forecasts. Point forecasts are single-shot numbers meant to contain a variety of information, both internal and external; it is generally very difficult to incorporate all the information within a single number. In this regard, trying to reach an accurate point forecast becomes a heavy judgmental burden, especially since the point predictions appear to convey a false sense of certainty. People may find it difficult to incorporate the cues of trust or confidence they have received from the explanations into their point forecasts. They may have simply adjusted the point forecasts according to some mental heuristics or shortcuts, making them less responsive to the manipulations conducted through the framing of explanations. It is found that a lower percentage of point forecasts is adjusted relative to the interval predictions. The size of adjustments made is also less. In short, it is highly likely that point forecasts may respond to different kinds of manipulations than interval forecasts.

---

\(^2\) The measure used is mean absolute percentage error (MAPE) defined as the mean value of the absolute value of the forecast error divided by the actual value and expressed as a percentage.

\(^3\) The hit rate is the percentage of times the actual value falls within the interval forecast.
We found little evidence that the explanation characteristics of length or confidence exercise a persuasive influence on acceptance of DSS advice; this may be because our manipulations of length and confidence did not achieve the desired impact on the subjects. However a very significant impact was achieved through the perceived information value of the explanations. Those explanations rated as of high information value were much more persuasive than those of low value. This suggests that the critical element in designing explanations is not length or confidence, but information value.

This study was conducted with business students who were completing a forecasting course. The use of student participants is common in judgmental forecasting research and indeed in the wider field of experimentally based decision making and experimental economics research [7,32]. This practice is based on findings showing students as adequate surrogates for practitioners in decision making [1] and other business contexts [15,23]. Future studies with managers will prove valuable in extending the current work into investigating the potential effects of varying levels of expertise on the acceptance of explanations. In addition, current findings might be confounded by the complexity of the forecasting task given (i.e., stock price forecasting). Future work may utilize tasks of varying complexity to examine the possible interactions and confounding factors involved in multimedia systems to highlight comparisons with the text-based, trace type, automatically invoked explanations.

The results of this study have many practical implications in a variety of fields. The most apparent impact would be on institutions providing professional consulting, investment advice, and forecasting. Supplying explanations carries a special significance for the financial interests of those firms whose success is mostly dependent on their ability to convince their customers/users of the value of the information support they are providing. If the users are not satisfied with the presented advice/forecasts, they may switch to competing information providers.

In conclusion, our findings have immediate repercussions for the explanation facilities incorporated into decision support systems. Although there has been extensive research on designing these facilities, considerably less attention has been given to the structural characteristics of the explanations generated by these facilities. The results of the current work suggest directions for promising future work in this area.

Appendix A. Sample explanations

A.1. Short explanation, strong confidence

New government subsidy is certainly responsible for the upward trend starting from week 20. We strongly believe that this is excessive and there will be a drop.

A.2. Short explanation, weak confidence

New government subsidy may have led to the upward trend starting from week 20. This seems to be excessive and there may be a drop.

A.3. Long explanation, strong confidence

The government has decided to provide a new subsidy for some of the company’s products. This was announced in week 20, and it immediately caused the upward trend in the stock prices starting from that week. This upward trend can be distinctly observed from the time series data. However, we find this increase to be very excessive. We, therefore, strongly believe that there will be a drop in the stock prices in the 26th week.
A.4. Long explanation, weak confidence

The government has decided to provide a new subsidy for some of the company’s products. This was announced in week 20, and it may have led to the upward trend in the stock prices starting from that week. This upward trend may be observed from the time series data. However, this increase may appear to be excessive so that there may be a drop in the stock prices in the 26th week.

Appendix B. Sample form given to participants for each time series

Here is the sample form given to participants for each time series.

Our forecast for week 26:

Point forecast: **3630**

95% interval forecast: **[2530 – 4730]**

Our explanation:
New government subsidy is certainly responsible for the upward trend starting from week 20. We strongly believe that this is excessive and there will be a drop.

Would you like to modify the given point forecast?  
Yes [ ] No [ ]

If yes, 
Your point forecast: ________

Would you like to modify the given interval forecast?  
Yes [ ] No [ ]

If yes, 
Your 95% interval forecast: [____ – _____]
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