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24. Low-Temperature Scanning Probe Microscopy

Mehmet Z. Baykara, Markus Morgenstern, Alexander Schwarz, Udo D. Schwarz

This chapter is dedicated to scanning probe mi-
croscopy (SPM) operated at cryogenic temperatures,
where the more fundamental aspects of phe-
nomena important in the fields of nanoscience
and nanotechnology can be investigated with
high sensitivity under well-defined conditions.
In general, scanning probe techniques allow the
measurement of physical properties down to the
nanometer scale. Some techniques, such as scan-
ning tunneling microscopy (STM) and scanning
force microscopy (SFM), even go down to the
atomic scale. Various properties are accessible.
Most importantly, one can image the arrangement
of atoms on conducting surfaces by STM and on
insulating samples by SFM. However, electronic
states (scanning tunneling spectroscopy), force
interaction between different atoms (scanning
force spectroscopy), magnetic domains (magnetic
force microscopy), magnetic exchange interactions
(magnetic exchange force microscopy and spec-
troscopy), local capacitance (scanning capacitance
microscopy), local contact potential differences
(Kelvin probe force microscopy), local temper-
ature (scanning thermal microscopy), and local
light-induced excitations (scanning near-field
microscopy) can also be measured with high spa-
tial resolution, among others. In addition, some
modern techniques even allow the controlled ma-
nipulation of individual atoms/molecules and the
visualization of the internal structure of individual
molecules. Moreover, combined STM/SFM exper-
iments are now possible, mainly thanks to the
advent of tuning forks as sensing elements in low-
temperature (LT) SPM systems.

Probably the most important advantage as-
sociated with the low-temperature operation of
scanning probes is that it leads to a significantly
better signal-to-noise ratio than measuring at
room temperature. This is why many researchers
work below 100K. However, there are also phys-
ical reasons to use low-temperature equipment.
For example, visualizing the internal structure of
molecules with SFM or the utilization of scanning
tunneling spectroscopy with high energy resolu-

tion can only be realized at low temperatures.
Moreover, some physical effects such as supercon-
ductivity or the Kondo effect are restricted to low
temperatures. Here, we describe the advantages
of low-temperature scanning probe operation
and the basics of related instrumentation. Ad-
ditionally, some of the important results achieved
by low-temperature scanning probe microscopy
are summarized. We first focus on the STM, giv-
ing examples of atomic manipulation and the
analysis of electronic properties in different ma-
terial arrangements, among others. Afterwards,
we describe results obtained by SFM, reporting on
atomic-scale and submolecular imaging, as well
as three-dimensional (3-D) force spectroscopy. Re-
sults obtained with the method of Kelvin probe
forcemicroscopy (KPFM) that is used to study varia-
tions in local contact potential difference (LCPD) are
briefly discussed. Magnetic forcemicroscopy (MFM),
magnetic exchange force microscopy (MExFM), and
magnetic resonance force microscopy (MRFM) are
also introduced. Although the presented selec-
tion of results is far from complete, we feel that
it gives an adequate impression of the fascinating
possibilities of low-temperature scanning probe
instruments.

In this chapter low temperatures are defined as
lower than about 100K and are normally achieved
by cooling with liquid nitrogen or liquid helium.
Applications in which SPMs are operated close to
0 ıC are not covered in this chapter.

24.1 Microscope Operation at Low
Temperatures.................................... 771

24.1.1 Drift ................................................. 771
24.1.2 Noise ................................................ 771
24.1.3 Stability ............................................ 771
24.1.4 Piezo Relaxation and Hysteresis .......... 771

24.2 Instrumentation ............................... 772

24.3 Scanning Tunneling Microscopy
and Spectroscopy . ............................. 773

24.3.1 Atomic Manipulation ......................... 774
24.3.2 High-Resolution Spectroscopy ............ 775
24.3.3 Imaging Electronic Wave Functions ..... 779

© Springer-Verlag Berlin Heidelberg 2017
B. Bhushan (Ed.), Springer Handbook of Nanotechnology, DOI 10.1007/978-3-319-49347-3_24



Part
E
|24

770 Part E Nanometrology

24.3.4 Imaging Spin Polarization:
Nanomagnetism ................................ 786

24.4 Scanning Force Microscopy
and Spectroscopy . ............................. 788

24.4.1 Atomic-Scale and Intramolecular
Imaging ............................................ 789

24.4.2 Force Spectroscopy. ............................ 790
24.4.3 Atomic and Molecular Manipulation.... 793

24.4.4 Kelvin Probe Force Microscopy ............ 794
24.4.5 Magnetic Force Microscopy ................. 795
24.4.6 Magnetic Exchange Force Microscopy

and Spectroscopy .............................. 797
24.4.7 Magnetic Resonance Force Microscopy . 798

24.5 Summary .......................................... 799

References ................................................... 799

Three decades ago, the first design of an experimental
setup was presented where a sharp tip was systemati-
cally scanned over a sample surface in order to acquire
local information on the tip–sample interaction down
to the atomic scale. This original instrument used the
tunneling current between a conducting tip and a con-
ducting sample as a feedback signal and was thus
named the scanning tunneling microscope [24.1]. Soon
after this historic breakthrough, it became widely rec-
ognized that virtually any type of tip–sample interaction
could be used to obtain local information on the sample
by applying the same general principle, provided that
the selected interaction was reasonably short-ranged.
Thus, a whole variety of new methods has been in-
troduced, which are denoted collectively as scanning
probe methods. Overviews are provided in [24.2] and
more recently [24.3].

The various methods, especially the above-men-
tioned scanning tunneling microscopy (STM) and scan-
ning force microscopy (SFM) – which is often fur-
ther classified into subdisciplines such as topography-
reflecting atomic force microscopy (AFM), Kelvin
probe force microscopy (KPFM), or magnetic force mi-
croscopy (MFM) – have been established as standard
methods for surface characterization on the nanometer
scale. The reason is that they feature extremely high res-
olution (often down to the atomic scale for STM and
AFM), despite a principally simple, compact, and com-
paratively inexpensive design.

An important advantage of the simple working prin-
ciple and the compact design of many scanning probe
microscopes (SPMs) is that they can be adapted to dif-
ferent environments such as air, all kinds of gaseous
atmospheres, liquids, or vacuum with reasonable effort.
Another advantage is their ability to work within a wide
temperature range. Microscope operation at higher tem-
peratures is chosen to study surface diffusion, surface
reactivity, surface reconstructions that only manifest
at elevated temperatures, high-temperature phase tran-
sitions, or to simulate conditions as they occur, e.g.,

in engines, catalytic converters or reactors. Ultimately,
the upper limit for the operation of an SPM is deter-
mined by the stability of the sample. However, thermal
drift, which limits the ability to move the tip in a con-
trolled manner with respect to the sample, as well
as the depolarization temperature of the piezoelectric
positioning elements might further restrict successful
measurements.

Conversely, low-temperature (LT) application of
SPMs is much more widespread than operation at high
temperatures. Essentially five reasons make researchers
adapt their experimental setups to low-temperature
compatibility. These are:

1. Reduced thermal drift
2. Lower noise levels
3. Enhanced stability of tip and sample
4. Reduction in piezo hysteresis/creep
5. Probably the most obvious, the fact that many phys-

ical effects are restricted to low temperature.

Reasons 1�4 only apply unconditionally if the
whole microscope body is kept at low temperature
(typically by employing a bath cryostat, Sect. 24.2).
Conversely, setups in which only the sample or the tip
is cooled (typically those that employ flow cryostats)
may show considerably less favorable operating char-
acteristics. As a result of 1�4, ultrahigh resolution
and long-term stability can be achieved on a level
that significantly exceeds what can be accomplished
at room temperature even under the most favorable
circumstances. Typical examples of (5) are supercon-
ductivity [24.4] and the Kondo effect [24.5].

This chapter is organized such that the advantages
associated with low-temperature microscope operation
are introduced first, followed by an overview of instru-
mentational aspects. Subsequently, certain exemplary
results of low-temperature STM and SFM operation
are presented and the chapter is concluded with a sum-
mary.
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24.1 Microscope Operation at Low Temperatures

24.1.1 Drift

Thermal drift originates from thermally activated move-
ments of individual atoms, which are reflected by the
thermal expansion coefficient. At room temperature,
typical values for solids are in the order of .1�50/�
10�6 K�1. If the temperature could be kept precisely
constant, any thermal drift would vanish, regardless
of the absolute temperature of the system. The close
coupling of the microscope to a large temperature
bath that maintains a constant temperature therefore
ensures a significant reduction in thermal drift and al-
lows for distortion-free long-term measurements. As
such, microscopes that are efficiently attached to suffi-
ciently large bath cryostats show a one- to two-order-
of-magnitude increase in thermal stability compared
with nonstabilized setups operated at room tempera-
ture.

A second effect also helps suppress thermally in-
duced drift of the probing tip relative to a specific
location on the sample surface: The thermal expansion
coefficients of materials at liquid-helium temperatures
are two or more orders of magnitude smaller than at
room temperature. Consequently, thermal drift during
low-temperature operation decreases significantly.

For some specific scanning probe methods, there
may be additional ways in which a change in temper-
ature can affect the quality of the data. In frequency-
modulation SFM (FM-SFM), for example, the mea-
surement principle relies on the accurate determination
of the eigenfrequency of the cantilever, which is de-
termined by its spring constant and its effective mass.
However, the spring constant changes with tempera-
ture due to both thermal expansion (i. e., the resulting
change in cantilever dimensions) and the variation of
the Young’s modulus with temperature. Assuming tem-
perature drift rates of about 2mK=min, as is typical for
room-temperature measurements, this effect might have
a significant influence on the obtained data.

It should be mentioned that software-based cor-
rection of thermal drift to a certain extent in SPM
experiments is now a possibility [24.6, 7]. Despite this
fact, low-temperature operation currently provides the
most direct and reliable route to the elimination of
thermal-drift-related effects.

24.1.2 Noise

The theoretically achievable resolution in SPM often in-
creases with decreasing temperature due to a decrease
in thermally induced noise. An example is the thermal
noise in SFM, which is proportional to the square root

of the temperature [24.8, 9]. Lowering the temperature
from T D 300 to 10K thus results in a reduction of
the thermal frequency noise by more than a factor of
five, enabling, e.g., three-dimensional force fields to be
acquired with atomic resolution on low-corrugation sur-
faces such as graphite [24.10].

Another, even more striking, example is the spec-
troscopic resolution in scanning tunneling spectroscopy
(STS). This depends linearly on the temperature [24.2]
and is consequently reduced even more at LT than the
thermal noise in AFM. This provides the opportunity
to study structures or physical effects not accessible at
room temperature such as Landau levels in semiconduc-
tors [24.11].

Finally, it might be worth mentioning that the en-
hanced stiffness of most materials at low temperatures
(increased Young’s modulus) leads to a reduced cou-
pling to external noise. Even though this effect is
considered small [24.9], it should not be ignored, es-
pecially when combined with the fact that artifacts in
atomic-resolution SPM experiments due to tip elastic-
ity [24.12, 13] are also expected to decrease at low
temperatures due to the increase in stiffness.

24.1.3 Stability

There are two major stability issues that considerably
improve at low temperature. First, low temperatures
close to the temperature of liquid helium inhibit most of
the thermally activated diffusion processes. As a con-
sequence, the sample surfaces show a significantly
increased long-term stability since defect motion and/or
adatom diffusion is massively suppressed. Most strik-
ingly, even single xenon atoms deposited on suitable
substrates can be successfully imaged [24.14, 15] or
even manipulated [24.16]. In the same way, low tem-
peratures also stabilize the atomic configuration at the
tip end by preventing sudden jumps of the most loosely
bound, foremost tip atom(s). Moreover, the large cryo-
stat that usually surrounds the microscope acts as an
effective cryo-pump. Thus, samples can be kept clean
for several weeks, which is a multiple of the corre-
sponding time at room temperature (about 3�4 h).

24.1.4 Piezo Relaxation and Hysteresis

The last important benefit of low-temperature opera-
tion of SPMs is that artifacts from the response of the
piezoelectric scanners are substantially reduced. After
applying a voltage ramp to one electrode of a piezo-
electric scanner, its immediate initial deflection, l0, is
followed by a much slower relaxation, �l, with a loga-
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rithmic time dependence. This effect, known as piezo
relaxation or creep, diminishes substantially at low
temperatures, typically by a factor of ten or more.

As a consequence, piezo nonlinearities and piezo hys-
teresis decrease accordingly. Additional information is
given in [24.17].

24.2 Instrumentation

The two main design criteria for all ultrahigh vacuum
(UHV)-based SPM systems (which we are exclusively
focusing on) are: (1) to provide an efficient decoupling
of the microscope from the UHV system and other
sources of external vibrations, and (2) to avoid most in-
ternal noise sources through the high mechanical rigid-
ity of the microscope body itself. In vacuum systems
designed for low-temperature applications, a signifi-
cant degree of complexity is added, since, on the one
hand, close thermal contact of the SPM and cryogen is
necessary to ensure the (nearly) drift-free conditions de-
scribed above, while, on the other hand, good vibration
isolation (both from the outside world, as well as from
the boiling or flowing cryogen) has to be maintained.

During the last couple of decades, a considerable
number of both home-built and commercial SPM de-
signs have been presented for low-temperature oper-
ation. Because of the variety of different approaches,
it is not possible to cover all related aspects here. In-
stead, we will briefly discuss a home-built combined
STM/SFM system that is specifically geared toward
atomic-resolution imaging and spectroscopy at low
temperatures that relies on a bath cryostat [24.18] rather
than a flow cryostat. The main advantage of using bath
cryostats instead of flow cryostats for low-temperature
operation is the fact that the whole microscope is kept
at the same cryogenic temperature which thus (nearly)
eliminates the occurrence of thermal drift between the
tip and the sample.

Drawings of the (i) UHV system that houses the
specific microscope to be discussed here, (ii) the cryo-
stat to which the microscope is attached, and (iii) the
microscope itself, are provided in Fig. 24.1. The UHV
system (Fig. 24.1a) is partially based on a commer-
cial design byOmicron Nanotechnology (Germany) and
features two individual chambers for sample prepara-
tion (via sputtering, annealing, oxygen plasma deposi-
tion, etc.) and surface analysis (via conventional surface
science techniques such as low-energy electron diffrac-
tion (LEED) and Auger spectroscopy) as well as a third
chamber (the SPM chamber) that houses the micro-
scope attached to the on-top bath cryostat. Samples are
introduced into the UHV system via a fast entry load
lock pumped by a turbo pump and sample transfer be-
tween different chambers occurs in situ via magnetic
transfer arms. All chambers are equipped with ion get-

ter and titanium sublimation pumps that allow base
pressures on the order of 10�11 mbar to be reached.
Additionally, the SPM and preparation chambers are
equipped with turbo pumps for the bakeout process and
pump-down from ambient pressure. For vibration isola-
tion purposes, the whole UHV system is situated on 12
active vibration isolation units in a sound-proofed room
on a basement floor.

The bath cryostat employed in the present design
(Fig. 24.1b) has been fabricated by Cryovac and con-
sists of a central dewar for liquid heliumwith a capacity
of 8:5 l and a shielding dewar that can contain up to 18 l
of liquid nitrogen. This setup allows low liquid helium
consumption (� 3 l=day). The cryostat features, on the
vacuum chamber side, a double set of thermal radiation
shields (gold-coated copper) that are cooled by the liq-
uid helium and liquid nitrogen dewars, respectively. The
microscope is situated inside the thermal shields and
may be suspended on a set of three springs for vibra-
tional isolation from the cryostat during measurements.
Thanks to a set of sliding doors on the shields, sample
and tip transfer occur in situ (as the microscope is cold
and under vacuum) and cool-down times after transfer
are on the order of 2 h. During operation, the whole mi-
croscope is at a typical temperature of � 5K.

The microscope itself (Fig. 24.1c) allows combined
STM/SFM operation thanks to the fact that it employs
quartz tuning forks rather than the conventional micro-
machined SFM cantilevers. While the particular details
associated with using tuning forks as sensing elements
for atomic-resolution SFM (often combined with STM)
are explained elsewhere [24.19], the main advantages
involve (i) self-sensing thanks to the piezoelectric char-
acter of the quartz and (ii) enhanced sensitivity to
short-range forces due to high mechanical stiffness.
The main body of the microscope is manufactured out
of Macor and is cylindrical with a height of 80mm
and a diameter of 40mm. To minimize thermal drift,
a (mostly) symmetric structural design has been em-
ployed and most metallic parts are made out of titanium
which has a similar thermal expansion coefficient to
Macor. In this particular design, the tip is stationary
and for the coarse approach, the sample is moved ver-
tically with respect to the tip by using a pan-style
motor that is based on a sapphire prism in point-contact
with several shear-piezo-stacks (see [24.18] for details).
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Fig. 24.1 Schematic
drawings of the (a) UHV
system that houses
the low-temperature
microscope described
in this chapter, (b) the
cryostat to which the
microscope is attached
and (c) the microscope
itself (left: section
view, right: front view).
Adapted from [24.18]

For precise three-dimensional positioning of the sam-
ple with respect to the tip during the fine approach and
data acquisition, a piezoelectric element in the shape of
a cylinder (the scan piezo) is employed.

To conclude this section, one should re-iterate that
careful instrumentational design for low-temperature
scanning probe microscopy allows imaging and spec-
troscopy experiments with ultrahigh resolution and sta-
bility to be successfully performed. In particular, the

3-D force spectroscopy data on surface-oxidized copper
and titanium dioxide surfaces discussed in Sect. 24.4
have been obtained with the specific microscope pre-
sented here. Finally, rapidly increasing prices for liq-
uid helium have recently led to the development of
cryogen-free designs for low-temperature SPM with
promising results (e.g., by RHK technology). It is pro-
jected that this trend in SPM instrumentation will accel-
erate in the near future.

24.3 Scanning Tunneling Microscopy and Spectroscopy

In this section, we review some of the most important
results achieved by low-temperature scanning tunneling
microscopy (LT-STM). After summarizing the results,

placing emphasis on the necessity of LT equipment, we
turn to the details of the different experiments and the
physical meaning of the results obtained.
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As described in Sect. 24.1, the LT equipment has
basically three advantages for scanning tunneling mi-
croscopy (STM) and spectroscopy (STS): First, the in-
struments are much more stable with respect to thermal
drift and the coupling to external noise, allowing the es-
tablishment of new functionalities for the instrument.
In particular, LT-STM has been used to move atoms on
a surface [24.16], cut molecules into pieces [24.20], re-
form bonds [24.21], charge individual atoms [24.22],
and, consequently, establish new structures on the na-
nometer scale. Also, the detection of light resulting
from tunneling into a particular molecule [24.23, 24],
the visualization of thermally induced atomic move-
ments [24.25], and the detection of hysteresis curves
of individual atoms [24.26] require LT instrumentation.
More recent accomplishments achieved with LT-STM
include the measurement of electron spin relaxation
times of individual atoms [24.27] and the detection of
magnetic remanence in single atoms [24.28].

Second, the spectroscopic resolution in STS de-
pends linearly on temperature and is, therefore, con-
siderably reduced at LT. This provides the opportunity
to study physical effects inaccessible at room tempera-
ture. Examples are the resolution of spin and Landau
levels in semiconductors [24.11], or the investiga-
tion of lifetime-broadening effects on the nanometer
scale [24.29]. Also the imaging of distinct electronic
wavefunctions in real space requires LT-STM [24.30].
More recently, vibrational levels, spin-flip excitations
and phonons have been detected with high spatial res-
olution at LT using the additional inelastic tunneling
channel [24.31–33].

Third, many physical effects, in particular effects
guided by electronic correlations, are restricted to
low temperature. Typical examples are superconductiv-
ity [24.4], the Kondo effect [24.5], and many of the
electron phases found in semiconductors [24.34]. Here,
LT-STM provides the possibility to study electronic ef-
fects on a local scale, and intensive work has been done
in this field, the most elaborate with respect to high-
temperature superconductivity [24.35–37].

24.3.1 Atomic Manipulation

Although manipulation of surfaces on the atomic scale
can be achieved at room temperature [24.38, 39], only
the use of LT-STM allows the placement of individual
atoms at desired atomic positions [24.40]. The main
reason is that rotation, diffusion, or charge transfer of
entities could be excited at higher temperature, making
the intentionally produced configurations unstable.

The usual technique to manipulate atoms is to in-
crease the current above a certain atom, which reduces
the tip–atom distance, then to move the tip with the

atom to a desired position and finally to reduce the
current again in order to decouple atom and tip. The
first demonstration of this technique was performed by
Eigler and Schweizer [24.16], who used Xe atoms on
a Ni(110) surface to write the three letters IBM (their
employer) on the atomic scale (Fig. 24.2a). Nowadays,
many laboratories are able to move different kinds
of atoms and molecules on different surfaces with
high precision. An example featuring CO molecules on
Cu(110) is shown in Fig. 24.2b–g. Even more complex
structures than the “2000” shown in the figure, such
as cascades of CO molecules that by mutual repulsive
interaction mimic different kinds of logic gates, have
been assembled and their functionality tested [24.41].
Although these devices are slow and restricted to low
temperature, they nicely demonstrate the high degree
of control achieved on the atomic scale.

The basic modes of controlled motion of atoms and
molecules by the tip are pushing, pulling, and slid-
ing. The selection of the particular mode depends on
the tunneling current, i. e., the distance between tip
and molecule, as well as on the particular molecule–
substrate combination [24.42]. It has been shown exper-
imentally that the potential landscape for the adsorbate
movement is modified by the presence of the tip [24.43,
44] and that excitations induced by the tunneling cur-
rent can trigger atomic or molecular motion [24.45,
46]. Other sources of motion are the electric field be-
tween tip and molecule or electromigration caused by
the high current density [24.40]. The required lateral
tip force for atomic motion has been measured for typi-
cal adsorbate–substrate combinations to be on the order
of 0:1 nN [24.47]. Other types of manipulation on the
atomic scale are feasible. Some of them require se-
lective inelastic tunneling into vibrational or rotational
modes of the molecules [24.48]. This leads to controlled
desorption [24.49], diffusion [24.50], molecular rota-
tion [24.51, 52], conformational change [24.53], or even
the controlled pick-up of molecules by the tip [24.21].
Dissociation can be achieved by voltage pulses [24.20]
inducing local heating, even if the pulse is applied at
distances of 100 nm away from the molecule [24.54].
Also, association of individual molecules [24.21, 55–
57] can require voltage pulses in order to overcome
local energy barriers. The process of controlled bond
formation can even be used for doping of single C60

molecules by up to four potassium atoms [24.58]. As
an example of controlled manipulation, Fig. 24.2h–m
shows the production of biphenyl from two iodoben-
zene molecules [24.59]. The iodine is abstracted by
voltage pulses (Fig. 24.2i,j), then the iodine is moved
to the terrace by the pulling mode (Fig. 24.2k,l), and fi-
nally the two phenyl parts are slid along the step edge
until they are close enough to react (Fig. 24.2m). The
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Fig. 24.2 (a) STM image of single Xe atoms positioned on a Ni(110) surface in order to realize the letters IBM on
the atomic scale (© D. Eigler, Almaden); (b–f) STM images recorded after different positioning processes of CO
molecules on a Cu(110) surface; (g) final artwork greeting the new millennium on the atomic scale ((b–g) © G. Meyer,
Zürich). (h–m) Synthesis of biphenyl from two iodobenzene molecules on Cu(111): First, iodine is abstracted from
both molecules (i,j); then the iodine between the two phenyl groups is removed from the step (k), and finally one of the
phenyls is slid along the Cu step (l) until it reacts with the other phenyl (m); the line drawings symbolize the actual status
of the molecules ((h–m) © S.W. Hla and K. H. Rieder, Berlin)

chemical identification of the product is not straight-
forward and partly requires detailed vibrational STM
spectroscopy [24.60].

Finally, also the charge state of a single atom or
molecule can be manipulated, tested, and read out.
A Au atom has been switched reversibly between two
charge states using an insulating thin film as the sub-
strate [24.22]. In addition, the carrier capture rate of
a single impurity level within the bandgap of a semi-
conductor has been quantified [24.61], and the point
conductance of a single atom has been measured and
turned out to be a reproducible quantity [24.62]. These

promising results might trigger a novel electronic field
of manipulation of matter on the atomic scale, which
is tightly related to the currently very popular field of
molecular electronics.

24.3.2 High-Resolution Spectroscopy

One of the most important modes of LT-STM is STS,
which detects the differential conductivity dI=dV as
a function of the applied voltage V and the position
(x; y). The dI=dV signal is basically proportional to the
local density of states (LDOS) of the sample, the sum



Part
E
|24.3

776 Part E Nanometrology

over squared single particle wavefunctions #i [24.2],

dI

dV
.V; x; y/ / LDOS .E; x; y/ D

X
�E

j#i.E; x; y/j2 ;

(24.1)

where �E is the energy resolution of the experiment.
In simple terms, each state corresponds to a tunneling
channel, if it is located between the Fermi levels (EF)
of the tip and the sample. Thus, all states located in
this energy interval contribute to I, while dI=dV.V/ de-
tects only the states at the energy E corresponding to
V. The local intensity of each channel depends further
on the LDOS of the state at the corresponding surface
position and its decay length into vacuum. For s-like
tip states, Tersoff and Hamann have shown that it is
simply proportional to the LDOS at the position of the
tip [24.63]. Therefore, as long as the decay length is
spatially constant, one measures the LDOS at the sur-
face (24.1). Note that the contributing states are not
only surface states, but also bulk states. However, sur-
face states usually dominate if present. Chen has shown
that higher orbital tip states lead to the so-called deriva-
tion rule [24.64]: pz-type tip states detect d(LDOS)=dz,
d2z-states detect d

2(LDOS)=dz2, and so on. As long as
the decay into vacuum is exponential and spatially con-
stant, this leads only to an additional, spatially constant
factor in dI=dV. Thus, it is still the LDOS that is mea-
sured (24.1). The requirement of a spatially constant
decay is usually fulfilled on larger length scales, but not
on the atomic scale [24.64]. There, states located close
to the atoms show a stronger decay into vacuum than
the less localized states in the interstitial region. This
effect can lead to STS corrugations that are larger than
the real LDOS corrugations [24.65].

The voltage dependence of dI=dV is sensitive to
a changing decay length with V, which increases with
V. This influence can be reduced at higher V by dis-
playing dI=dV=.I=V/ [24.66]. Additionally, dI=dV.V/
curves might be influenced by possible structures in the
density of states (DOS) of the tip, which also contribute
to the number of tunneling channels [24.67]. However,
these structures can usually be identified, and only tips
free of characteristic DOS structures are used for quan-
titative experiments.

Importantly, the energy resolution�E is largely de-
termined by temperature. It is defined as the smallest
energy distance of two ı-peaks in the LDOS that can
still be resolved as two individual peaks in dI=dV.V/
curves and is �E D 3:3 kBT [24.2]. The temperature
dependence is nicely demonstrated in Fig. 24.3, where
the tunneling gap of the superconductor Nb is measured
at different temperatures [24.68]. The peaks at the rim

Differential conductance (arb. units)

Sample bias (mV)
–8 –6 –4 –2 0 2 4 6 8

8.6 K

7 K

5 K

3 K

1.6 K

380 mK

Fig. 24.3 Differential conductivity curve dI=dV.V/ mea-
sured on a Au surface by a Nb tip (circles). Different tem-
peratures are indicated; the lines are fits according to the
superconducting gap of Nb folded with the temperature-
broadened Fermi distribution of the Au (© S.H. Pan,
Houston)

of the gap get wider at temperatures well below the crit-
ical temperature of the superconductor (Tc D 9:2K).

Lifetime Broadening
Besides �E, intrinsic properties of the sample lead
to a broadening of spectroscopic features. Basically,
the finite lifetime of the electron or hole in the corre-
sponding state broadens its energetic width. Any kind
of interaction such as electron–electron interaction can
be responsible. Lifetime broadening has usually been
measured by photoemission spectroscopy (PES), but
it turned out that lifetimes of surface states on noble-
metal surfaces determined by STS (Fig. 24.4a,b) are
up to a factor of three larger than those measured
by PES [24.69]. The reason is probably that defects
broaden the PES spectrum. Defects are unavoidable
in a spatially integrating technique such as PES, thus
STS has the advantage of choosing a particularly clean
area for lifetime measurements. The STS results can
be successfully compared with theory, highlighting the
dominating influence of intraband transitions for the
surface-state lifetime on Au(111) and Cu(111), at least
close to the onset of the surface band [24.29].

With respect to band electrons, the analysis of the
width of the band onset on dI=dV.V/ curves has the
disadvantage of being restricted to the onset energy.
Another method circumvents this problem by mea-
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suring the decay of standing electron waves scattered
from a step edge as a function of energy [24.70].
Figure 24.4c,d shows the resulting oscillating dI=dV
signal measured for two different energies. To deduce
the coherence length L˚ , which is inversely propor-
tional to the lifetime �˚ , one has to consider that
the finite energy resolution �E in the experiment also

Fig. 24.4 (a,b) Spatially averaged dI=dV curves of
Ag(111) and Cu(111); both surfaces exhibit a surface state
with parabolic dispersion, starting at �65 and �430meV,
respectively. The lines are drawn to determine the en-
ergetic width of the onset of these surface bands ((a,b)
© R. Berndt, Kiel); (c) dI=dV intensity as a function of
position away from a step edge of Cu(111) measured at the
voltages (E�EF), as indicated (points); the lines are fits
assuming standing electron waves with a phase coherence
length L˚ as marked; (d) resulting phase coherence time as
a function of energy for Ag(111) and Cu(111). Inset shows
the same data on a double-logarithmic scale, evidencing
the E�2 dependence (line) ((c,d) ©H. Brune, Lausanne) J

leads to a decay of the standing wave away from the
step edge. The dotted fit line using L˚ D 1 indicates
this effect and, more importantly, shows a discrepancy
from the measured curve. Only including a finite co-
herence length of 6:2 nm results in good agreement,
which in turn determines L˚ and thus �˚ , as dis-
played in Fig. 24.4c. The determined 1=E2 dependence
of �˚ points to a dominating influence of electron–
electron interactions at higher energies in the surface
band.

Landau and Spin Levels
Moreover, the increased energy resolution at LT allows
the resolution of electronic states that are not resolv-
able at room temperature (RT); for example, Landau
and spin quantization appearing in a magnetic field B
have been probed on InAs(110) [24.11, 71]. The corre-
sponding quantization energies are given by ELandau D
¯eB=meff and Espin D g�B. Thus, InAs is a good choice,
since it exhibits a low effective mass meff=me D 0:023
and a high g-factor of 14 in the bulk conduction band.
The values in metals are meff=me � 1 and g � 2, re-
sulting in energy splittings of only 1:25 and 1:20meV
at B D 10T. This is obviously lower than the typical
lifetime broadenings discussed in the previous section
and also close to �E D 1:1meV achievable at T D
4K.

Fortunately, the electron density in doped semicon-
ductors is much lower, and thus the lifetime increases
significantly. Figure 24.5a shows a set of spectroscopy
curves obtained on InAs(110) in different magnetic
fields [24.11]. Above EF, oscillations with increasing
intensity and energy distance are observed. They show
the separation expected from Landau quantization. In
turn, they can be used to deducemeff from the peak sep-
aration (Fig. 24.5b). An increase of meff with increasing
E has been found, as expected from theory. Also, at high
fields, spin quantization is observed (Fig. 24.5c). It is
larger than expected from the bare g-factor due to con-
tributions from exchange enhancement [24.72].
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Fig. 24.5 (a) dI=dV curves of n-InAs(110) at different magnetic fields, as indicated; EBCBM marks the bulk conduction
band minimum; oscillations above EBCBM are caused by Landau quantization; the double peaks at B D 6T are caused
by spin quantization. (b) Effective-mass data deduced from the distance of adjacent Landau peaks �E according to
�E D heB=meff (open symbols); filled symbols are data from planar tunnel junctions (Tsui), the solid line is a mean-
square fit of the data and the dashed line is the expected effective mass of InAs according to k �p theory. (c)Magnification
of a dI=dV curve at B D 6T, exhibiting spin splitting; the Gaussian curves marked by arrows are the fitted spin levels

Atomic Energy Levels
Another opportunity at LT is to study electronic states
and resonances of single adatoms. A complicated reso-
nance is the Kondo resonance described below. A sim-
pler resonance is a surface state bound at the adatom po-
tential. It appears as a spatially localized peak below the
onset of the extended surface state (Fig. 24.4a) [24.73,
74]. A similar resonance caused by a mixing of bulk
states of the NiAl(110) substrate with atomic Au levels
has been used to detect exchange splitting in Au dimers
as a function of interatomic distance [24.75]. Single
magnetic adatoms on the same surface also exhibit
a double-peak resonance, but here due to the influence
of spin-split d-levels of the adsorbate [24.76]. Atomic
and molecular states decoupled from the substrate have
finally been observed, when the atoms or molecules are
deposited on an insulating thin film [24.22, 57].

Vibrational Levels
Inelastic tunneling processes contribute to the tunneling
current. The coupling of electronic states to vibrational
levels is one source of inelastic tunneling [24.33]. It
provides additional channels contributing to dI=dV.V/
with final states at energies different from V. The final
energy is simply shifted by the energy of the vibra-
tional level. If only discrete vibrational energy levels
couple to a smooth electronic DOS, one expects a peak
in d2I=dV2 at the vibrational energy. This situation ap-

pears for molecules on noble-metal surfaces. As usual,
the isotope effect can be used to verify the vibrational
origin of the peak. First indications of vibrational lev-
els have been found for H2O and D2O on TiO2 [24.77],
and completely convincing work has been performed
for C2H2 and C2D2 on Cu(001) [24.33] (Fig. 24.6a).
The technique has been used to identify individual
molecules on the surface by their characteristic vibra-
tional levels [24.60]. Moreover, the orientation of com-
plexes with respect to the surface can be determined
to a certain extent, since the vibrational excitation de-
pends on the position of the tunneling current within
the molecule. Finally, the excitation of certain molec-
ular levels can induce such corresponding motions as
hopping [24.50], rotation [24.52] (Fig. 24.6b–e), or des-
orption [24.49] leading to additional possibilities for
manipulation on the atomic scale.

In turn, the manipulation efficiency as a function
of applied voltage can be used to identify vibrational
energies within the molecule, even if they are not
detectable directly by d2I=dV2 spectroscopy [24.78].
Multiple vibronic excitations are found by positioning
the molecule on an insulating film, leading to the obser-
vation of equidistant peaks in d2I=dV2.V/ [24.79].

Kondo Resonance
A rather intricate interaction effect is the Kondo effect.
It results from a second-order scattering process be-
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Fig. 24.6 (a) d2I=dV2 curves taken above a C2H2 and
a C2D2 molecule on Cu(100); the peaks correspond to the
C�H or C�D stretch-mode energy of the molecule, re-
spectively. (b) Sketch of O2 molecule on Pt(111). (c) Tun-
neling current above an O2 molecule on Pt(111) during
a voltage pulse of 0:15 V; the jump in current indicates
rotation of the molecule. (d,e) STM images of an O2

molecule on Pt(111) (V D 0:05V), prior to and after ro-
tation induced by a voltage pulse to 0:15 V ((a–e) © W.
Ho, Irvine)

tween itinerate states and a localized state [24.80]. The
two states exchange some degree of freedom back and
forth, leading to a divergence of the scattering proba-
bility at the Fermi level of the itinerate state. Because
of the divergence, the effect strongly modifies sam-
ple properties. For example, it leads to an unexpected
increase in resistance with decreasing temperature for
metals containing magnetic impurities [24.5]. Here, the
exchanged degree of freedom is the spin. A spectro-
scopic signature of the Kondo effect is a narrow peak in

the DOS at the Fermi level, continuously disappearing
above a characteristic temperature (the Kondo tempera-
ture). STS provides the opportunity to study this effect
on the local scale [24.81, 82].

Figure 24.7a–d shows an example of Co clusters
deposited on a carbon nanotube [24.83]. While only
a small dip at the Fermi level, probably caused by cur-
vature influences on the �-orbitals, is observed without
Co (Fig. 24.7b) [24.84], a strong peak is found around
a Co cluster deposited on top of the tube (Co cluster
is marked in Fig. 24.7a). The peak is slightly shifted
with respect to V D 0mV due to the so-called Fano
resonance [24.85] which results from interference of
the tunneling processes into the localized Co level and
the itinerant nanotube levels. The resonance disappears
within several nanometers of the cluster, as shown in
Fig. 24.7d.

The Kondo effect has also been detected for dif-
ferent magnetic atoms deposited on noble-metal sur-
faces [24.81, 82]. There, it disappears at about 1 nm
from the magnetic impurity, and the effect of the
Fano resonance is more pronounced, contributing to
dips in dI=dV.V/ curves instead of peaks. Detailed in-
vestigations show that the d-level occupation of the
adsorbate [24.86] as well as the surface charge den-
sity [24.87, 88] matter for the Kondo temperature. Ex-
change interaction between adsorbates tunable by their
mutual distance can be used to tune the Kondo temper-
ature [24.89] or even to destroy the Kondo resonance
completely [24.90]. Meanwhile, magnetic molecules
have also been shown to exhibit Kondo resonances.
This increases the tunability of the Kondo effect, e.g.,
by the selection of adequate ligands surrounding the
localized spins [24.91, 92], by distant association of
other molecules [24.93], or by conformational changes
within the molecule [24.94].

A fascinating experiment has been performed by
Manoharan et al. [24.95], who used manipulation to
form an elliptic cage for the surface states of Cu(111)
(Fig. 24.7e, bottom part). This cage was constructed
to have a quantized level at EF. Then, a Co atom was
placed in one focus of the elliptic cage, producing
a Kondo resonance. Surprisingly, the same resonance
reappeared in the opposite focus, but not away from the
focus (Fig. 24.7e, top part). This shows amazingly that
complex local effects such as the Kondo resonance can
be wave-guided to remote points.

24.3.3 Imaging Electronic Wave Functions

Bloch Waves
Since STS measures the sum of squared wavefunc-
tions (24.1), it is an obvious task to measure the local
appearance of the simplest wavefunctions in solids,
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Fig. 24.7 (a) STM image of a Co cluster on a single-wall carbon nanotube (SWNT). (b) dI=dV curves taken directly
above the Co cluster (Co) and far away from the Co cluster (SWNT); the arrow marks the Kondo peak. (c) STM image
of another Co cluster on a SWNT with symbols marking the positions where the dI=dV curves displayed in (d) are taken.
(d) dI=dV curves taken at the positions marked in (c) ((a–d) © C. Lieber, Cambridge). (e) Lower part: STM image of
a quantum corral of elliptic shape made from Co atoms on Cu(111); one Co atom is placed at one of the foci of the
ellipse. Upper part: map of the strength of the Kondo signal in the corral; note that there is also a Kondo signal at the
focus that is not covered by a Co atom ((e) © D. Eigler, Almaden)

namely Bloch waves. The atomically periodic part of
the Bloch wave is always measured if atomic reso-
lution is achieved (inset of Fig. 24.9a). However, the
long-range wavy part requires the presence of scatter-
ers. The electron wave impinges on the scatterer and is
reflected, leading to self-interference. In other words,
the phase of the Bloch wave becomes fixed by the scat-
terer.

Such self-interference patterns were first found on
graphite (0001) [24.96] and later on noble-metal sur-
faces, where adsorbates or step edges scatter the surface
states (Fig. 24.8a) [24.30]. Fourier transforms of the
real-space images reveal the k-space distribution of the
corresponding states [24.97], which may include addi-
tional contributions besides the surface state [24.98].
Using particular geometries such as so-called quantum
corrals, the Bloch waves can be confined (Fig. 24.8b).
Depending on the geometry of the corral, the resulting
state looks rather complex, but it can usually be repro-
duced by simple calculations involving single-particle
states only [24.99].

Meanwhile, Bloch waves in semiconductors scat-
tered at charged dopants (Fig. 24.8c,d) [24.100], Bloch
states confined in semiconducting or organic quan-
tum dots (Fig. 24.8e–g) [24.101–103] and quantum
wells [24.104], as well as Bloch waves confined in
short-cut carbon nanotubes (Fig. 24.8h,i) [24.105,
106] have been visualized. In special nanostructures,

it was even possible to extract the phase of the
wavefunction by using the mathematically known
transformation matrices of so-called isospectral struc-
tures, i. e., geometrically different structures exhibit-
ing exactly the same spatially averaged density of
states. The resulting wavefunctions #.x/ are shown in
Fig. 24.8j [24.107].

More localized structures, where a Bloch wave
description is not appropriate, have been imaged,
too. Examples are the highest occupied molecular
orbital (HOMO) and lowest unoccupied molecular
orbital (LUMO) of pentacene molecules deposited
on NaCl/Cu(100) (Fig. 24.8k,l) [24.57], the different
molecular states of C60 on Ag(110) (Fig. 24.8m–
o) [24.108], the anisotropic states of Mn acceptors
in a semiconducting host [24.109, 110], and the hy-
bridized states developing within short monoatomic Au
chains, which result in particular states at the end of the
chains [24.111, 112]. Using pairs of remote Mn accep-
tors, even symmetric and antisymmetric pair wavefunc-
tions have been imaged in real space [24.113].

The central requirements for a detailed imaging of
wavefunctions are LT for an appropriate energetic dis-
tinction of an individual state, adequate decoupling of
the state from the substrate in order to decrease lifetime-
induced broadening effects, and, partly, the selection
of a system with an increased Bohr radius in order to
increase the spatial extension of details above the lat-
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Fig. 24.8a–d (a) Low-voltage STM image of Cu(111) in-
cluding two defect atoms; the waves are electronic Bloch
waves scattered at the defects; (b) low-voltage STM image
of a rectangular quantum corral made from single atoms on
Cu(111); the pattern inside the corral is the confined state
of the corral close to EF; (© D. Eigler, Almaden (a,b));
(c) STM image of GaAs(110) around a Si donor, V D
�2:5V; the line scan along A, shown in (d), exhibits an
additional oscillation around the donor caused by a stand-
ing Bloch wave; the grid-like pattern corresponds to the
atomic corrugation of the Bloch wave (© H. van Kempen,
Nijmegen (c,d)); (e–g) dI=dV images of a self-assembled
InAs quantum dot deposited on GaAs(100) and measured
at different V ((e) 1:05 V, (f) 1:39V, (g) 1:60 V). The im-
ages show the squared wavefunctions confined within the
quantum dot, which exhibit zero, one, and two nodal lines
with increasing energy. (h) STM image of a short-cut car-
bon nanotube; (i) greyscale plot of the dI=dV intensity
inside the short-cut nanotube as a function of position
(x-axis) and tunneling voltage (y-axis); four wavy pat-
terns of different wavelength are visible in the voltage
range from �0:1 to 0:15V (© C. Dekker, Delft (h,i));
(j) two reconstructed wavefunctions confined in so-called
isospectral corrals made of CO molecules on Cu(111).
Note that #.x/ instead of j#.x/j2 is displayed, exhibit-
ing positive and negative values. This is possible since
the transplantation matrix transforming one isospectral
wavefunction into another is known (© H. Manoharan,
Stanford (j)); (k,l) STM images of a pentacene molecule
deposited on NaCl=Cu(100) and measured with a pen-
tacene molecule at the apex of the tip at V D �2:5V
((k) HOMO D highest occupied molecular orbital) and
V D 2:5V ((l) LUMO D lowest unoccupied molecular
orbital) (© J. Repp, Regensburg (k,l)); (m) STM im-
age of a C60 molecule deposited on Ag(100), V D 2:0V;
(n,o) dI=dV images of the same molecule at V D 0:4V (n),
1:6V (n) ((m–o) © M. Crommie, Berkeley) I

eral resolution of STM, thereby improving, e.g., the
visibility of bonding and antibonding pair states within
a dimer [24.113].

Wavefunctions in Disordered Systems
More complex wavefunctions result from interactions.
A nice playground to study such interactions is doped
semiconductors. The reduced electron density with re-
spect to metals increases the importance of electron
interactions with potential disorder and other electrons.
Applying a magnetic field quenches the kinetic energy,
thus enhancing the importance of interactions. A dra-
matic effect can be observed on InAs(110), where three-
dimensional (3-D) bulk states are measured. While the
usual scattering states around individual dopants are ob-
served at B D 0 T (Fig. 24.9a) [24.114], stripe structures
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are found at high magnetic field (Fig. 24.9b) [24.115].
They run along equipotential lines of the disorder po-
tential. This can be understood by recalling that the
electron tries to move in a cyclotron circle, which be-
comes a cycloid path along an equipotential line within
an inhomogeneous electrostatic potential [24.116].
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Fig. 24.9 (a) dI=dV image of InAs(110) at V D 50mV,
B D 0T; circular wave patterns corresponding to standing
Bloch waves around each sulphur donor are visible; inset
shows a magnification revealing the atomically periodic
part of the Bloch wave. (b) Same as (a), but at B D 6T;
the stripe structures are drift states. (c) dI=dV image of a 2-
D electron system on InAs(110) induced by the deposition
of Fe, B D 0T. (d) Same as (c) but at B D 6T; note that the
contrast in (a) is increased by a factor of ten with respect
to (b–d)

The same effect has been found in two-dimensional
(2-D) electron systems (2-DES) of InAs at the same
large B-field (Fig. 24.9d) [24.117]. However, the scat-
tering states at B D 0 T are much more complex in 2-D
(Fig. 24.9c) [24.118]. The reason is the tendency of
a 2-DES to exhibit closed scattering paths [24.119].
Consequently, the self-interference does not result from
scattering at individual scatterers, but from compli-
cated self-interference paths involving many scatterers.
Nevertheless, the wavefunction pattern can be repro-
duced by including these effects within the calcula-
tions.

Reducing the dimensionality to one dimension
(1-D) leads again to complicated self-interference pat-
terns due to the interaction of the electrons with sev-
eral impurities [24.120, 121]. For InAs, they can be
reproduced by single-particle calculations. However,
experiments imaging self-interference patterns close to
the end of a C-nanotube are interpreted as indications
of spin charge separation, a genuine property of 1-D
electrons not feasible within the single-particle descrip-
tion [24.122].

Charge Density Waves, Jahn–Teller Distortion
Another interaction modifying the LDOS is the
electron–phonon interaction. Phonons scatter electrons
between different Fermi points. If the wavevectors
connecting Fermi points exhibit a preferential orien-
tation, a so-called Peierls instability occurs [24.123].
The corresponding phonon energy goes to zero, the
atoms are slightly displaced with the periodicity of the
corresponding wavevector, and a charge density wave
(CDW) with the same periodicity appears. Essentially,
the CDW increases the overlap of the electronic states
with the phonon by phase fixing with respect to the
atomic lattice. The Peierls transition naturally occurs in
one-dimensional (1-D) systems, where only two Fermi
points are present and hence preferential orientation is
excessive. It can also occur in 2-D systems if large parts
of the Fermi line run in parallel.

STS studies of CDWs are numerous [24.124, 125].
Examples of a 1-D CDW on a quasi-1-D bulk mate-
rial and of a 2-D CDW are shown in Fig. 24.10a–d and
Fig. 24.10e–h, respectively [24.126, 127]. In contrast
to usual scattering states, where LDOS corrugations
are only found close to the scatterer, the corrugations
of CDWs are continuous across the surface. Heating
the substrate toward the transition temperature leads to
a melting of the CDW lattice, as shown in Fig. 24.10f–h.

CDWs have also been found on monolayers
of adsorbates such as a monolayer of Pb on
Ge(111) [24.128]. These authors performed a nice
temperature-dependent study revealing that the CDW
is nucleated by scattering states around defects, as
one might expect [24.129]. Some of the transitions
have been interpreted as more complex Mott–Hubbard
transitions caused primarily by electron–electron inter-
actions [24.130]. One-dimensional systems have also
been prepared on surfaces showing Peierls transi-
tions [24.131, 132]. Finally, the energy gap occurring at
the transition has been studied by measuring dI=dV.V/
curves [24.133].

A more local crystallographic distortion due to
electron–lattice interactions is the Jahn–Teller effect.
Here, symmetry breaking by elastic deformation can
lead to the lifting of degeneracies close to the Fermi
level. This results in an energy gain due to the low-
ering of the energy of the occupied levels. By tuning
the Fermi level of an adsorbate layer to a degeneracy
via doping, such a Jahn–Teller deformation has been
induced on a surface and visualized by STM [24.134].

Superconductors
An intriguing effect resulting from electron–phonon in-
teraction is superconductivity. Here, the attractive part
of the electron–phonon interaction leads to the cou-
pling of electronic states with opposite wave vector
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Fig. 24.10 (a) STM image of the ab-plane of the organic quasi-1-D conductor tetrathiafulvalene tetracyanoquinodimethane (TTF-
TCNQ), T D 300K; while the TCNQ chains are conducting, the TTF chains are insulating. (b) Stick-and-ball model of the
ab-plane of TTF-TCNQ. (c) STM image taken at T D 61K; the additional modulation due to the Peierls transition is visible in the
profile along line AB shown in (d); the brown triangles mark the atomic periodicity and the black triangles the expected CDW
periodicity ((a–d) ©M. Kageshima, Kanagawa). (e–h) Low-voltage STM images of the two-dimensional CDW system 1T-TaS2
at T D 242K (e), 298 K (f), 349 K (g), and 357K (h). A long-range, hexagonal modulation is visible besides the atomic spots; its
periodicity is highlighted by large white dots in (e); the additional modulation obviously weakens with increasing T , but is still
apparent in (f) and (g), as evidenced in the lower-magnification images in the insets ((e–h) © C. Lieber, Cambridge)

and mostly opposite spin [24.135]. Since the resulting
Cooper pairs are bosons, they can condense at LT, form-
ing a coherent many-particle phase, which can carry
current without resistance. Interestingly, defect scatter-
ing does not influence the condensate if the coupling
along the Fermi surface is homogeneous (s-wave su-
perconductor). The reason is that the symmetry of the
scattering of the two components of a Cooper pair effec-
tively leads to a scattering from one Cooper pair state to
another without affecting the condensate. This is differ-
ent if the scatterer is magnetic, since the different spin
components of the pair are scattered differently, lead-
ing to an effective pair breaking, which is visible as
a single-particle excitation within the superconducting
gap. On a local scale, this effect was first demonstrated
by putting Mn, Gd, and Ag atoms on a Nb(110) sur-
face [24.136]. While the nonmagnetic Ag does not
modify the gap shown in Fig. 24.11a, it is modified in
an asymmetric fashion close to Mn or Gd adsorbates, as
shown in Fig. 24.11b. The asymmetry of the additional
intensity is caused by the breaking of the particle–hole
symmetry due to the exchange interaction between the
localized Mn state and the itinerate Nb states.

Another important local effect is caused by the rel-
atively large coherence length of the condensate. At
a material interface, the condensate wavefunction can-
not stop abruptly, but overlaps into the surrounding
material (proximity effect). Consequently, a supercon-
ducting gap can be measured in areas of nonsupercon-
ducting material. Several studies have shown this effect
on the local scale using metals and doped semiconduc-
tors as surrounding materials [24.137, 138].

While the classical type I superconductors are ideal
diamagnets, the so-called type II superconductors can
contain magnetic flux. The flux forms vortices, each
containing one flux quantum. These vortices are ac-
companied by the disappearance of the superconducting
gap and, therefore, can be probed by STS [24.139].
LDOS maps measured inside the gap lead to bright fea-
tures in the area of the vortex core. Importantly, the
length scale of these features is different from the length
scale of the magnetic flux due to the difference between
the London penetration depth and the electronic coher-
ence length. Thus, STS probes a different property of
the vortex than the usual magnetic imaging techniques
(Sect. 24.4.5). Surprisingly, first measurements of the
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Fig. 24.11 (a) dI=dV curve of Nb(110) at T D 3:8K (sym-
bols) in comparison with a BCS fit of the supercon-
ducting gap of Nb (line). (b) Difference between the
dI=dV curve taken directly above a Mn atom on Nb(110)
and the dI=dV curve taken above clean Nb(110) (sym-
bols) in comparison with a fit using the Bogulubov–de
Gennes equations (line) (© D. Eigler, Almaden (a,b)).
(c–e) dI=dV images of a vortex core in the type II su-
perconductor 2H-NbSe2 at 0mV (c), 0:24mV (d), and
0:48mV (e) ((c–e) © H. F. Hess). (f–h) Corresponding
calculated LDOS images within the Eilenberger frame-
work ((f–h) © K. Machida, Okayama). (i) Overlap of an
STM image at V D �100mV (background 2-D image) and
a dI=dV image at V D 0mV (overlapped 3-D image) of op-
timally doped Bi2Sr2CaCu2O8Cı containing 0:6% Zn im-
purities. The STM image shows the atomic structure of the
cleavage plane, while the dI=dV image shows a bound state
within the superconducting gap, which is located around
a single Zn impurity. The fourfold symmetry of the bound
state reflects the d-like symmetry of the superconducting
pairing function; (j) dI=dV spectra of Bi2Sr2CaCu2O8Cı

measured at different positions of the surface at T D 4:2K;
the phonon peaks are marked by arrows, and the deter-
mined local gap size $ is indicated; note that the strength
of the phonon peak increases with the strength of the
coherence peaks surrounding the gap; (k) LDOS in the
vortex core of slightly overdoped Bi2Sr2CaCu2O8Cı , B D
5T; the dI=dV image taken at B D 5T is integrated over
V D 1�12mV, and the corresponding dI=dV image at
B D 0T is subtracted to highlight the LDOS induced by
the magnetic field. The checkerboard pattern within the
seven vortex cores exhibits a periodicity, which is four-
fold with respect to the atomic lattice shown in (i) and
is thus assumed to be a CDW; (l) STM image of cleaved
Ca1:9Na0:1CuO2Cl2 at T D 0:1K, i. e., within the super-
conducting phase of the material; a checkerboard pattern
with fourfold periodicity is visible on top of the atomic res-
olution (© S. Davis, Cornell and S. Uchida, Tokyo (i–l)) J

vortices on NbSe2 revealed vortices shaped as a six-
fold star [24.140] (Fig. 24.11c).With increasing voltage
inside the gap, the orientation of the star rotates by
30ı (Fig. 24.11d,e). The shape of these stars could fi-
nally be reproduced by theory, assuming an anisotropic
pairing of electrons in the superconductor (Fig. 24.11f–
h) [24.141]. Additionally, bound states inside the vortex
core, which result from confinement by the surrounding
superconducting material, are found [24.140]. Further
experiments investigated the arrangement of the vor-
tex lattice, including transitions between hexagonal and
quadratic lattices [24.142], the influence of pinning
centers [24.143], and the vortex motion induced by cur-
rent [24.144].

A central topic is still the understanding of high-
temperature superconductors (HTSC). An almost ac-
cepted property of HTSC is their d-wave pairing sym-
metry, which is partly combined with other contri-
butions [24.145]. The corresponding k-dependent gap
(where k is the reciprocal lattice vector) can be mea-
sured indirectly by STS using a Fourier transforma-
tion of the LDOS(x; y) determined at different ener-
gies [24.146]. This shows that LDOS modulations in
HTSC are dominated by simple self-interference pat-
terns of the Bloch-like quasiparticles [24.147]. How-
ever, scattering can also lead to pair breaking (in con-
trast to s-wave superconductors), since the Cooper-pair
density vanishes in certain directions. Indeed, scatter-
ing states (bound states in the gap) around nonmagnetic
Zn impurities have been observed in Bi2Sr2CaCu2O8C‹

(BSCCO) (Fig. 24.11i,j) [24.148]. They reveal a d-
like symmetry, but not the one expected from simple
Cooper-pair scattering. Other effects such as magnetic
polarization in the environment probably have to be
taken into account [24.149]. An interesting topic is the
importance of inhomogeneities in HTSC materials. Ev-
idence for inhomogeneities has indeed been found in
underdoped materials, where puddles of the supercon-
ducting phase identified by the coherence peaks around
the gap are shown to be embedded in nonsuperconduct-
ing areas [24.36].

In addition, temperature-dependent measurements
of the gap size development at each spatial position
exhibit a percolation-type behavior above Tc [24.35].
This stresses the importance of inhomogeneities, but
the observed percolation temperature being higher than
Tc shows that Tc is not caused by percolation of su-
perconducting puddles only. Conversely, it was found
that for overdoped and optimally doped samples the gap
develops continuously across Tc, showing a universal
relation between the local gap size �.T D 0/ (mea-
sured at low temperature) and the local critical tem-
perature Tp (at which the gap completely disappears):
2�.T D 0/=.kBTp/ � 8. The latter result is evidence
that the so-called pseudogap phase is a phase with in-
coherent Cooper pairs. The results are less clear in the
underdoped region, where probably two gaps compli-
cate the analysis. Below Tc, it turns out that the strength
of the coherence peak is anticorrelated to the local
oxygen acceptor density [24.147] and, in addition, cor-
related to the energy of an inelastic phonon excitation
peak in dI=dV spectra [24.37]. Figure 24.11j shows cor-
responding spectra taken at different positions, where
the coherence peaks and the nearby phonon peaks
marked by arrows are clearly visible. The phonon origin
of the peak has been proven by the isotope effect, sim-
ilar to Fig. 24.6a. The strong intensity of the phonon
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side-peak as well as the correlation of its strength with
the coherence peak intensity points towards an impor-
tant role of electron–phonon coupling for the pairing
mechanism. However, since the gap size does not scale
with the strength of the phonon peak [24.150], other
contributions must be involved too.

Of course, vortices have also been investigated
for HTSC [24.151]. Bound states are found, but at
energies that are in disagreement with simple mod-
els, assuming a Bardeen–Cooper–Schrieffer (BCS)-
like d-wave superconductor [24.152, 153]. Theory pre-
dicts, instead, that the bound states are magnetic-field-
induced spin density waves, stressing the competition
between antiferromagnetic order and superconductiv-
ity in HTSC materials [24.154]. Since the spin density
wave is accompanied by a charge density wave of
half wavelength, it can be probed by STS [24.155].
Indeed, a checkerboard pattern of the right period-
icity has been found in and around vortex cores in
BSCCO (Fig. 24.11k). Similar checkerboards, which
do not show any E.k/ dispersion, have also been found
in the underdoped pseudogap phase at temperatures
higher than the superconducting transition tempera-
ture [24.156] or at dopant densities lower than the
critical doping [24.157]. Depending on the sample, the
patterns can be either homogeneous or inhomogeneous
and exhibit slightly different periodicities. However,
the fact that the pattern persists within the supercon-
ducting phase as shown in Fig. 24.11l, at least for
Na-CCOC, indicates that the corresponding phase can
coexist with superconductivity. This raises the question
of whether spin density waves are the central oppo-
nent to HTSC. Interestingly, a checkerboard pattern
of similar periodicity, but without long-range order, is
also found, if one displays the particle–hole asymme-
try of dI=dV.V/ intensity in underdoped samples at low
temperature [24.158]. Since the observed asymmetry
is known to be caused by the lifting of the correlation
gap with doping, the checkerboard pattern might be di-
rectly linked to the corresponding localized holes in the
CuO planes appearing at low doping. Although a com-
prehensive model for HTSC materials is still lacking,
STS contributes significantly to disentangling this puz-
zle.

Notice that all the measurements described above
have probed the superconducting phase only indirectly
by measuring the quasiparticle LDOS. The supercon-
ducting condensate itself could principally also be
probed directly using Cooper-pair tunneling between
a superconducting tip and a superconducting sample.
A proof of principle of this detection scheme has
indeed been given at low tunneling resistance (R �
50 k�) [24.159], but meaningful spatially resolved data
are still lacking.

24.3.4 Imaging Spin Polarization:
Nanomagnetism

Conventional STS couples to the LDOS, i. e., the charge
distribution of the electronic states. Since electrons
also have spin, it is desirable to also probe the spin
distribution of the states. This can be achieved by spin-
polarized STM (SP-STM) using a tunneling tip covered
by a ferromagnetic material [24.160]. The coating acts
as a spin filter or, more precisely, the tunneling cur-
rent depends on the relative angle ˛ij between the
spins of the tip and the sample according to cos(˛ij).
Consequently, a particular tip is not sensitive to spin
orientations of the sample perpendicular to the spin
orientation of the tip. Different tips have to be pre-
pared to detect different spin orientations. Moreover,
the stray magnetic field of the tip can perturb the spin
orientation of the sample. To avoid this, a technique us-
ing antiferromagnetic Cr as a tip coating material has
been developed [24.161]. This avoids stray fields, but
still provides a preferential spin orientation of the few
atoms at the tip apex that dominate the tunneling cur-
rent. Depending on the thickness of the Cr coating, spin
orientations perpendicular or parallel to the sample sur-
face, implying corresponding sensitivities to the spin
directions of the sample, are achieved.

SP-STM has been used to image the evolution of
magnetic domains with increasing B field (Fig. 24.12a–
d) [24.162], the antiferromagnetic order of a Mn mono-
layer on W(110) [24.163] as well as of a Fe monolayer
on W(100) (Fig. 24.12e) [24.164], and the out-of-plane
orientation of a magnetic vortex core in the center of
a nanomagnet exhibiting the flux closure configura-
tion [24.165].

In addition, more complex atomic spin structures
showing chiral or noncollinear arrangements have
been identified [24.166–168]. Even the spin orien-
tation of a single adatom could be detected, if the
adatom is placed either directly on a ferromagnetic is-
land [24.169] or close to a ferromagnetic stripe [24.26].
In the latter case, hysteresis curves of the ferromagnetic
adatoms could be measured, as shown in Fig. 24.12f–
h. It was found that the adatoms couple either fer-
romagnetically (Fig. 24.12g) or antiferromagnetically
(Fig. 24.12h) to the close-by magnetic stripe; i. e., the
hysteresis is either in-phase or out-of-phase with the
hysteresis of the stripe. This behavior, depending on
adatom–stripe distance in an oscillating fashion, di-
rectly visualizes the famous Ruderman–Kittel–Kasuya–
Yoshida (RKKY) interaction [24.26].

An interesting possibility of SP-STM is the obser-
vation of magnetodynamics on the nanoscale. Nano-
scale ferromagnetic islands become unstable at a cer-
tain temperature, the so-called superparamagnetic tran-
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Fig. 24.12 (a–d) Spin-polarized STM images of 1:65 monolayers of Fe deposited on a stepped W(110) surface measured
at different B fields, as indicated. Double-layer and monolayer Fe stripes are formed on the W substrate; only the double-
layer stripes exhibit magnetic contrast with an out-of-plane sensitive tip, as used here. White and grey areas correspond
to different domains. Note that more white areas appear with increasing field (© M. Bode, Argonne (a–d)). (e) STM
image of an antiferromagnetic Fe monolayer on W(001) exhibiting a checkerboard pattern of spin-down (dark) and
spin-up (bright) atoms (© A. Kubetzka, Hamburg); (f) STM image of a Pt(111) surface with a Co stripe deposited at
the Pt edge as marked. Single Co atoms, visible as three hills, are deposited subsequently on the surface at T D 25K;
(g,h) dI=dV.B/ curves obtained above the Co atoms marked in (f) using a spin-polarized tip at V D 0:3V. The colors
mark the sweeping direction of the B field. Obviously the resulting contrast is hysteretic with B and opposite for the
two Co atoms. This indicates a different sign of ferromagnetic coupling to the Co stripe. (© J. Wiebe, Hamburg (f–h));
(i) observed incidences of differential conductivities above a single monolayer Fe island on W(110) with a spin-polarized
tip. The three curves are recorded at different tunneling currents and the increasing asymmetry shows a preferential spin
direction with increasing spin-polarized current. Inset: dI=dV image of the Fe island at T D 56K showing the irregular
change of dI=dV intensity (© S. Krause, Hamburg)

sition temperature. Above this temperature, the direc-
tion of magnetization switches back and forth due to
thermal excitations. This switching results in a stripe-
like contrast in SP-STM images, as visible in the in-

set of Fig. 24.12i. The island appears dark during the
time when the orientation of the island spin is opposite
to the orientation of the tip spin, and switches to bright
when the island spin orientation changes. By observing
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the switching as a function of time on different islands
at different temperatures, the energy barriers of individ-
ual islands can be determined [24.170]. Even more im-
portantly, the preferential orientation during switching
can be tuned by the tunneling current. This is visible

in Fig. 24.12i, which shows the measured orientational
probability at different tunneling currents [24.171]. The
observed asymmetry in the peak intensity increases with
current, providing evidence that current-inducedmagne-
tization switching is possible even on the atomic scale.

24.4 Scanning Force Microscopy and Spectroscopy

The examples discussed in the previous section show
the wide variety of physical questions that have been
tackled with the help of LT-STM. Here, we turn to the
other prominent scanning probe method that is applied
at low temperatures, namely SFM, which gives com-
plementary information on sample properties on the
atomic scale.

The ability to detect forces sensitively with spatial
resolution down to the atomic scale is of great interest,
since force is one of the most fundamental quantities
in physics. Mechanical force probes usually consist of
a micromachined cantilever with a tip at its free end
that is brought close to the sample surface. Basically,
two methods exist to detect forces with cantilever-based
probes: the static and the dynamic mode [24.172, 173].
They can be used to generate a laterally resolved im-
age (microscopy mode) or to determine the distance
dependence of force or a related quantity (spectroscopy
mode).

In the static mode, a force that acts on the tip
bends the cantilever. By measuring its deflection �z,
the tip–sample force Fts can be directly calculated
from Hooke’s law: Fts D cz�z, where cz denotes the
spring constant of the cantilever. In the various dynamic
modes, the cantilever is oscillated with amplitude A,
typically at or near its eigenfrequency f0. Under ambient
conditions or in liquids, amplitude modulation (AM-
SFM) is typically used to detect amplitude changes
or the phase shift between the driving excitation and
cantilever oscillation. In vacuum, the frequency shift
�f of the cantilever due to tip–sample interaction is
measured by the frequency modulation technique (FM-
SFM). Converting the measured quantity (amplitude,
phase or frequency shift) into a physically meaningful
quantity, e.g., the tip–sample interaction force Fts or po-
tential Vts, is not always straightforward and requires
an analysis of the equation of motion of the oscillating
tip [24.174–177]. Whatever method is used, the reso-
lution of a cantilever-based force detection method is
fundamentally limited by its intrinsic thermomechan-
ical noise. If the cantilever is in thermal equilibrium
at a temperature T , the equipartition theorem predicts
a thermally induced root-mean-square (rms) motion of
the cantilever in the z-direction of zrms D .kBT=ceff/1=2,
where kB is the Boltzmann constant and ceff D cz C

@Fts=@z. Note that usually @Fts=@z � cz in the contact
regime and @Fts=@z < cz in the noncontact regime. Evi-
dently, this fundamentally limits the force resolution in
the static mode. Of course, the same is true for the dif-
ferent dynamic modes, because the thermal energy kBT
excites the eigenfrequency f0 of the cantilever. Ther-
mal noise is white noise, i. e., its spectral density is flat.
However, if the cantilever transfer function is taken into
account, one can see that the thermal energy mainly
excites f0. This explains the term thermo in thermome-
chanical noise, but what is the mechanical part?

A more detailed analysis reveals that the thermally
induced cantilever motion is given by

zrms D
s

2kBTB

�czf0Q
; (24.2)

where B is the measurement bandwidth and Q is the
quality factor of the cantilever. Analogous expressions
can be obtained for all quantities measured in dynamic
modes, because the deflection noise translates, e.g., into
frequency noise [24.8]. Note that f0 and cz are correlated
with each other via 2� f0 D .cz=meff/

1=2, where the ef-
fective mass meff depends on the geometry, the density,
and the elasticity of the material. The Q-factor of the
cantilever is related to the external damping of the can-
tilever motion in a medium and on the intrinsic damping
within the material. This is the mechanical part of the
fundamental cantilever noise. Thus, it becomes evi-
dent from (24.2) that the smallest fundamental noise
is achievable in vacuum, where the Q-factors are more
than 100 times larger than in air, and at low tempera-
tures.

Besides the reduced noise, the application of force
detection at low temperatures is motivated by increased
stability and the possibility to observe phenomena that
appear below a certain critical temperature Tc, as out-
lined before. SFM experiments which have been per-
formed at low temperatures until nowwere motivated by
at least one of these reasons and have focused on atomic-
scale and intramolecular imaging, force spectroscopy,
atomic and molecular manipulation as well as the in-
vestigation of electrostatic and magnetic properties at
increasingly small length scales. In the following, we
briefly describe some exemplary results from each area.
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24.4.1 Atomic-Scale and Intramolecular
Imaging

In a simplified picture, the dimensions of the tip end
and its distance to the surface limit the lateral resolution
of force microscopy, since it is a near-field technique.
Consequently, atomic resolution requires a stable single
atom at the tip apex that has to be brought to a dis-
tance of some tenths of nanometers over an atomically
flat surface. The latter condition can only be fulfilled
in the dynamic mode, where the additional restoring
force czA at the lower turnaround point prevents the
jump-to-contact phenomenon [24.19]. By preventing
jump-to-contact, true atomic resolution is nowadays
routinely obtained in vacuum (and increasingly, in liq-
uids and air) by FM-SFM.

Si(111)-(7� 7) was the first surface on which true
atomic resolution was achieved [24.178] and several
studies have been performed at low temperatures on
this well-known material [24.179–181]. Because of
its importance to the microelectronics industry, the
Si(100) surface has also been targeted by low-temper-
ature FM-SFM measurements. In particular, measure-
ments performed at low temperatures have shown that
the structure of the surface is defined by buckled Si
dimers with tilted bonds leading to a c.4� 2/ recon-
struction [24.182]. Additionally, it has been determined
that tip-induced interactions at small tip–sample dis-
tances lead to dimer flipping, resulting in the occasional
observation of a p.2�1/ reconstruction during low tem-
perature experiments [24.183]. Moreover, experiments
by Sweetman et al. have demonstrated deliberate flip-
ping of single dimers on the Si(100) surface at low tem-
peratures via controlled tip–sample interactions, cor-
responding to pure mechanical toggling of an atomic-
scale switch (Fig. 24.13) [24.184, 185]. Other low-tem-
perature SFM experiments performed on semiconduct-
ing surfaces include those on indium arsenide, where
noticeable displacements of tip and sample atoms due
to interaction forces have been observed [24.186, 187].
Additionally, the combination of SFM and STM meth-
ods thanks to the utilization of tuning forks have al-
lowed the precise determination of the surface structure
of metal-semiconductor systems such as Ag:Si(111)-
.
p
3� p

3/R30ı at low temperatures [24.188].
As discussed before, a particular advantage associ-

ated with low-temperature SFM operation is reduced
noise and increased thermal as well as mechanical sta-
bility, which allow atomic-resolution imaging of, e.g.,
weakly interacting van der Waals surfaces. For such
surfaces, much smaller atomic corrugation amplitudes
are expected compared with strongly interacting sur-
faces of, e.g., semiconductors. A typical example is

a) b)

(i)

Fig. 24.13 LT-SFM images of the Si(100) surface that
(a) demonstrate the atomic arrangement of the surface fea-
turing the c.4� 2/ reconstruction and (b) dimer flipping
(highlighted by dashed rectangles) induced by controlled
force spectroscopy performed at location (i) in part (a).
Adapted from [24.185]

graphite, a layered material, where the carbon atoms
are covalently bonded and arranged in a honeycomb
structure within the (0001) plane. Individual graphene
layers stick together by van der Waals forces. Because
of the ABA stacking, three distinctive sites exist on the
(0001) surface: carbon atoms with (A-type) and with-
out (B-type) a neighbor in the next graphite layer and
the hollow site (H-site) in the hexagon center. In static
force microscopy operated in the contact regime as well
as in STM, the contrast usually exhibits a trigonal sym-
metry with a periodicity of 246 pm, where A- and B-
site carbon atoms could not be distinguished. How-
ever, in high-resolution SFM images acquired at low
temperatures, a large maximum and two different min-
ima can be resolved [24.10, 189]. By comparison with
other experimental and simulation results in the litera-
ture [24.190–192], the large maximum can be assigned
to the H-site, while the two different minima represent
A- and B-type carbon atoms. In addition to graphite,
the atomic-scale structure of a pure van der Waals crys-
tal consisting of individual xenon atoms could also
be resolved by SFM performed at low temperatures,
demonstrating the outstanding resolution and stability
of the approach [24.193].

Of course, low-temperature SFM imaging experi-
ments are not limited to semiconductor and van der
Waals surfaces only. In particular, metal oxide surfaces
such as TiO2(110) [24.194, 195] and ionic crystal sur-
faces such as KBr(001) [24.196] have also been imaged
with atomic resolution at low temperatures, among oth-
ers.



Part
E
|24.4

790 Part E Nanometrology

Performing SFM experiments at low temperatures
not only allows atomic-scale imaging of clean, atomi-
cally flat surfaces but may also remarkably lead to the
detailed visualization of intramolecular structure of in-
dividual molecules adsorbed on surfaces [24.197–202]
and even bonds between individual molecules [24.203].
The key factor enabling the associated high resolu-
tion is the selective and deliberate functionalization
of the SFM probe tip by, typically, an individual CO
molecule. While the exact physical mechanism that
gives rise to the submolecular imaging capability (Pauli
repulsion versus force-interaction-induced relaxations
of the CO molecule dangling at the tip end) is still un-
der debate [24.204, 205], high-resolution imaging with
functionalized probes certainly represents the state-of-
the-art in low-temperature SFM experiments. In partic-
ular, while the visualization of the structural backbone
of a single pentacene molecule [24.199] was covered
worldwide by major media outlets (Fig. 24.14), the ap-
plications of the method rather quickly expanded and it
recently became possible to precisely identify the struc-
tures of certain organic molecules [24.197, 200, 202],
discriminate bond order [24.201], and perform KPFM
with submolecular resolution [24.206, 207].

24.4.2 Force Spectroscopy

A wealth of information about the nature of the tip–
sample interaction can be obtained by measuring its
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–1 Hz

5 Å 5 Å
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a) b)

c) d)

Fig. 24.14a–d Constant-height LT-SFM images of a single pentacene molecule acquired with (a) Ag-functionalized,
(b) CO-functionalized, (c) Cl-functionalized, and (d) pentacene-functionalized tips. The CO-functionalized tip provides
clear intramolecular resolution. The respective color bars indicate �f values. Adapted from [24.199]. Reprinted with
permission from the AAAS

distance dependence. This is usually done by record-
ing the measured quantity (deflection, frequency shift,
amplitude change, phase shift) while changing the tip–
sample distance by applying an appropriate voltage
ramp to the z-electrode of the scan piezo. According
to (24.2), low temperatures and high Q-factors (vac-
uum) considerably increase the force resolution. In the
static mode, long-range forces and contact forces can
be examined. Force measurements at small tip–sample
distances are inhibited by the jump-to-contact phe-
nomenon: If the force gradient @Fts=@z becomes larger
than the spring constant cz, the cantilever cannot resist
the attractive tip–sample forces and the tip snaps into
the surface. Sufficiently large spring constants prevent
this effect, but reduce the force resolution. In the dy-
namic modes, as explained before, jump-to-contact can
be avoided due to the additional restoring force czA. The
highest sensitivity can be achieved in vacuum by us-
ing the FM technique, i. e., by recording �f .z/-curves.
An alternative FM spectroscopy method, the recording
of �f .A/-curves, has been suggested in [24.208]. Note
that if the amplitude is much larger than the characteris-
tic decay length of the tip–sample force, the frequency
shift cannot simply be converted into force gradients
by using @Fts=@z D 2cz�f =f0 [24.209]. Several meth-
ods have been published to convert �f .z/ data into
the tip–sample force Fts.z/ and the tip–sample potential
Vts.z/ [24.174–177]. In addition to reducing noise and
increasing force resolution, a major benefit of perform-
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ing force spectroscopy at low temperatures is drastically
reduced thermal drift, which allows recording spec-
troscopy data on the same atomically defined surface
site for extended periods of time.

Several research groups around the world have
reported atomically resolved force spectroscopy re-
sults acquired at low temperatures not long after the
first demonstration of atomic-resolution imaging via
FM-SFM [24.191, 210–213]. In particular, force spec-
troscopy data obtained on graphite has been found
to be in good agreement with well-known interaction
laws (Fig. 24.15a) [24.211]. Additionally, small differ-
ences in interaction forces exhibited by different surface
atoms on Si(111)-.7� 7/ have also been detected via
low-temperature force spectroscopy [24.213]. More-
over, low-temperature force spectroscopy has been
utilized on ionic crystal surfaces to, e.g., chemically
identify tip and surface atoms as well as characterize
elastic deformations and asymmetry artifacts [24.210,
212]. It was even shown that CO-terminated probes
can be used to acquire several �f .z/-curves above
another CO molecule adsorbed on a Cu(111) sur-
face at low temperatures, to obtain a two-dimensional,
vertical map of interaction energy between the two
molecules with high resolution (Fig. 24.15b) [24.214].
It should be mentioned that while spectacular results
regarding chemical identification of individual atoms
via force spectroscopy have been previously reported
based on experiments performed at room tempera-
ture [24.215], the signal-to-noise-ratio had to be drasti-
cally increased by averaging about 100 curves at every
atom species, which required an appropriate atom track-
ing scheme [24.6, 216].

While the pioneering experiments described above
are all based on the careful acquisition of individual
�f .z/ curves at well-defined surface sites (or several
such curves to form two-dimensional, vertical maps as
in [24.214] and [24.218]) and eventual conversion to
Fts.z/ or Vts.z/ data, it has recently been shown that it is
possible to reliably combine thousands of such curves
via the method of three-dimensional atomic force mi-
croscopy (3-D-AFM) to construct volumetric maps
of interaction force/energy with pm spatial and pN
(meV) force (energy) resolution [24.10, 194, 217, 219,
220], mainly thanks to the development of specialized
data acquisition/processing procedures and operation
at low temperatures which severely reduces thermal
drift [24.221, 222]. Following the first proof-of-concept
demonstration of 3-D-AFM on graphite [24.10], the
method has been expanded to cover simultaneous ac-
quisition of tunneling currents together with interaction
forces. The corresponding technique of 3-D-AFM/STM
(or alternatively, 3-D-SPM) has been recently shown to
deliver complementary 3-D maps of interaction force
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Fig. 24.15 (a) A force spectroscopy curve acquired on
graphite with a silicon tip at low temperature. The in-
teraction at first closely follows a combination of van
der Waals and Lennard-Jones laws. At closer tip–sample
distances, Hertzian contact mechanics approximates the
force interaction reasonably well. (b) A two-dimensional
map of interaction energy acquired with a CO-terminated
tip on a CO molecule adsorbed on Cu(111). Red (blue)
corresponds to attractive (repulsive) interactions. Adapted
from [24.211] and [24.214], respectively

and tunneling current on sample surfaces of surface-
oxidized copper (Cu(100)–O) [24.217] and most re-
cently, TiO2(110) [24.194], with atomic resolution.
Specifically, Fig. 24.16 shows the atomic structure
associated with the Cu(100)–O surface and the corre-
sponding three-dimensional map of interaction forces
spanning a lateral extent of 2:89 nm� 2:89 nm. The
magnitude of the maximum interaction force measured
in the bottom plane is � 1:34 nN whereas the contrast
between atomically defined lattice sites is � 23 pN.
Moreover, a horizontal cut of interaction forces ex-
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tracted from the 3-D force map of Fig. 24.16b at the
tip–sample distance of closest approach is shown in
Fig. 24.17a, together with the simultaneously recorded
map of tunneling currents at the same tip–sample dis-
tance (Fig. 24.17b). While symmetry arguments allow
assigning the bright spots in the force image to individ-
ual oxygen atoms, the tunneling current map exposes
a completely different structural arrangement that cor-
responds to the copper atoms of the surface. In addition
to the simultaneous imaging of multiple atomic species
on the sample surface, other exciting features of the
discussed data set involve (i) the detection of minute
differences in force interaction on individual oxygen
atoms and (ii) the visualization and structural/chemical
identification of surface defects, with support from ab
initio calculations [24.217]. To further illustrate the sci-
entific insight that 3-D-AFM/STM measurements can
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Fig. 24.16 (a) Structural model of the surface-oxidized Cu(100) surface (Cu(100)–O). (b) Atomically resolved, 3-D map
of interaction forces acquired on Cu(100)–O via 3-D-AFM at low temperature. Adapted from [24.217]

a) b) c) d)

Fig. 24.17 (a,b) Simultaneously acquired, atomic-scale maps (2:89 nm � 2:89 nm) of interaction force (a) and tunneling current
(b) on the Cu(100)–O surface at low temperature. Circular maxima in (a) correspond to oxygen atoms while the tunneling
current channel (b) resolves copper atoms. Linear surface defects are highlighted by dashed white ellipses. (c,d) Simultaneously
acquired, atomic-scale maps (6:55 nm � 6:55 nm) of interaction force (c) and tunneling current (d) on the TiO2(110) surface at
low temperature. Bright rows correspond to the arrangement of bridging oxygen ions on the surface. While a point defect in the
form of an oxygen vacancy (dashed yellow circle) is visible in both data channels, a subsurface hydrogen interstitial (dashed
orange circle) is found to modulate only the tunneling current data, without a detectable influence on interaction force. Adapted
from [24.217] and [24.194], respectively

provide, simultaneously acquired maps of interaction
force and tunneling current on the prototypical metal
oxide surface of TiO2(110) are shown in Fig. 24.17c,d.
In particular, it is observed that a peculiar defect in the
form of a subsurface hydrogen atom modulates the sur-
face density of electronic states, without a detectable
influence on interaction force [24.194]. Thus, it is seen
that the detailed information on tip–sample interactions
that is obtained by 3-D-AFM/STM definitely has the
potential to provide much needed experimental input
into research fields as diverse as catalysis and friction,
among others.

It must be mentioned that the application of the
method of 3-D-AFM is not restricted to low temper-
atures and it has indeed been applied multiple times
at room temperature thanks to the development of
software-based drift correction methods [24.223, 224].
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On the other hand, low-temperature operation results
in certain significant advantages that have been dis-
cussed in detail in the literature [24.222, 225]. Finally,
the application of 3-D-AFM has recently expanded
from atomically flat substrate surfaces to individual
molecules [24.199, 226].

24.4.3 Atomic and Molecular Manipulation

Atomic-scale manipulation has first been demonstrated
via the application of LT-STM and the method is
still used successfully to manipulate individual ad-
sorbates (atoms or molecules) on conducting surfaces
(Sect. 24.3.1). In most of these experiments the ad-
sorbate is dragged with the tip by the attractive force
acting between the foremost tip apex atoms and the
adsorbate. By adjusting a large or a small tip–sample
distance via the tunneling resistance, it is possible to
switch between imaging and manipulation. In the past
decade, it has been shown that controlled manipulation
of individual atoms and molecules is also possible by
using dynamic SFM. Vertical manipulation was per-
formed by pressing the tip in a controlled manner
into a Si(111)-(7� 7) surface [24.227] at low tem-
peratures. The strong repulsion leads to the removal
of the selected silicon atom. The process could be
traced by recording the frequency shift and the damp-
ing signal during the approach. For lateral manipula-
tion, a rubbing technique has been utilized [24.228] –
again at low temperature – where the slow scan axis
is halted above a selected atom, while the tip–surface
distance is gradually reduced until the selected atom
hops to a new stable position. Figure 24.18 shows
a Ge adatom on Ge(111)-c.2� 8) that was moved dur-
ing scanning in two steps from its original position
(Fig. 24.18a) to its final position (Fig. 24.18c). More

a) b) c)

Fig. 24.18a–c Consecutively recorded FM-AFM images showing the tip-induced manipulation of a Ge adatom on
Ge(111)-c(2� 8) at 80 K. Scanning was performed from bottom to top (© N. Oyabu [24.228])

recently, vertical manipulation of individual Cu atoms
on a reconstructed Cu(110)W O� p(2� 1) surface has
been demonstrated at low temperature and the asso-
ciated mechanism elucidated via a combined density
functional theory and kinetic Monte Carlo simulation
approach [24.229].

While it is not unreasonable to think that operation
at low temperature would be a prerequisite for atomic-
scale manipulation due to the fact that the diffusion
and desorption processes associated with the adsorbates
would be severely suppressed, it has been shown that it
is in fact possible to perform atomic-scale manipulation
successfully at room temperature using dynamic SFM
on semiconducting [24.230, 231] and even insulating
surfaces [24.232], leading to the ability to construct
complex atomic-scale patterns on surfaces via a bottom-
up and deterministic approach (Fig. 24.19), with serious
implications for atomic-scale device designs.

Atoms have not been the only species that have
been controllably manipulated via SFM. In particular,
it was shown a decade ago that individual, water-
related defects can be manipulated on the insulating
CaF2(111) surface [24.233]. Additionally, individual
molecules have also been laterally manipulated on var-
ious substrates by SFM [24.47, 234–236] and even
directed rotations of individual porphyrin molecules
could be induced by precisely controlled force spec-
troscopy [24.237].

A major advantage of SFM compared to STM
within the framework of atomic-scale manipulation is
the fact that SFM allows researchers to measure ver-
tical and lateral forces involved in the manipulation
process. In a seminal paper published in 2008, Ternes
et al. have manipulated individual Co atoms and CO
molecules on Pt(111) and Cu(111) surfaces, and pre-
cisely measured the lateral forces required for manip-
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Fig. 24.19 Three-dimensional representation of a Swiss
cross made of substitutional bromine ions that are as-
sembled atom-by-atom on a sodium chloride surface via
SFM. This result represents the first time that controllable
atomic-scale manipulation on an insulator surface has been
accomplished at room temperature. Adapted from [24.232]

ulation [24.47]. This goal was achieved by recording
constant-height data at different tip–sample distances to
obtain first Vts.x; z/ and then the lateral force Fx.x; z/ D
@Vts.x; z/=@x. Four curves of the whole data set are
displayed in Fig. 24.20. The discontinuity of the lat-
eral force at the lowest adjusted tip–sample distance
(z D 160 pm) indicates the jump of a Co atom from
one hollow site to the next on Pt(111) (see inset of
Fig. 24.20). The jump takes place at about 210 pN,
corresponding to the lateral force required for manip-
ulation. More recently, Kawai et al. have performed
a remarkable experiment where individual nanoribbons
of graphene have been picked up from one side and con-
trollably slid on a clean Au(111) surface via dynamic
SFM at low temperature, whereby superlubric sliding
was encountered [24.238].

24.4.4 Kelvin Probe Force Microscopy

The use of Kelvin probe force microscopy
(KPFM) [24.239] in nanoscience and nanotech-
nology research has accelerated rapidly in recent
years, thanks to the capability of the method to readily
visualize local contact potential differences (LCPDs)
over sample surfaces and even individual molecules
with very high (down to atomic-scale and even in-
tramolecular) resolution. The operational details of
the method are explained elsewhere [24.240] and it
should be sufficient here to state that KPFM is applied
in conjunction with dynamic SFM, and the imaging
typically involves a new feedback loop that is em-
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Fig. 24.20 Lateral force curves recorded at constant tip–
sample separation z. At the lowest separation a discon-
tinuity appears, which marks the jump of the Co atom
form one site to the next as indicated in the inset (©.
M. Ternes [24.47])

ployed to determine the LCPD at each lateral position
on a given sample surface by precisely measuring the
bias voltage that needs to be applied for a minimization
of the electrostatic tip–sample interaction. This leads to
the simultaneous acquisition of a KPFM map together
with the conventional topography map on the sample
surface, whereby the KPFM map now reflects local
LCPD variations on the surface.

While the mentioned variations in LCPD can be
directly correlated to work function differences for con-
ducting surfaces, in the case of insulating surfaces,
KPFM contrast was shown to be determined by fixed
charges and/or dipoles [24.240]. Even though the ap-
plication of the KPFM method is not restricted to
low temperatures, certain exciting results have been
reported under such conditions. In particular, König
et al. have determined the charge state of individual
defects [24.241] and it was even possible to achieve
submolecular resolution with KPFM and thus probe
the charge distribution inside individual molecules at
low temperatures [24.206, 207]. Specifically, a CO-
functionalized tip has been utilized by Mohn et al. to
perform combined NC-AFM/KPFM (NC: non-contact)
experiments on a single naphthalocyaninemolecule, re-
vealing an asymmetric charge distribution inside the
molecule (Fig. 24.21) [24.206]. Thus, the capability of
KPFM at low temperatures to provide essential quan-
titative information about the physical and chemical
properties of individual adsorbates is demonstrated.
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Fig. 24.21 (a) KPFM map of an
individual naphthalocyanine molecule
acquired at low temperature that
highlights an asymmetric intramolec-
ular charge distribution and (b) the
corresponding calculation of electric
field magnitude at a distance of
0:3 nm above the molecule. Adapted
from [24.206]

24.4.5 Magnetic Force Microscopy

To detect magnetostatic tip–sample interactions with
magnetic force microscopy (MFM), a ferromagnetic
probe has to be used. Such probes are readily prepared
by evaporating a thin magnetic layer, e.g., 10 nm iron,
onto the tip. Because of the in-plane shape anisotropy
of thin films, the magnetization of such tips lies pre-
dominantly along the tip axis, i. e., perpendicular to
the surface. Since magnetostatic interactions are long-
range, they can be separated from the topography by
scanning at a certain constant height (typically around
20 nm) above the surface, where the z-component of the
sample stray field is probed (Fig. 24.22a). Therefore,
MFM is always operated in the noncontact regime. The
signal from the cantilever is directly recorded while the
z-feedback is switched off. MFM can be operated in
the static mode or in the dynamic modes (AM-MFM
at ambient pressures and FM-MFM in vacuum; AM
– amplitude-modulation; FM – frequency-modulation).
A lateral resolution below 50 nm can be routinely ob-
tained.

Observation of Domain Patterns
MFM is widely used to visualize domain patterns
of ferromagnetic materials. At low temperatures,
Moloni et al. observed the domain structure of mag-
netite below its Verwey transition temperature (TV D
122K) [24.242], but most of the work concentrated on
thin films of La1�xCaxMnO3 [24.243–245]. Below TV,
the conductivity decreases by two orders of magnitude
and a small structural distortion is observed. The do-
main structure of this mixed valence manganite is of
great interest, because its resistivity strongly depends
on the external magnetic field, i. e., it exhibits a large
colossal magnetoresistive effect. To investigate the field

dependence of domain patterns under ambient condi-
tions, electromagnets have to be used. They can cause
severe thermal drift problems due to Joule heating of
the coils by large currents. Flux densities on the order
of 100mT can be achieved. In contrast, much larger
flux densities (more than 10T) can be rather easily pro-
duced by implementing a superconducting magnet in
low-temperature setups. With such a design, Liebmann
et al. recorded the domain structure along the major
hysteresis loop of La0:7Ca0:3MnO3 epitaxially grown
on LaAlO3 (Fig. 24.22b–f) [24.243]. The film geometry
(with thickness of 100 nm) favors an in-plane mag-
netization, but the lattice mismatch with the substrate
induces an out-of-plane anisotropy. Thereby, an irregu-
lar pattern of strip domains appears at zero field. If the
external magnetic field is increased, the domains with
antiparallel orientation shrink and finally disappear in
saturation (Fig. 24.22b,c). The residual contrast in satu-
ration (Fig. 24.22d) reflects topographic features. If the
field is decreased after saturation (Fig. 24.22e,f), cylin-
drical domains first nucleate and then start to grow. At
zero field, the maze-type domain pattern evolves again.
Such data sets can be used to analyze domain nucle-
ation and the domain growth mode. Moreover, because
of negligible drift at low temperatures, domain structure
and surface morphology can be directly compared, be-
cause every MFM can be used as a regular topography-
imaging force microscope.

Detection of Individual Vortices
in Superconductors

Numerous low-temperature MFM experiments have
been performed on superconductors [24.246–252].
Some basic features of superconductors have been men-
tioned already in Sect. 24.3.3, Superconductors. The
main difference of STM/STS compared to MFM is its
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Fig. 24.22 Principle of MFM operation (a) and field-dependent domain structure of a ferromagnetic thin film (b–f)
recorded at 5:2K with FM-MFM. All images were recorded on the same 4�m� 4�m scan area. The
La0:7Ca0:3MnO3=LaAlO3 system exhibits a substrate-induced out-of-plane anisotropy. Bright and dark areas are visible
and correspond to attractive and repulsive magnetostatic interactions, respectively. The series shows how the domain
pattern evolves along the major hysteresis loop, i. e., from zero field to saturation at 600mT and back to zero field.
(b–f) adapted from [24.243]

high sensitivity to the electronic properties of the sur-
face. Therefore, careful sample preparation is a prereq-
uisite. This is not so important for MFM experiments,
since the tip is scanned at a certain distance above the
surface.

Superconductors can be divided into two classes
with respect to their behavior in an external magnetic
field. For type-I superconductors, all magnetic flux is
entirely excluded below their critical temperature Tc
(Meissner effect), while for type-II superconductors,
cylindrical inclusions (vortices) of normal material ex-
ist in a superconducting matrix (vortex state). The
radius of the vortex core, where the Cooper pair den-
sity decreases to zero, is on the order of the coherence
length � . Since the superconducting gap vanishes in the
core, they can be detected by STS. Additionally, each
vortex contains one magnetic quantum flux ˚ D h=2e
(where h represents Planck’s constant and e the electron
charge). Circular supercurrents around the core screen
the magnetic field associated with a vortex; their ra-
dius is given by the London penetration depth � of
the material. This magnetic field of the vortices can
be detected by MFM. Investigations have been per-
formed on the two most popular copper oxide high-Tc
superconductors YBa2Cu3O7 [24.246, 252, 253] and
Bi2Sr2CaCu2O8 [24.247, 252], on the only elemental
conventional type-II superconductor Nb [24.249, 250],

and on the layered compound crystal NbSe2 [24.250,
254].

Most often, vortices have been generated by cool-
ing the sample from the normal state to below Tc in
an external magnetic field. After such a field cool-
ing procedure, the energetically most favorable vortex
arrangement is a regular triangular Abrikosov lattice.
Volodin et al. were able to observe such an Abrikosov
lattice on NbSe2 [24.254]. The intervortex distance d
is related to the external field B during cool-down via
d D .4=3/1=4.˚=B/1=2. Another way to introduce vor-
tices into a type-II superconductor is vortex penetration
from the edge by applying a magnetic field at tempera-
tures below Tc. According to the Bean model, a vortex
density gradient exists under such conditions within the
superconducting material. Pi et al. slowly increased the
external magnetic field until the vortex front approach-
ing from the edge reached the scanning area [24.247].

If the vortex configuration is dominated by the
pinning of vortices at randomly distributed structural
defects, no Abrikosov lattice emerges. The influence
of pinning centers can be studied easily by MFM, be-
cause every MFM can be used to scan the topography
in its AFMmode. This has been done for natural growth
defects by Moser et al. on YBa2Cu3O7 [24.253] and
for YBa2Cu3O7 and niobium thin films, respectively,
by Volodin et al. [24.251]. Roseman et al. investigated
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the formation of vortices in the presence of an artifi-
cial structure on niobium films [24.249], while Pi et al.
produced columnar defects by heavy-ion bombardment
in a Bi2Sr2CaCu2O8 single crystal to study the strong
pinning at these defects [24.247].

Figure 24.23 demonstrates that MFM is sensitive to
the polarity of vortices. In Fig. 24.23a, six vortices have
been produced in a niobium film by field cooling in
C 0:5mT. The external magnetic field and tip magne-
tization are parallel, therefore, the tip–vortex interaction
is attractive (bright contrast). To remove the vortices, the
niobium was heated above Tc (� 9K). Thereafter, vor-
tices of opposite polarity have been produced by field
cooling in � 0:5mT, which appear dark in Fig. 24.23b.
The vortices are probably bound to strong pinning sites,
because the vortex positions are identical in both im-
ages of Fig. 24.23. By imaging the vortices at different
scanning heights, Roseman et al. tried to extract values
for the London penetration depth from the scan-height
dependence of their profiles [24.248]. While good qual-
itative agreement with theoretical predictions has been
found, the absolute values do not agree with published
literature values. The disagreement was attributed to the
convolution between the tip and vortex stray fields. Bet-
ter values might be obtained with calibrated tips.

24.4.6 Magnetic Exchange Force Microscopy
and Spectroscopy

The resolution of MFM is limited to the nanometer
range, because the long-range magnetostatic tip–
sample interaction is not localized between individual
surface atoms and the foremost tip apex atom [24.255].

a) b)

Fig. 24.23 Two 5�m�5�m FM-MFM images of vortices
in a niobium thin film after field-cooling at 0:5mT (a)
and �0:5mT (b), respectively. Since the external magnetic
field was parallel in (a) and antiparallel in (b) with respect
to the tip magnetization, the vortices exhibit opposite con-
trast. Strong pinning dominates the position of the vortices,
since they appear at identical locations in (a) and (b) and
are not arranged in a regular Abrikosov lattice (© P. Grüt-
ter [24.248])

As early as 1991Wiesendanger et al. [24.256] proposed
that the short-range magnetic exchange interaction
can be utilized to image the configuration of magnetic
moments with atomic resolution. For the suggested test
system – NiO(001), an antiferromagnetic insulator –
Momida and Oguchi provided density functional
calculations [24.257]. They found a magnetic exchange
force between the magnetic moments of a single iron
atom (the tip) and nickel surface atoms of more than
0:1 nN at tip–sample distances below 0:5 nm. Even-
tually, Kaiser et al. were able to prove the feasibility
of magnetic exchange force microscopy (MExFM)
on NiO(001) [24.258]. The super-exchange between
neighboring (111) planes via bridging oxygen atoms
results in a row-wise antiferromagnetic configuration
of magnetic moments on the (001) surface. Hence the
magnetic surface unit cell is twice as large as the chem-
ical surface unit cell. Figure 24.24a shows the atomic-
scale contrast due to a pure chemical interaction. Max-
ima and minima correspond to the oxygen and nickel
atoms, respectively. Their arrangement represents the
(1�1) surface unit cell. Figure 24.24b exhibits an addi-
tional modulation on chemically and structurally equiv-
alent rows of nickel atoms (the minima). The structure
corresponds to the (2� 1) magnetic surface unit cell.
Since the spin-carrying nickel 3d states are highly local-
ized, the magnetic contrast only becomes significant at
very small tip–sample distances. Subsequently, Schmidt

a) b)
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Fig. 24.24 (a) Pure chemical contrast on NiO(001) obtained with
AFM using a nonmagnetic tip. Oxygen and nickel atoms are rep-
resented as maxima and minima, respectively, forming the (1� 1)
surface unit cell (black square). Arrows indicate the main crys-
tallographic directions. (b) Additional modulation on neighboring
nickel rows along the [110] direction (see arrows) due to the mag-
netic exchange interaction obtained with MExFM using a magnetic
tip. The (2� 1) structure (black rectangle in the inset) repre-
sents the magnetic surface unit cell. The inset is tiled together
from the averaged magnetic unit cell calculated from the raw
data, whereby the signal-to-noise ratio is significantly increased.
Adapted from [24.258]
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Fig. 24.25 Individual force spec-
troscopy curves acquired on two iron
atoms with opposite spin (blue and
red, respectively) and the correspond-
ing difference (black) which is directly
related to the magnetic exchange in-
teraction. The curves in the bottom
panel highlight the use of a nondissi-
pative tip (energy dissipation ED � 0).
Adapted from [24.259]

et al. were able to perform MExFM with a much better
signal-to-noise ratio on an itinerant metallic system: the
antiferromagnetic iron monolayer on W(001) [24.260].
Density functional theory performed with a realistic
tip model indicated significant relaxations of tip and
sample atoms during imaging. Moreover, a comparison
between simulation and experimental data revealed
complex interplay between chemical and magnetic
interaction, which results in the observed atomic-scale
contrast. More recently, it became possible to quantify
the distance dependence of the magnetic exchange in-
teraction on metallic systems using magnetic exchange
force spectroscopy (MExFS) [24.259] that relies on
three-dimensional recording of interaction forces
(Sect. 24.4.2). Specifically, force spectroscopy data
obtained on atoms with opposite spin are subtracted
from each other and the result corresponds to the
magnetic exchange interaction (Fig. 24.25). Moreover,
controllable magnetization switching via the utilization
of the magnetic exchange interaction during MExFS
experiments has been demonstrated [24.261].

24.4.7 Magnetic Resonance Force
Microscopy

Another ambitious force-based approach utilizing mag-
netic tips is the proposed detection of individ-
ual spins by magnetic resonance force microscopy
(MRFM) [24.262, 263]. Conventionally, nuclear spins
are investigated by nuclear magnetic resonance (NMR),
a spectroscopic technique to obtain microscopic chem-
ical and physical information about molecules. An im-

portant application of NMR for medical diagnostics is
magnetic resonance imaging (MRI). This tomographic
imaging technique uses the NMR signal from thin slices
through, e.g., the human body, to reconstruct its three-
dimensional structure. Currently, at least 1012 nuclear
spins must be present in a given volume to obtain a sig-
nificant MRI signal. The ultimate goal of MRFM is
to combine aspects of force microscopy with MRI to
achieve true 3-D imaging with atomic resolution and
elemental selectivity.

Inter-
ferometer

Cantilever Microwave coil

Magnetic tip

Spin
Resonant
slice

x

yz

Fig. 24.26 MRFM setup. The cantilever with the magnetic
tip oscillates parallel to the surface. Only electron spins
within a hemispherical slice, where the stray field of the
tip plus the external field matches the condition for mag-
netic resonance, can contribute to the MRFM signal due to
cyclic spin inversion (© D. Rugar [24.264])
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The experimental setup is sketched in Fig. 24.26.
An oscillating cantilever with a magnetic tip at its end
points toward the surface. The spherical resonant slice
within the sample represents those points where the
stray field from the tip and the external field match the
condition for magnetic resonance. The cyclic spin flip
causes a slight shift of the cantilever frequency due to
the magnetic force exerted by the spin on the tip. Since
the forces are extremely small, very low temperatures
are required.

To date, no individual nuclear spins have been
detected by MRFM. However, the design of ultra-
sensitive cantilevers made considerable progress, and
the detection of forces below 1�10�18 N has been

achieved [24.265]. Thereby, it became possible to per-
form nuclear magnetic resonance [24.266] and fer-
romagnetic resonance [24.267] experiments of spin
ensembles with micrometer resolution. Moreover, in
SiO2 the magnetic moment of a single electron, which
is three orders of magnitude larger than the nu-
clear magnetic moment, could be detected by Ru-
gar et al. using the setup shown in Fig. 24.26 at
1:6K [24.264]. This major breakthrough demonstrates
the capability of force microscopy to detect single
spins. More recently, Degen et al. have combined
MRFM with 3-D image reconstruction to enable MRI
on biological samples with a spatial resolution of �
10 nm [24.268].

24.5 Summary
It was the intention of this chapter to give an introduc-
tion to the application of scanning probe microscopy at
low temperatures. The first three sections were devoted
to a general introduction, an analysis of the specialities
of microscope operation at low temperatures, and an
overview of related instrumentation. It was emphasized
that low-temperature operation of SPMs can signifi-
cantly increase both the achievable resolution and the
overall stability of the instrument.

The goal of the subsequent sections was to illus-
trate some of the most active areas of application for
LT-SPM. In particular, LT-STM allows the controlled
manipulation of individual atoms and the characteriza-

tion of electronic properties with atomic specificity. On
essentially the same scale, LT-SFM allows the measure-
ment of different types of force fields that provide com-
plementary information. Nevertheless, the provided list
of applications is certainly not complete, as this would
go far beyond the scope of this handbook chapter.

In summary, the wide variety of associated tech-
niques as well as the many physical questionswhich can
be tackled by LT-SPM make it an unprecedented tool
for nanotechnology. And despite the many investiga-
tions using LT-SPM that have already been performed,
the authors believe that there is still plenty of room at
the bottom [24.269].
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