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15.1 Introduction

All functional blocks of a 3DTV system, such as its capture, compression,
transmission and display units, are all important for a successful end-to-end
operation. However, there is no doubt that the display unit has a special im-
pact since the viewer interacts directly with it. Construction of a 3D display
unit, which generates a replica of a 3D scene with an acceptable quality, has
been a primary goal for researchers for a long time [1, 2]. Current 3D display
implementations are usually based on stereoscopic or autostereoscopic tech-
nologies. However, a true 3D display unit, such as a holographic 3DTV display
device, is much more desirable due to superior 3D visual quality they promise.
Naturally, a dynamic holographic device is needed for video operation. Spatial
light modulator (SLM) technology is one convenient alternative for achieving
the dynamic holographic display. An SLM is an array of pixels where each
pixel modulates the phase and amplitude of light transmitted through or re-
flected from it [3]. Recently, multi-mega-pixel SLMs that can be electronically
driven by a digital video interface (DVI) or video graphics adapter (VGA)
are developed [4, 42]. Although the developments in SLM technologies dur-
ing the last decade brought us new opportunities, currently achievable SLM
parameters are still not sufficient for a satisfactory 3D display quality.

Holography is based on representing and storing the 3D scene information
as an interference pattern. Therefore, holographic recordings require a high
spatial resolution. Various methods, such as compression of fringe patterns,
generation of horizontal-parallax-only (HPO) holograms and computation
of binary holograms have been proposed to reduce the bandwidth require-
ments [5]. If an SLM is going to be used as a holographic display unit, a large
array size with a small pixel pitch is essential. Holograms may be captured
directly from charge-coupled devices (CCDs) with a high spatial resolution
and dynamic range, or may be generated by computers or other means. A
successful wavefront reconstruction can be achieved if the hologram features
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match the SLM parameters such as pixel pitch, array size, pixel geometry,
dynamic range, etc.

A survey on liquid crystal (LC) SLMs is given in the next section. After a
discussion of some different methods of hologram generation by computation
in Sect. 15.3, both digital and optical reconstructions from such generated
holograms are compared in Sect. 15.4. Conclusions are presented at the end.

15.2 Survey on Electro-optical Properties of LC Spatial
Light Modulators

SLMs, as promising devices for the holographic displays, are the subject of
discussion in this section. Liquid crystal SLMs are electro-optical devices that
can modulate transmitted or reflected light; they contain a two-dimensional
array of discrete cells or pixels [3, 6]. Each pixel contains a liquid crystal layer
sandwiched between two electrodes on glass substrates and has birefringence
depending on the applied voltage. The applied voltage modulates the phase
difference between the ordinary ray and the extraordinary ray in the pixel
cell. This is equivalent to a rotation of light polarization angle when the inci-
dent light is polarized at a 45◦ angle with respect to the fast polarizing axis
orientation of the LC. A polarization analyzer converts phase difference mod-
ulation to gray scale levels. One of the electrodes is usually common for all
pixels in the SLM. A potential difference V (ζ, η), with respect to the common
electrode can be applied at each pixel. Both electrodes may be transparent;
or one transparent and one reflective (mirror) electrodes may be used de-
pending on the design. The first case corresponds to the transmission mode
and the second case to the reflection mode. Nowadays SLMs consist of more
than a million pixels and any pixel may be addressed or driven independently.
Pixel sizes vary from 7 μm up to 19 μm, and the number of pixels can go up
to 3840×2048. Pixel size depends on photolithographic and microelectronic
technologies.

These pixels are usually square and arranged as a matrix with an aspect
ratio of 4:3 or 16:9 for the standard and panoramic displays, respectively.

It is not physically possible for the entire surface to be active. The SLM
matrix structure is geometrically determined by four parameters: these are
pixel pitch (Δζ and Δη), and gap (gx and gy) along the X and Y directions
(Fig. 15.1). Pixel pitch is the distance between the centers of neighboring
pixels and the gap is the non-active area between two neighboring pixels. The
ratio of the gap area and the active zone determines the fill factor of the SLM
where common commercial fill factors being > 90 %. The gap has usually low
transparency or low reflectivity and introduces an attenuation of the light.
The ratio of the input and output light intensities determines the efficiency
and it is about 50% to 75% for modern SLMs.

Transmissive SLMs are manufactured by using etching technology on a
transparent substrate. The relief created this way acts as a phase grating and
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Fig. 15.1. Nomenclature for SLM pixel structure

creates multiple diffraction orders, as shown in Fig. 15.2, even when no voltage
is applied. It is possible to use multiple diffraction orders as an advantage to
enlarge the viewing zone or increase the effective SLM resolution [7, 8].

Reflective SLMs are manufactured by planar technology on a silicon sub-
strate. Passive and active SLM elements are manufactured by diffusion and the
relief on the silicon surface in this case has a depth less than the wavelength
and introduces a small phase modulation in the reflected light. Because of this,
the energy in high diffractive orders is much less than the energy in the zeroth
or first orders of diffraction. LCoS (Liquid Crystal on Silicon) technology is
usually a high resolution and a high fill factor process and pixel edges are

Fig. 15.2. Diffractive orders produced by an SLM illuminated by coherent laser
source
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smooth. The electronic circuits that control the formation of the image are
fabricated on the silicon chip which is coated with a highly reflective layer.
The circuitry is behind the pixel, and therefore, does not create an obstruction
along the light path.

The liquid crystal used in the cells of SLMs is a bi-refractive medium whose
bi-refractive index depends on the applied voltage at the electrodes [9]. The
voltage changes the refractive index of the liquid crystal in the extraordinary
(fast) direction and the cell works as a phase-retarder under a suitably po-
larized light, obtained by a polarizer in front of the SLM. The polarizer is
orientated 45◦ toward the liquid crystal fast axis (Fig. 15.3). An analyzer af-
ter the SLM, orthogonally orientated with respect to the polarizer, transmits
a portion of the light depending on the introduced retardation. In this case
the SLM works in the amplitude-mostly mode. If the polarizer and analyzer
are parallel to the fast axis of the liquid crystal then the SLM works in the
phase-mostly mode.

Most SLMs can modulate the phase from zero to 2π or (−π to +π) and
some of them up to 3π depending on the wavelength (for example: Holoeye
Photonics: LC 2002, LC-R 2500, LC-R 768; HDTV Phase Only Panel HEO
1080 P). Characteristics of a Holoeye SLM are presented in Figs. 15.4.a –
15.4.g. The phase modulation is measured relative to the linearly polarized
reference beam. Intensity modulation is presented in relative units with re-
spect to a chosen value from the corresponding gray level curve of I(x, y).

Holoeye characteristics given in Figs. 15.4.a and 15.4.b show that the SLM
behaviour depends strongly on the used polarizer. A polarizer with a better
than 1:1100 attenuation ratio at 543nm yields a high contrast ratio.

Input-output SLM characteristics are important for correct design and
display of the computer generated holograms. The SLM characteristics for
both modes depend on the polarizer and the analyzer orientations as shown
in Figs. 15.4.c and 15.4.d. The phase and intensity modulation characteristics
for an amplitude-mostly mode of transmissive SLM LC 2002 are shown in

Fig. 15.3. Fast polarizing axis orientation of LC SLM
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Fig. 15.4. Modulation characteristics of commercially available Holoeye SLMs. (a)
Intensity modulation for LC 2002 at 543 nm; (b) at 633 nm; (c) phase and intensity
modulation for different polarizer settings at 543 nm; (d) at 633 nm. (The phase
modulation units are ×π radians)

Fig. 15.4.c, for a polarizer orientation of 330◦ and analyzer at 0◦ with respect
to the vertical axis of the SLM, at 543nm.

Phase and intensity modulation characteristics for Holoeye LC-R 768 re-
flective SLM for a polarizer orientation of 70◦, and without an analyzer, at
543nm and at 633nm are shown in Figs. 15.4.e and 15.4.f, respectively. There-
fore, the input polarization without an analyzer leads to an optimal light
efficiency. Phase modulation for a polarizer orientation of 90◦ and intensity
modulation for polarizer and analyzer orientations of 90◦ for phase-only SLM
HEO 1080 P (1920 × 1080 pixels) at 633 nm are shown in Fig. 15.4g. It is
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Fig. 15.4. (continued) Modulation characteristics of commercially available Holoeye
SLMs. (e) phase and intensity modulation for LC-R 768 at 543 nm; (f) at 633 nm;
(g) phase and intensity modulation for HEO 1080 P at 633 nm. (The phase modu-
lation units are ×π radians). (Courtesy of Stephan Osten from Holoeye Photonics
AG)
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seen that phase-mostly mode is always accompanied by a small amplitude
modulation. Such characteristics are readily available on producers’ (Holoeye
Photonics, CRLO Displays Ltd., Displaytech Ltd.) documents.

Another important characteristic is the crosstalk between neighboring pix-
els of an SLM. Experiments with a Sony SLM LCX012BL, and a Holoeye LC
1004 [41] showed that the crosstalk is practically zero.

Most commercial SLMs suitable for computer generated holography (with
a pixel count of greater than 1000 × 1000) have a minimum writing time
which yields a frame rate of about 300 fps. Since the frame rate is rather
high for video perception, single SLM color displays are possible by allocat-
ing the available frames to R, G, B color components in a time-multiplexed
fashion. Alternatively, colour mixing can be achieved by using a simultaneous
combination of transmissive and reflective SLMs.

15.3 Generation of Holograms by Computation

Methods and algorithms for computer generated holograms (CGHs) have been
known for a long time [11, 28]. SLMs have been used as diffractive devices
to reconstruct 3D images from CGHs [4, 11, 12, 13]. Two common meth-
ods to compute the diffraction field due to a planar object in 3D space are
the Rayleigh-Sommerfeld (R-S) diffraction integral and the Fresnel-Kirchoff
diffraction formula. A comparison of R-S and Fresnel-Kirchhoff diffraction in-
tegrals is given by Lucke [14]. The Fraunhofer formula, which is also called

the far field approximation, is valid for larger distances, z >>
k(x2 + y2)max

2
,

where (x, y) represent the maximum extent of the object and >> should be
interpreted as “at least 15 times” [16].

The Fresnel diffraction formula should be used for smaller distances
[15, 16]. For a successful reconstruction, the size of the SLM, the reconstruc-
tion wavelength, the distance between the SLM and the image location, and
many other parameters must be carefully considered. Three computational
methods, which are based on R-S, Fresnel-Kirchhoff and the bipolar intensity
formulas, are investigated in this Chapter.

The diffraction computation is usually a demanding process, therefore a
number of algorithms have been employed to exploit redundancy and thus
reduce the computation time [5, 17, 18, 21]. For instance, Lucente et al. utilised
a bipolar intensity method [5]. Ito et al. applied this method for reconstruction
using LCoS SLMs [19, 20].

Classical methods for hologram computation use the wavefront prop-
agation theory [22, 23, 24, 25]. R-S diffraction integral, Fresnel-Kirchhoff
diffraction formula, and Fresnel approximation are some of well known scalar
diffraction field calculation methods [9, 12, 15, 16, 26, 27].
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15.3.1 Rayleigh-Sommerfeld Diffraction

The scalar diffraction of monochromatic coherent light between two parallel
planes in a homogeneous and linear medium can be expressed by the plane-
wave decomposition (PWD). PWD and R-S diffraction integral are equiva-
lent [29, 30]. The difference between PWD and R-S diffraction integral is how
they express the diffraction field relationship: former uses the frequency do-
main, whereas the latter defines the relationship in the spatial domain. PWD
is used because of its simplicity in implementations.

The diffraction field relationship between the input and output fields by
utilizing the plane wave decomposition is,

U(x′, y′, z) =

2π/λ∫

−2π/λ

2π/λ∫

−2π/λ

�[U(x, y, 0)] exp[j(kxx + kyy)] exp(kzz)dkxdky

(15.1)
where � is the 2D Fourier transform (FT) from (x, y) domain to (kx, ky)
domain. The terms kx, ky and kz are the spatial frequencies of the propagating
monochromatic waves along the x, y and z axes, respectively. The spatial
frequency kz can be expressed in terms of kx and ky as kz =

√
k2 − k2

x − k2
y ,

where k = 2π/λ. The expression in (15.1) can be rewritten as:

U(x′, y′, z) = 4π2�−1
{
�[U(x, y, 0)] exp

(
j
√
k2 − k2

x − k2
yz
)}

,

where �−1 is the inverse FT from (kx, ky) domain to (x, y) domain. Since we
are dealing with propagating waves only, the diffraction field is band-limited.
Moreover, to have a finite number of plane waves in the calculations, we work
with periodic diffraction patterns. To obtain the discrete representation, (15.1)
is sampled uniformly along the spatial axes with x = nXs, y = mXs and
z = pXs, where Xs is the spatial sampling period, n and m are integers, and
p is a real variable. Uniform sampling is applied on the frequency domain with
kx = 2πn′/NXs and ky = 2πm′/NXs. The resultant discrete algorithm is

UD(n,m, p) = N DFT−1{DFT [UD(n,m, 0)]Hp(n′,m′)}, (15.2)

where the term Hp(n′,m′) = exp(j2π
√
β2 − n′2 −m′2p/N) and β = NXs/λ.

The discrete diffraction field UD(n,m, p) is:

UD(n,m, p) = U(nXs,mXs, pXs).

Effects of sampling of the R-S diffraction field on the reconstructed image are
discussed in [43].

15.3.2 Fresnel-Kirchhoff Diffraction

When the distance z is sufficiently large, then the observer is said to be in the
Fresnel diffraction region. The condition for distance z is [15, 16]:
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z >> 3

√
π

4λ
[(x′ − x)2 + (y′ − y)2]max

where >> should be again interpreted as “at least 15 times”. For instance, for
an SLM with a 17.8mm diagonal size, a viewing zone with the same size, and a
pixel size of 12.1 μm, and for an illumination with a wavelength λ = 0.543 μm,
the above condition becomes z > 0.530 m.

The field over the hologram plane U(x′, y′, z) according to Fresnel diffrac-
tion is [16]:

U(x′, y′, z) =
exp(jkz)
jλz

∫∫
U(x, y, 0) exp

{
j
k

2z
[(x′ − x)2 + (y′ − y)2]

}
dxdy

(15.3)

Equation 15.3 above is the convolution of the object function U(x, y, 0)
with the kernel K(x, y, z) which is given by:

K(x, y, z) = − j

λz
exp(jkz) exp

(
jk
x2 + y2

2z

)
. (15.4)

For the moment, we will drop the constant terms in (15.4) (−j/λz; exp(jkz))
for simplicity, and denote U(x, y, 0) with U(x, y). Now if we have a 2D discrete
array with an overall dimensions X and Y, (e.g. an SLM), then for the inner
integral, with respect to x, we can write [12]

+X/2∫

−X/2

U(x, y) exp
[
jk

(x′ − x)2

2z

]
dx =

x2∫

x1

Bdx+

x3∫

x2

Bdx +

x4∫

x3

Bdx + . . . (15.5)

where,

B = U(x, y) exp
[
jk

(x′ − x)2

2z

]
;

U(x, y) = U(xi, y) = ci; for xi ≤ x ≤ xi+1 and y = σ

Here ci’s and σ are constants. Thus we split the original integral into many
integrals each defined over a single pixel and set the integral boundaries to
coincide with the pixel boundaries. Therefore, over the area of a single pixel,
the input field is constant; so it can be moved out of the integral:

xi+1∫

xi

Bdx = U(xi, y)

xi+1∫

xi

exp
[
jk

(x′ − x)2

2z

]
dx

For the exponent argument and integral boundaries the following substitutions
can be made: (x−x′)√2/

√
λz = τ ; dx =

√
λz/

√
2dτ ; τ |x=xi = τi. Each of the

integrals in (15.5) can be written in terms of the Fresnel integral as,
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τi+1∫

τi

exp
(
jπ

2
τ2

)
dτ =

τi+1∫

0

exp
(
jπ

2
τ2

)
dτ −

τi∫

0

(
jπ

2
τ2

)
dτ

= C(τi+1) + jS(τi+1) − C(τi) − jS(τi), (1 ≤ i ≤ N),

where C(τi) and S(τi) are cosine and sine Fresnel integrals [9, 16]. Integrals
along the y direction can be calculated in the same way. If we take into account
the relation between τ and x,

τi−j = (xi − xj)
√

2√
λz′

and that assume that each integral above is multiplied by a piece of the input
field corresponding to the interval [xi, xi+1], we can write:

√
λz√
2
U(xi, y)[C(τ(i+1)−j) + jS(τ(i+1)−j) − C(τi−j) − jS(τi−j)],

(1 ≤ i, j ≤ N).

Therefore for the sum of integrals in (5) along the x-direction we obtain:
√
λz√
2

N∑

i=1

U(xi, y)[C(τ(i+1)−j) + jS(τ(i+1)−j) − C(τi−j) − jS(τi−j)].

This is the convolution in discrete form along the x-direction. In a similar
way, for the y-direction we can write:

√
λz√
2

M∑

k=1

U(x, yk)[C(σ(k+1)−l) + jS(σ(i+1)−l) − C(σk−l) − jS(σk−l)],

where (y − y′)
√

2/
√
λz = σ; dy =

√
λz/

√
2dσ; σ|y=yi = σi.

Combining the expressions for both x and y directions one can derive the
2D convolution in its discrete form as,

U(x′j , y
′
l; z) = −1

2
exp(jkz)

M∑

k=1

N∑

i=1

U(xi, yk; 0){[jC(τ(i+1)−j) + S(τ(i+1)−j)

− jC(τi−j) − S(τi−j)][jC(σ(k+1)−l) + S(σ(k+1)−l) − jC(σk−l)
− S(σk−l)]}. (15.6)

The kernel, expressed by the terms in curly brackets in (15.6), can be easily
calculated by using standard algorithms [9]. This kernel takes into account
the wavefront contribution of each pixel area in the diffraction pattern. The
convolution can be calculated directly or by discrete Fourier transform.

The second step in calculation of a hologram is to add a reference beam
co-linear to the propagation direction for an in-line (on-axis) hologram, or
angular for an off-axis hologram.
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15.3.3 Bipolar Intensity Method

Now we will consider the bipolar intensity method, which derives its name
from producing an interference pattern that has both positive and negative
values.

In classical optical holography, we may consider that a hologram, H , con-
sists of the combination of the complex valued wavefront of an object beam,
U , and reference beam, R, onto the recording medium, as,

H = |R+ U |2 = |R|2 + |U |2 + UR∗ +RU∗

where R = |aR(x, y)|exp{jϕR(x, y)} and U = |aU (x, y)|exp{jϕU (x, y)} are
the reference and object beams, respectively. The first term in the above
expression is called the reference bias and it is a spatially invariant (DC)
term. Second term denotes the object self-interference which is a spatially
varying pattern. This term can cause distortion in the reconstruction process;
fortunately this distortion is small for small objects and can be suppressed
by having a tilted reference beam. Removal of these undesired terms helps in
improving the computational efficiency and reduces the noise generated by the
object beam. The final sinusoidal term describes the modulation of the object
and reference beams and actually these are the terms which are computed
as the hologram. Elimination of the first two terms results in an interference
pattern with positive and negative intensities and hence the method is called
the bipolar intensity method. Therefore, the intensity can be represented as:

Ibipolar(x, y) = 2 |aU (x, y)| |aR(x, y)| cos[ϕR(x, y) − ϕU (x, y)],

where, ϕU (x, y), represents the phase of the object beam. Here, we assume
that the wavefront can be represented by a spherical wavefront and setting
the scaling factor 2|U ||R| to unity, and omitting ϕR(x, y) term, which is taken
as zero at the recording plane, we arrive at (15.7). This is the bipolar intensity
method used for calculating holograms.

Intensity at each pixel location (xα, yα) on the SLM can be defined as,

Ibipolar(xα, yα) =
No.pts.∑

j−1

Aj cos
(

2π
λ

√
(xα − xj)2 + (yα − yj)2 + z2

j

)
.

(15.7)
where, xj , yj , zj, are the real co-ordinate locations of the points on an object
and Aj is the amplitude of the corresponding point on the object.

During the calculation of (15.7) it is necessary to normalise the bipolar
intensity so that all values are positive and can be written onto the SLM.
This is easily done by adding a proper DC offset to all pixels. The dynamic
range of the intensity levels are then quantized according to the dynamic range
of the SLM. The resultant pixel values can be directly written onto the SLM.
Equation (15.7) enables the reconstruction of 3D scenes described as object
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points and can be easily implemented into graphics commodity hardware for
fast real-time computation of holograms [31].

LC or LCoS SLM can be used to display holograms [4, 11, 12, 13]. Usually
in-line holograms are reconstructed with LCoS SLMs. The advantage of the
in-line reconstruction geometry is that the reference and object beams are
collinear, thus the resolution requirements of the SLM are less demanding [32].
Due to the limited spatial bandwidth product offered by the SLM, it is only
possible to reconstruct holograms with a limited viewing angle and spatial
resolution.

A hologram can be also recorded directly by a CCD camera and then
reconstructed numerically [33].

15.4 Comparison of Numerical and Optical
Reconstructions

A program for computation of forward or backward propagated wavefront us-
ing Fresnel diffraction integral (15.6) is written [12]. A hologram is obtained by
adding a reference beam to the forward propagated wavefront. In our case nu-
merical or optical reconstructions from the generated holograms are obtained
by using the complex conjugate of the reference beam and by backward propa-
gating the field. If the reference beam itself was used, instead, then the virtual
image would have been reconstructed. Holograms computed by the Rayleigh-
Sommerfeld diffraction formula (15.2), and by bipolar intensity method (15.7),
are also calculated, and reconstructions from these holograms are obtained.
SLMs used during the optical reconstructions were LC for the transmission
mode and LCoS for the reflection mode. The LC SLM, which is also com-
monly used in multimedia projectors, has a resolution of 1280 × 720 square
pixels with a pitch of 12.1 μm and a gap of about 1 μm. A 635nm diode laser
is used during the reconstruction.

For the LCoS SLM the resolution is 1900×1200 square pixels and the pitch
is 8.1 μm; a He-Ne laser (632.8 nm) is used for illumination. The maximum
diffraction angle for the LC SLM, determined by its pixel size, is 1.5◦ and
the minimum distance for a Gabor (in-line) hologram, to avoid overlapping
of diffractive orders in the reconstructed image, is 350mm. The maximum
diffraction angle for LCoS SLM is 2.2◦.

Experimental setups for optical reconstructions, for the reflection and
transmission modes, are shown in Fig. 15.5.

A Star Target is used as the object for computer simulations. This partic-
ular pattern is chosen to test the resolution of the overall process. Holograms
of this object are calculated for a reconstruction distance of 800mm.

R-S in-line hologram, of the Star Target object given in Fig. 15.6, is shown
in Fig. 15.7. In-line and off-axis Fresnel holograms of the same object are
calculated using (15.6) and are shown in Figs. 15.8 and 15.9, respectively.
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Fig. 15.5. Assembled experimental setups. L denotes the laser; L1 and L2 are the
collimating lenses; A shows the pinhole; P1 is the polarizer, and P2 is the analyzer

Reconstructed images from Fresnel holograms (Figs. 15.8 and 15.9) by
computer simulation are shown in Figs. 15.10 and 15.11. Diffracted field of
the object at 800mm distance is about two times the SLM size in both x
and y directions. Reconstructed image, (Fig. 15.10), from Fresnel in-line holo-
gram is corrupted because of the twin image, edge effects, and the periodicity.
The implied periodicity of the original pattern is a result of using DFT algo-
rithm in computation of convolution between the field U(x, y) and the kernel
K(x, y, z). As seen from Fig. 15.11, the off-axis case overcomes the twin-image
corruption, as expected.

Optically reconstructed images by a red (635 nm) laser diode are captured
by a CCD camera (JenOptik AG type 11 MP CCD); the results are shown in
Figs. 15.12–15.15.

It is observed that the simulated (Figs. 15.10 and 15.11) and optically
reconstructed (Figs. 15.12–15.15) Star Target images are well matched. A
magnified portion of the reconstructed Star Target image from the off-axis
hologram is shown in Fig. 15.12. The rays of the star are well reconstructed.
The zeroth-order (directly transmitted) beam and reconstructed image in plus
first order from the off-axis hologram are shown in Fig. 15.14. The image is

Fig. 15.6. Star Target object (First published by Springer[12])
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Fig. 15.7. R-S in-line hologram of the Star Target object shown in Fig. 15.6

situated diagonally to the zeroth order. The minus first order is the virtual
image on the other side of the diagonal. The qualities of reconstructed images
by the LC SLM from the in-line R-S (Fig. 15.15) and Fresnel (Fig. 15.13)
holograms are visually similar.

In the series of reconstructed images there is a clearly perceivable difference
between the in-line and off-axis image qualities, the off-axis being superior.
However the angle between the object and reference beams has to be carefully
chosen, so that the reconstructed object pattern does not overlap with the
other diffracted orders of the SLM. It must be taken into account that this

Fig. 15.8. Fresnel in-line hologram of the Star Target object shown in Fig. 15.6
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Fig. 15.9. Fresnel off-axis hologram of the Star Target object shown in Fig. 15.6
(First published by Springer [12])

Fig. 15.10. Computer reconstructed image from the Fresnel in-line hologram shown
in Fig. 15.8

Fig. 15.11. Computer reconstructed image from the off-axis hologram shown in
Fig. 15.9 (First published by Springer [12])
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Fig. 15.12. Optically reconstructed and magnified image from the off-axis hologram
shown in Fig. 15.9 by using a red laser (First published by Springer [12])

angle is restricted due to the pixel size. The optimal angle for the used LC
SLM is 0.76◦ when the reconstruction distance from the SLM is 800mm.
Figure 15.16 illustrates an example when the chosen angle of the reference
beam is 0.55◦ which is less than the optimal, and thus the reconstructed
object overlaps with the zeroth order. It is also possible that real and virtual
images of the neighboring SLM orders may also overlap. This occurs when
the angle is larger than the optimal.

It is worthwhile mentioning that good results are obtained by in-line
holograms in case when the object is much smaller than the SLM size and
has white letters over a black background. Such an example is shown in
Figs. 15.17–15.19, where the object is in Fig. 15.17, the computed hologram

Fig. 15.13. Optically reconstructed image from the Fresnel in-line hologram shown
in Fig. 15.8
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Fig. 15.14. Optically reconstructed image from the Fresnel off-axis hologram is
shown in Fig. 15.9

is in Fig. 15.18 and the optically reconstructed image is in Fig. 15.19. To re-
duce the distortions caused by the first diffraction order and the DC term,
the reconstructed image at the second diffraction order is taken.

As already mentioned, a good and correct reconstruction can be achieved
if the parameters of the SLM and the computed hologram match. However,
it is highly desirable to compute the holograms in a generic fashion with-
out considering the eventual physical SLM parameters; reconstructions using
different SLMs from the same hologram will provide flexibility. In an attempt
to experimentally check the possible degradation in quality when different
SLMs are used during the reconstruction, we computed a hologram for a

Fig. 15.15. Optically reconstructed image from R-S in-line hologram shown in
Fig. 15.7



546 M. Kovachev et al.

Fig. 15.16. Optically reconstructed image when the reference beam angle is less
than optimal

Fig. 15.17. “3DTV” Object

Fig. 15.18. In-line R-S hologram of Fig. 15.17
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Fig. 15.19. Reconstructed image from Fig. 15.18

given SLM, but used a different SLM in addition to the original one, for
the reconstruction. An in-line hologram (Fig. 15.21) of the artificially created
“sine-wave” object, computed using the bipolar method (15.7) for the LCoS
SLM, is shown in Fig. 15.20. An off-axis hologram of the Star Target object,
which is calculated by the Fresnel off-axis method (15.6) for the LC SLM
is shown in Fig. 15.9. Then, optical reconstructions using both LCoS and
LC SLMs are conducted. Obtained results are shown in Figs. 15.22–15.24.

Fig. 15.20. The artificially generated “sine-wave” object
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Fig. 15.21. Computed hologram of the object shown in Fig. 15.20 created by (15.7)
for a LCoS SLM

It is observed that the reconstruction quality is satisfactory even if another
SLM, than the one intended during the computation, is used during the
reconstruction.

Up to now, the presented experiments are based on monochromatic wave
propagation. As the next step, we evaluate the performance of the Fresnel
hologram computation algorithm for colour holograms. Images of off-axis
colour Fresnel hologram (Fig. 15.26) of the 3DTV Project Logo (Fig. 15.25)

Fig. 15.22. A portion of the optically reconstructed image by the LCoS SLM of
the “sine-wave” object shown in Fig. 15.20 from the hologram shown in Fig. 15.21
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Fig. 15.23. Optically reconstructed image by the LC SLM of the “sine-wave” object
shown in Fig. 15.20 from the hologram shown in Fig. 15.21. The bright rectangle
obstructing the image is the zeroth order (First published by Springer [12])

Fig. 15.24. Optically reconstructed image from the off-axis hologram shown in
Fig. 15.9 by the LCoS SLM (First published by Springer [12])

Fig. 15.25. 3DTV Project Logo as a colour object
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Fig. 15.26. Colour hologram of the object in Fig. 15.25 (First published by Springer
[12])

are reconstructed using the LC SLM whose resolution is 1280×720 pixels.
Optical and computer simulation based reconstructions are illustrated in
Figs. 15.27 and 15.28, respectively. The colour images cannot be presented
here because of black-and-white printing process. The object (Fig. 15.25)
is split into its R, G, B colour components. The R-component is shown in
Fig. 15.29 in gray scale. Then separate holograms are computed for each
component using (15.6). The hologram for the R-component is shown in
Fig. 15.30.

The colour hologram in Fig. 15.26 is generated by numerically superposing
the calculated holograms for the R, G and B components, using their respec-
tive colours during the superposition. The reconstruction from the hologram
corresponding to the R component by the LC SLM using a red laser is shown

Fig. 15.27. Reconstructed 3DTV Project Logo by superposition of optically recon-
structed from RGB components of Fig. 15.26 (First published by Springer [12])
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Fig. 15.28. Numerically reconstructed 3DTV Logo from Fig. 15.26 (First published
by Springer [12])

in Fig. 15.31. The image is captured by a digital camera. Similar SLM re-
constructions are carried out also for the G and B holograms and each re-
construction is captured by the digital camera. The captured images for each
colour component are then combined, numerically, to yield the colour image in
Fig. 15.27. Numerical reconstructions, instead of optical SLM reconstructions,
are also carried out for comparison, and the result is shown in Fig. 15.28. Var-
ious papers on colour CGH can be found in the literature [35, 36, 37, 36, 39].
Consequently, we can say that LC SLMs can be used to recontruct the colour
holograms.

Fig. 15.29. Red-component of the colour object shown in Fig. 15.25
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Fig. 15.30. Computed hologram of the Red component

Fig. 15.31. Optically reconstructed Red-component of the hologram given in
Fig. 15.30

15.5 Conclusion

SLMs are promising devices for dynamic holographic displays. The quality
of reconstructed images using the currently available SLMs is promising, but
not satisfactory. SLM pixel size of about 0.4–0.6 μm is needed to write good
quality holograms. Nowadays commercially available SLMs, which could be
used as a media for holograms, have a pixel size of 7–8 μm and the number of
pixels can go up to 3840× 2048. Pixel size depends on photolithographic and
microelectronic technologies. So, about 10 times real or virtual improvement
of pixel size is needed.
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Algorithms used for CGH are also important. They must be efficient and
fast enough to be able to work in real time. Moreover, the resolution of the re-
constructed 3D scene has to be equivalent or better than that of the commonly
used 2D displays. At the moment algorithms used to compute holograms are
efficient for real time processing only of quite low resolution objects [13, 21, 40].

The algorithms based on the Fresnel-Kirchhoff diffraction formula and
Rayleigh-Sommerfeld diffraction integral provide similar reconstructed pat-
terns when the distance along the optical axis is around 0.8m. The holograms
are calculated with a resolution of 1280×720 pixels for an object with the
same resolution using a 3.6GHz personal computer. The achieved comput-
ing speed of 3.25×10−5 s/point is better than the published results (about
10−4 s/point) for several algorithms [21, 31, 40]. Naturally, the computational
complexity is three times higher, than the monochrome holographic display,
for colour holography.

A match between the parameters of the SLM used during the reconstruc-
tion, and the computed hologram is desirable for better quality. However,
conducted experiments show that reconstructions using different SLMs could
be satisfactory, too.

SLMs has the potential to be used for color holographic displays, as well.
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