Electrostatic energy barriers from dielectric membranes upon approach of
translocating DNA molecules

Sahin Buyukdagli, and T. Ala-Nissila

Citation: J. Chem. Phys. 144, 084902 (2016); doi: 10.1063/1.4942177
View online: https://doi.org/10.1063/1.4942177

View Table of Contents: http://aip.scitation.org/toc/jcp/144/8
Published by the American Institute of Physics

Articles you may be interested in

The influence of zwitterionic lipids on the electrostatic adsorption of macroions onto mixed lipid membranes
The Journal of Chemical Physics 127, 215104 (2007); 10.1063/1.2803075

Electrostatic correlations on the ionic selectivity of cylindrical membrane nanopores
The Journal of Chemical Physics 140, 064701 (2014); 10.1063/1.4864323

Electrostatics of polymer translocation events in electrolyte solutions
The Journal of Chemical Physics 145, 014902 (2016); 10.1063/1.4954919

Controlling polymer capture and translocation by electrostatic polymer-pore interactions
The Journal of Chemical Physics 147, 114904 (2017); 10.1063/1.5004182

Electrostatic correlations and the polyelectrolyte self energy
The Journal of Chemical Physics 146, 084901 (2017); 10.1063/1.4975777

Self-consistent field model for strong electrostatic correlations and inhomogeneous dielectric media
The Journal of Chemical Physics 141, 244903 (2014); 10.1063/1.4904728

ADVANCED LIGHT CURE ADHESIVES

WHITEPAPERS Take a closer look at what these
environmentally friendly adhesive
systems can do ¢HMASTERBOND'

PHYSICS TODAY

PRESENTED BY



http://oasc12039.247realmedia.com/RealMedia/ads/click_lx.ads/www.aip.org/pt/adcenter/pdfcover_test/L-37/1858055942/x01/AIP-PT/MB_JCPArticleDL_WP_0818/large-banner.jpg/434f71374e315a556e61414141774c75?x
http://aip.scitation.org/author/Buyukdagli%2C+Sahin
http://aip.scitation.org/author/Ala-Nissila%2C+T
/loi/jcp
https://doi.org/10.1063/1.4942177
http://aip.scitation.org/toc/jcp/144/8
http://aip.scitation.org/publisher/
http://aip.scitation.org/doi/abs/10.1063/1.2803075
http://aip.scitation.org/doi/abs/10.1063/1.4864323
http://aip.scitation.org/doi/abs/10.1063/1.4954919
http://aip.scitation.org/doi/abs/10.1063/1.5004182
http://aip.scitation.org/doi/abs/10.1063/1.4975777
http://aip.scitation.org/doi/abs/10.1063/1.4904728

THE JOURNAL OF CHEMICAL PHYSICS 144, 084902 (2016)

Sahin Buyukdagli’-® and T. Ala-Nissila®3®)

'Department of Physics, Bilkent University, Ankara 06800, Turkey

’Department of Applied Physics and COMP Center of Excellence, Aalto University School of Science,
P.O. Box 11000, Espoo, FI-00076 Aalto, Finland

3Department of Physics, Brown University, P.O. Box 1843, Providence, Rhode Island 02912-1843, USA

(Received 17 November 2015; accepted 5 February 2016; published online 23 February 2016)

We probe the electrostatic cost associated with the approach phase of DNA translocation events.
Within an analytical theory at the Debye-Hiickel level, we calculate the electrostatic energy of
a rigid DNA molecule interacting with a dielectric membrane. For carbon or silicon based low
permittivity neutral membranes, the DNA molecule experiences a repulsive energy barrier between
10 kT and 100 kgT. In the case of engineered membranes with high dielectric permittivities, the
membrane surface attracts the DNA with an energy of the same magnitude. Both the repulsive
and attractive interactions result from image-charge effects and their magnitude survive even for
the thinnest graphene-based membranes of size d ~ 6 A. For weakly charged membranes, the
electrostatic energy is always attractive at large separation distances but switches to repulsive close
to the membrane surface. We also characterise the polymer length dependence of the interaction
energy. For specific values of the membrane charge density, low permittivity membranes repel short
polymers but attract long polymers. Our results can be used to control the strong electrostatic energy
of DNA-membrane interactions prior to translocation events by chemical engineering of the relevant
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system parameters. © 2016 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4942177]

I. INTRODUCTION

The DNA molecule plays a crucial role in mediating
biological information during the assembly of the building
blocks of living organisms. As the carrier of the genetic
code, DNA plays a central role in various biological
and technological processes such as cell division,' protein
biosynthesis,> drug delivery,> and DNA profiling.* The
efficient use of DNA in biological and nanotechnological
applications necessitates fast access to its genetic content
and an accurate knowledge of its interaction with the
surrounding medium. Considering the omnipresent coupling
between strongly charged DNA molecules, the dielectric water
solvent embodying charges, and external macromolecules
and membranes in nature, a proper modelling of DNA
electrostatics is essential.

A fundamental question concerning DNA in biological
and artificial systems concerns the electrostatic interactions
between fluctuating polymers and membranes. This has been
mainly considered at the mean-field (MF) Poisson-Boltzmann
(PB) level. The electrostatic MF approximation has the
advantage of allowing the consideration of entropic polymer
fluctuations. The corresponding formalism consists of
coupling Edward’s path integral model® with the field theoretic
Coulomb liquid model.® In this context, one can mention
the seminal works of Podgornik,”® where he considered the
electrostatics of an infinitely long polyelectrolyte between two
charged membrane walls. Within the same MF approximation,
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the interaction of a polyelectrolyte with a charged sphere
was considered in Ref. 9 and possible extensions beyond
the MF level were proposed. Similar MF approaches have
been subsequently applied to polyelectrolyte brushes'” and
polymer-interface interactions in incompressible liquids.'!

Electrohydrodynamic theories of confined ions and
polymers beyond the MF approximation have been developed
for rigid polyelectrolytes. In Ref. 12, the present authors
coupled one-loop electrostatic equations with the Stokes
equation and calculated the electrophoretic DNA mobility
and ionic currents in confined pores. Within this theory
that accounts for charge correlations associated with low
membrane permittivity and charge multivalency, we showed
that the addition of multivalent counterions into the solution
reverses the MF electrophoretic mobility of polyelectrolytes.
It is noteworthy that this effect was recently observed
in electrophoretic DNA transport experiments.'> Then, by
applying the theory to hydrodynamically induced DNA
transport, we found that during polymer translocation events,
the multivalency induced charge correlations reverse the ionic
current through neutral pores.'*

An important feature of the correlation-corrected polymer
transport theories is that they neglect the interaction
between the membrane and the portion of the DNA
located outside the nanopore. In the present article, we
address this issue by considering the electrostatic energy
of a polyelectrolyte located in the vicinity a dielectric
membrane. Our theory aims at quantitatively evaluating the
electrostatic cost, i.e., the electrostatic contribution to the
energy barrier, upon the approach phase preceding DNA
translocation events. Understanding how to control this

©2016 AIP Publishing LLC
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barrier is paramount to successful applications of DNA trans-
location.

At this point, we should also mention the important
beyond-MF models of Refs. 15 and 16 where the effect
of polarization charges on polymer adsorption onto planar
interfaces was considered. The major approximation of
these theories consists of replacing the electrostatic many-
body potential by a one-body image-charge potential in
the path integral over polymer configurations. In order to
avoid the resulting uncontrollable errors and to simplify the
theoretical framework, we consider here arigid polyelectrolyte
approaching a charged dielectric membrane. In the beginning
of Section II, we calculate the electrostatic grand potential
of the polymer induced by the presence of the membrane.
Section II A is devoted to neutral membranes. We scrutinize
the effect of the polymer length, salt density, and membrane
thickness and permittivity on the grand potential of the
polyelectrolyte. Then, in Section II B, we consider a
charged membrane and investigate the competition between
image charge and membrane surface charge forces in
polymer-membrane interactions. The limitations and possible
extensions of our theory are discussed in Sec. III.

Il. DEBYE-HUCKEL THEORY
OF POLYMER-MEMBRANE INTERACTIONS

First, we introduce the theoretical model of electrostatic
interactions between a DNA molecule and a dielectric
membrane modelled as in Fig. 1. The membrane is assumed
to consists of two infinite lateral surfaces on the x — y plane,
separated by d which is the membrane thickness. The left
(z < 0) and the right lateral surfaces (z > d) are in contact
with a salt solution. The polyelectrolyte modelled as a rigid
line charge of length L is located on the left side of the
membrane. In Appendix A, we show that the electrostatic
Debye-Hiickel (DH) grand potential of the polyelectrolyte is

drdr’
Qpol = kBT/ 2 o (r)vpu(r, r’)o(r’), (D

where o (r) is the distribution of the fixed charges (other than
the mobile ions), and the Green’s function vpy(r,r’) is the
solution of the DH Eq. (A8) introduced in Appendix A.

For the line charge perpendicular to the membrane, the
total charge distribution can be expressed in the form

o(r)=-26(r)) g(z) + 0s6(2), (2)

where A > 0 is the linear DNA charge density, r is the vector
indicating the position of any point in the x — y plane that
coincides with the lateral membrane surface, and g(z) stands
for the polymer structure factor along the z axis. In the present
work, we assume that the membrane surface charge of uniform
density o is located at z = 0 and the second surface at z = d
is neutral. Furthermore, due to the translational symmetry
in the membrane plane, one can Fourier expand the Green’s
function as

d2k ik-[r)-r/
vi(r.F) = / a2 ¢ Kl H)17DH(Z,Z')- 3)

J. Chem. Phys. 144, 084902 (2016)
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FIG. 1. Polyelectrolyte of length L and linear charge density —1 < 0 whose
right end is located at a distance of z=2z; <0 from the membrane. The
membrane has thickness d and dielectric permittivity &,,. Both the polymer
and the membrane are immersed in a symmetric monovalent electrolyte
solution with bulk concentration pj, and dielectric permittivity &, = 80.

By inserting into the right-hand-side of Eq. (1) the function (2)
together with the Fourier expansion (3) and evaluating the
integrals over the membrane surface, the grand potential takes
the form

QPOI 2 < dkk +oo
—— =1 _ d d ’ ~ i , ,
kT /0 A /Xm 2dz’g(2)opu(z,2")g(z")

Ao, / dg(Dipn(z.2 = 0:k = 0). (&)

In Eq. (4), we omitted the membrane self-energy Quem
= [, 7o (Oupu(e. ) (1) 2.

The quadratic dependence of the grand potential (4) on
the polymer charge density A is a result of the present DH
approximation. This point is discussed in Appendix A in
detail. The approximation is known to be valid at intermediate
monovalent salt densities with p; = 0.01M. Although the
nonlinear interactions neglected by the DH approach can
be included by introducing a variational or one-loop level
expansion of the grand potential,’* this improvement will add
to the numerical complexity and hide the analytical simplicity
of our theory. This point is our main motivation for the
choice of the present DH approximation. We finally note
that in the rest of the article, we will consider a symmetric
electrolyte composed of two monovalent species on each
side of the membrane, with valencies g, = —¢g_ = 1 and bulk
densities pp = p—p = pp. The liquid temperature will be set
to the ambient temperature of 7 =300 K, and dielectric
permittivities will be expressed in units of the vacuum
permittivity .

A. Neutral membranes

Next, we will consider the interaction between the
polyelectrolyte and a neutral membrane (o = 0). To this aim,
we will calculate the net energetic cost for the polyelectrolyte
to approach the membrane. In the configuration of the polymer
of length L whose right end is located at the distance z, < 0
from the membrane (see Fig. 1), the structure factor is given
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by
g(2) =0(z; — 2)0(z — z, + L), 5)

where 6(x) is the Heaviside step function. We insert this
structure factor into Eq. (4) together with the Fourier
transformed Green’s functions (B6)-(B8) given in Appendix B
and subtract the electrostatic bulk grand potential associated
with the bulk Green’s function #,(z —z’) of Eq. (B10).
After carrying out the spatial integrals and noting that the
second term of Eq. (4) vanishes for oy =0, we get the
net electrostatic grand potential mediated exclusively by the
dielectric membrane in the form

AQuol(z) €A /°° dkk A(1 =)
ksT 2 Jo p3 1—AZe2kd

x (1= e PLY e 2Pl ©6)

The potential of Eq. (6) corresponds to the work done
adiabatically to drive the polymer from the bulk region at z
= —oo to the distance z, from the membrane surface. In Eq. (6),
we introduced the Bjerrum length {5 = e/ (Are,kgT) ~ 7 A
with &, = 80 being the solvent permittivity, the auxiliary
function p = Vk2 + k2, where «? = 8mq*€gpy, stands for the
DH screening parameter, and the dielectric discontinuity
function A = (g,p — enk)/(ewp + €,k). Moreover, the delta
symbol on the Lh.s. of Eq. (6) means that we have neglected
the bulk contribution and took into account exclusively the
energy due to the presence of the membrane. Indeed, we note
that in the limit of a bulk electrolyte, i.e., as the membrane
thickness tends to zero d — 0, the potential vanishes, that is,
AQpoi(z;) — 0 due to the membrane’s neutrality assumption.

1. Membrane permittivity €m

The biological and synthetic membranes used in DNA
translocation experiments are usually made of carbon
or silicon. Such membranes are characterized by a low
dielectric permittivity &,, ~ 2—8. However, recent membrane
engineering techniques based on the insertion of carbon
structures or graphene nanoribbons (GNRs) into Si-based host
matrices can increase the permittivity of these materials up to
8000.'718 In order to predict electrostatic membrane-polymer
interactions over the experimentally relevant permittivity
range, we plot in Fig. 2 the electrostatic grand potential of
Eq. (6) for a polymer of length L = 1 um against its distance
z; from the membrane for various permittivity values. The
charge density is set to the linear charge density of dsDNA,
that is, 4 = 2 ¢/(0.34 nm). The other model parameters are
given in the figure caption.

In Fig. 2, for C/Si-based membranes with small
permittivities (&, = 2), the grand potential of the approaching
polymer increases from zero to about 11 kg7 within about
1 nm distance. The reduction of the barrier with increasing
membrane permittivity (from top to bottom) shows that
this energetic cost is mainly due to the interaction of
the polymer charges with their electrostatic images. For
the permittivity value &, = &, = 80, where the dielectric
discontinuity between the liquid and the membrane vanishes,
the barrier survives but its value is reduced by an order

J. Chem. Phys. 144, 084902 (2016)

n 1 n 1 n 1 n 1 n

-1 -0.8 -06 -04 -02 0

zt(nm)

FIG. 2. The electrostatic grand potential of Eq. (6) against the polymer
distance for various membrane permittivities displayed in the legend (solid
curves). The bulk ion density is pp =0.1M, pore size d = 10 nm, polymer
length L=1 pm, and the DNA charge density A4 =2¢/(0.34 nm). Open
symbols denoting the energy barrier at z; =0 are from Eq. (8). Black and red
symbols correspond to the closed-form expression of Eq. (14) with &, =0
(s =+1) and &, = o0 (s = —1), respectively.

of magnitude to AQp,(0) ~ 2.0 kpT. In the latter case where
image-charge interactions are absent, the small barrier is solely
due to the electrostatic screening deficiency of the charge-free
membrane. More precisely, because the membrane is ion-
free, the closer the polymer is to the membrane surface, the
less efficient is the screening of its field by mobile ions.
This effect translates into a solvation force oriented towards
the bulk region where the electrostatic free energy of the
polymer is lowest. Moreover, for GNRs type membranes
with a large permittivity &, > &,, the electrostatic grand
potential becomes negative. In other words, similar to point
charges at metallic interfaces,?® as the membrane dielectric
permittivity exceeds that of water, the polymer-membrane
interaction switches from repulsive to attractive. For the
highest permittivity value &,, = 8000 measured for GNRs,!”
the depth of the attractive well reaches a remarkably large
value of AQpu(0) ~ —11.0 kpT.

We focus next on the electrostatic grand potential at
z; = 0. In order to derive an analytical expression, we consider
the limit where the polymer length and the pore thickness tend
to infinity, i.e., L — oo and d — oco. The physical conditions
that validate these limits will be determined below. In these
limits, Eq. (6) simplifies to

AQp(0) A% [ dkk

p—l() B / —A. (7
o P

Carrying out the integral and introducing the dielectric contrast

parameter y = &,,/&,, the potential takes the form

Aonl(o) _ fB/lz

li =
L,ériloo kBT 2

= F 8
L,d—co kBT 2k ()/)’ ( )
with the auxiliary function
2
F(y)=—1+z——w, for vy <1, 9)
Y Y A1=y2
Fly)=n-3, for y=1, (10)
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FIG. 3. The electrostatic grand potential of Eq. (8) at the membrane surface
against membrane permittivity &, at density pp =0.1M (main plot) and salt
concentration pp, at permittivity £, =2 (solid curve in the inset). The dashed
curve in the inset obtained from Eq. (6) for L — o0, &,,, =2, and d =6 A
generalizes the result in the solid curve to a finite membrane thickness. The
remaining model parameters are the same as in Fig. 2.

, for y>1. (11)

In Fig. 2, we show that the simple law of Eq. (8) accurately
reproduces the electrostatic grand potential at z;, = 0 for
various membrane permittivities (open square symbols at
zero distance).

In the main plot of Fig. 3, we show the potential of Eq. (8)
on the membrane surface versus the membrane permittivity.
In agreement with Fig. 2, with an increase of the permittivity
from &, =2 to 500, the potential is seen to change from
+12 kgT to —8 kpT. As indicated by the dashed lines in the
same figure, it switches from repulsive to attractive at the
permittivity value g, * 107, where the weak attractive image
force exactly compensates for the repulsive solvation force
induced by the charge screening deficiency of the membrane.
In Subsection II A 2, we scrutinize the polymer length and
salt dependence of this interaction energy.

2. Polymer length L and salt density pp

DNA translocation experiments are carried out with
different sequence lengths and salt concentrations. Motivated
by this, we focus next on the salt and polymer length
dependence of the DNA-membrane interactions. To this aim,
we will derive a closed-form expression for the electrostatic
grand potential profile of Eq. (6) in the case of very low
and very large permittivity membranes. First, we introduce
an auxiliary parameter s that will allow to cover the case of
biological or silicon-based membranes of low permittivities
(em < €,) and engineered membranes including GNRs of
large permittivities (g,, > &,),'®

s=+1, for g, =0 (bio/Si membranes), (12)

s=-1, for g, =o (GNRs). (13)

In the upper and lower limits defined by Egs. (12) and (13),
the dielectric discontinuity function A in Eq. (6) tends to +1

J. Chem. Phys. 144, 084902 (2016)

and —1, respectively, which allows to carry out the Fourier
integral. We find
tpA?
2k

where we defined the adimensional function
G(Zt) — eZKZt + e—ZK(L—Z[) _ 28—/((L—2zt)

—2kz; Ei[2kz,] + 2&(L — z;)Ei [-2&(L — z;)]

—2k(L —2z,)Ei[—-«(L - 2z,)] . (15)

AQpoi(z;) = skgT G(z1), (14)

In Eq. (15), the exponential integral function is denoted by
Ei(x)."” We display the grand potential of Eq. (14) in Fig. 2
by solid square symbols. We note that this analytical form
accurately reproduces the energy profile for low permittivity
(em =2) and large permittivity (&,, = 8000) membranes.
Using the closed-form expression of Eq. (14), we will next
scrutinize the dependence of the electrostatic grand potential
on the polymer length and ion concentration.

In Fig. 4, we display the polymer length dependence of
the electrostatic grand potential Eq. (14) on the membrane
surface

Aonl(O) — (1
SAQ*

for £, = 0 (s = +1), where we have rescaled the electrostatic

grand potential by the characteristic energy

— LY’ 4+ 2kL[Ei(-2kL) - Bi(-kL)],  (16)

g2
AQ* = kgT 22 (17)
2k

We can see that the potential given by Eq. (16) increases
steadily with the polymer length up to L=~ «~' and
converges towards the saturation value limy 4, Aonl(O)
= sAQ* beyond which it does not depend on the polymer
length. The relation of Eq. (17) shows that for long polymers
kL > 1, the electrostatic grand potential on the membrane
surface scales with ion density as AQ,(0) o p;l/ 2,

In order to get further analytical insight into the length
dependence of the grand potential at the membrane surface, we

Taylor expand Eq. (16). We find that for dilute electrolytes or

1.0 T T
. 08} 1
%} 18
= —~ 14 |
S 06¢f =
[ £ 10!
N x b
S— - THERMODYNAMIC LIMIT
204+ 6l
G 4
< ‘
0.2+ 0.01 0.04 0.07 0.10 |
P,(M)
00 L L L L
0 1 2 3 4 5

FIG. 4. Main plot: The rescaled electrostatic grand potential of Eq. (16)
at the membrane surface against the reduced polymer length xL at the
membrane permittivity &,, =0.0. Inset: The characteristic polymer length
L*=2/k above which the thermodynamic limit is reached (area above the
curve) against the bulk salt density.
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short polymers kL < 1, the grand potential increases linearly
with length,

AQ(0) = sIn(2)kpT A* gL + O [(kL)?]. (18)

At large lengths or in strong salt solutions «L > 1, the
potential reaches exponentially fast the strict thermodynamic
limit of Eq. (17),

_ (g’ 2 2 kL -2«L
Aonl(O)—SkBT 2x {1+K—L(K—L 1)6 } +0(€ )
(19)

Moreover, defining the saturation condition of the grand
potential as AQu(z; = 0) 2 0.9AQ", we find that the former
saturates at kL > 2. This yields the characteristic polymer
length determining the thermodynamic limit as L* = 2/«x. We
plot the latter equality in the inset of Fig. 4. We see that the
higher the salt concentration, the smaller the thermodynamic
length. Indeed, we find L* = 20 nm (equivalent to ~100 bps
dsDNA sequences) at the salt density p, = 1073M, L* ~ 6 nm
(=30 bps) for p, = 102M, and L* ~2 nm (=10 bps) at
pp = 107'M. Tt is noteworthy that beyond these critical lengths
where finite size effects are irrelevant, the electrostatic grand
potential of Eq. (14) takes for L — oo a much simpler form

tpA* .
AQuoi(z:) = skBTg—K [+ 2k|z,| Bi(-2klz )] . (20)

After having investigated the short distance behaviour of
the electrostatic grand potential, we now consider its large
distance behaviour. By Taylor-expanding Eq. (14) in the
regime |kz;| > 1, we find to leading order

2
fBQeff(L) e—Zklzt\
4)z,

In Eq. (21), we have introduced the effective polymer charge

Aonl(Zt) ~ SkBT (21)

1 - —kL
Qu(L) = AL ———. (22)

Interestingly, Eq. (21) has exactly the form of the image-
charge potential experienced by a point ion of valency Qcg(L)
located at the distance —z, from a dielectric interface.?’
Equations (21) and (22) indicate that in dilute salt solutions
or for short sequence lengths, polymers far away from the
membrane interact with the latter as point charges with valency
Qe(L < k7') = LA. Thus, in this physical regime, polymer-
membrane interactions are governed by the bare polymer
charge. In the opposite case of long DNA sequences or strong
salt, the effective charge takes the form Q.g(L > k') = A/«,
indicating that the intensity of the interactions is set by the net
charge of the polymer dressed by the surrounding counterion
cloud.

Since the salt concentration is an easily controllable
parameter in translocation experiments, it is important to
characterize the influence of salt on the range and the
magnitude of the polymer’s grand potential. In the inset
of Fig. 3 where we plot Eq. (8) (solid red curve), we see that
the lower the salt concentration, the larger the electrostatic
grand potential at the membrane surface. More precisely,
the reduction of the ion density from p, = 10~'M to 107°M
increases the grand potential by an order of magnitude from
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~10 kgT to =100 kgT. In order to consider the range of
the interactions, we remove finite size effects and focus on
the limit L — oo. By Taylor expanding Eq. (20) for large
distances |«z;| > 1, we get the electrostatic grand potential in
the asymptotic form

(g® —2k|z¢| _ «€
Aon](Zz) ~ skgT—-—e = sAQ . (23)
4K2|Zt| Z

In the second equality of Eq. (23), we have separated the
surface energy barrier of Eq. (17) and the Yukawa type of
decay function e~I2!/2k|z,|. Numerically, we find that this
function reduces the energy by an order of magnitude at the
distance 2«|z,| ~ 2, which fixes the characteristic range of the
interaction as z* = x~!. This equality yields z* ~ 1.0 nm for
pp = 107'M (see also Fig. 2), z* ~ 3.0 nm at p, = 1072M,
and z* =~ 10 nm at p; = 1073M. Therefore, the reduction of
the salt density significantly increases the range of polymer-
membrane interactions.

Before concluding, we consider the range of polymer-
membrane interactions in a pure solvent. Neglecting the
screening parameter «, taking the large pore limit d — oo,
and introducing the reduced separation distance Z, = |z,|/L,
we can carry out the integral of Eq. (14) and get

2427
1+22;

AQpoi(z,) = kpTCLA*Ag {m

(1+2z,)?

I ln —_
“Mazc D

} , (24)

with the salt-free dielectric discontinuity parameter A
= (&y — €m)/(€w + €m). We now note that at large separation
distances |z;| > L, the grand potential of Eq. (24) decays
algebraically as

(ALY
4|Zt|

Equation (25) has the form of the electrostatic image potential
of a point charge with valency Qe = AL located at a distance
|z;] from a dielectric interface.’® The form of this grand
potential indicates that in pure solvents or dilute electrolytes
with kL < 1, the range of polymer-membrane interactions
is set by the Bjerrum length {g. In other words, the charge
screening is replaced by the dielectric screening. Next, we
investigate the effect of the membrane thickness on the strength
of these interactions.

AonI(Zt) ~ kBTAO (25)

3. Membrane thickness d

Artificial membranes used in translocation experiments
possess various thicknesses ranging from d =6 A for
graphene-based membranes®' to d = 250 nm for Si-based
membranes.?> Motivated by this fact, we investigate next the
influence of the membrane thickness d on the electrostatic
grand potential. We first consider the salt-free limit p, — 0
of pure solvents. To this end, we set in Eq. (6) z; =0 and
k = 0. Introducing again the salt-free dielectric discontinuity
parameter Ay = (€ — &€)/(€w + &€) and the new integration
variable g = kL, the grand potential of Eq. (6) becomes
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FIG. 5. The electrostatic grand potential per polymer length Eq. (26) at the
membrane surface versus the ratio d/ L in pure solvents (pp =0) for various
membrane permittivities displayed in the legend (solid curves). Dotted curves
display the closed-form expression of Eq. (28). The model parameters are the
same as in Fig. 2.

x (1- e’q)z.

(26)

AQpi(0)  AglpA? /°° dg (1 — e72a4/L)
keTL 2 Jo ¢*1-AJe2ad/L

The integral term of Eq. (26) accounting for finite size effects
depends solely on the ratio d/L. This indicates that finite
size effects are governed by competition between the pore
thickness and the polymer length. We plot the electrostatic
grand potential per length in Eq. (26) in Fig. 5. Due to
the strengthening of the image interactions, the amplitude
of the potential on the membrane surface increases with the
membrane thickness d from zero to the saturation value

1im AQui(0) ~ AoksT (5L In(2). 27)

In order to explain the non-linear shape of the grand
potential curves in Fig. 5, one can derive an approximate
closed-form expression. To this end, we carry out the integral
in Eq. (26) by neglecting the function in the denominator,
which consists of considering the first dielectric images only.
Introducing the adimensional pore size d = d/L to simplify

the notation gives
Aonl(O) Aofg/].z {1 (1 + 2d_)2 }
~ n .
(28)

n|— ——
4d(1 + d)

1+2d] -
24141
1+d

kgTL ~ 2

In Fig. 5, we show that this analytic formula reproduces
the result of the integral relation of Eq. (26) with
quantitative accuracy for moderate dielectric discontinuities
and qualitatively for strong dielectric jumps. According to
Eq. (28), for membranes with thicknesses much smaller than
the polymer length d < L, the electrostatic grand potential
grows linearly with the ratio d/L as

4d\\ d
AQpoi(0) = AgkpTpLA* {1 —1In (T)} TR

while for thick membranes d > L, the grand potential
converges towards the asymptotic value of Eq. (27) according
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FIG. 6. The electrostatic grand potential of Eq. (31) at the membrane surface
rescaled by the characteristic energy AQ* of Eq. (17) versus the ratio xd
for different membrane permittivities displayed in the legend. The model
parameters are the same as in Fig. 2.

to the inverse algebraic relation

AQpoi(0) = AgkpTpLA* {ln(Z) - é} . (30)
Figure 5 indicates that the saturation sets in between these
two regimes at d ~ L. Thus, in pure solvents, finite pore size
effects are negligible as long as the pore thickness is larger
than the polymer length.

We investigate next the effect of the membrane thickness
on membrane-polymer interactions at finite salt density. In
order to simplify the analysis, we consider the thermodynamic
limit kL — oo scrutinized in Section II A 2 and sketched in
Fig. 4. Introducing the adimensional wave vector g = k/k
and setting z; = 0, the electrostatic grand potential of Eq. (6)
rescaled with Eq. (17) becomes

AQL1(0) ® dgq A(1 — e72axd)

AQ* _/0 PP 1= A2e2qxd ’
where we introduced the adimensional parameters p
=+/1+g%and A = (p — yq)/(p + yq). In Fig. 6, the plot of
Eq. (31) shows that the increase of the adimensional thickness
kd is accompanied by the rise of the electrostatic grand
potential towards the upper boundary determined by Eq. (8).
Thus, the lower the salt density, the more pronounced the finite
membrane size effects. Moreover, at given salt density, the
stronger the dielectric contrast, the smaller the characteristic
membrane thickness where the potential saturates.

In order to quantitatively determine the physical
conditions where finite membrane size matters, we calculate
with Eq. (31) the characteristic membrane size d* where
the electrostatic grand potential saturates. We find that at
the permittivity &, =2 of carbon-based membranes, the
saturation of the function AQ,01(0)/AQ* occurs at kd™ = 0.165.
This yields d* ~ 2 A at the salt density p, = 0.IM, d* ~ 5 A
for pp =0.01M, and d* = 1.6 nm at pp = 0.001M. These
values indicate that in DNA translocation experiments,
even the thinnest graphene-based membranes of thickness
d =6 A?' can be considered in the thermodynamic regime
kd — oo as long as the salt density is above the value

€1y
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pp» ~ 0.01M. This is shown in the inset of Fig. 3 where we
compare the electrostatic grand potential at the surface of a
membrane with finite thickness d = 6 A (dashed curve) and in
the limit d — oo (solid curve). One sees that finite size effects
become indeed noticeable for p;, < 0.01M but the electrostatic
energy barrier AQp0(0) = 80 kpT still remains very large
in this density regime. This shows that polymer-membrane

interactions induced by dielectric images are relevant even for
sub-nanometer membrane thicknesses.

B. Charged membranes

Depending on the pH of the solution, membrane surfaces
subject to protonation processes may possess a finite average
charge distribution. Motivated by this fact, we consider
next the coupling between the polymer and the membrane
charge. This is taken into account by the second term of
Eq. (4). As we found that finite membrane size corrections are
irrelevant in physiological conditions, we take the infinitely
thick membrane limit d — oco. Inserting the structure factor
of Eq. (5) into Eq. (4) together with Fourier-transformed
Green’s functions (B6)-(B8), we get after some algebra the
electrostatic grand potential in the form

Aonl(Zt) _ fB/lz . %A(l _ e—pL)ze—2P|Zt|

kBT 2 0 p3
_ 2QBH(L) e_K‘Ztl. (32)
MK

In Eq. (32), we introduced the Gouy-Chapman length
u' =2l and used the effective polyelectrolyte charge
Qe(L) of Eq. (22).

1. Membrane charge o

In order to understand the influence of the membrane
charge on the polymer’s grand potential, we focus on the
most relevant case of very low and very large permittivity
membranes (see Eqs. (12) and (13)). Within this restriction,
the grand potential of Eq. (32) takes the form

Aon](Zt) _ ng/lz 2Qeff(L) e—Kthl
ksT 2« ik ’

with the function G(z;) introduced in Eq. (15). We consider
a positively charged membrane o > 0 of low permittivity
em < gy andsets = +1. InFig. 7, we plot the potential profile
of Eq. (33) at salt density p; = 0.01M for various membrane
charges up to o = 0.1 e¢/nm>. Due to the attractive term on
the r.h.s. of Eq. (33), increasing membrane charge results
in lowering of the grand potential which eventually switches
from positive to negative. More precisely, it acquires a negative
branch associated with a minimum located at z, * —1 nm. We
see that for the largest value oy = 0.1 e/nm? which still
corresponds to a weakly charged membrane, the depth of
the energy well is significantly large at about —25 kgT. In
translocation experiments, the presence of such a deep well
may allow to control the approach velocity of DNA by tuning
the chemical properties of the membrane surface.

Next, we focus on the large distance behaviour xz; > 1
of the electrostatic grand potential of Eq. (33). To leading

G(Zt) - (33)
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FIG. 7. Main plot: The electrostatic grand potential profile (Eq. (33)) at
membrane permittivity £, =0, polymer length L =1.0 um, salt density
pp=10"2M, and various surface charges as displayed in the legend. The
solid red curve is from the asymptotic large distance law of Eq. (34). Inset:
Characteristic surface charge (Eq. (36)) separating the attractive and repulsive
membrane regimes rescaled by the long polymer limit of Eq. (38) against the
adimensional polymer length x L. The remaining model parameters are the
same as in Fig. 2.

order, the latter takes the form

AQpoi(2/) _ fBQgﬂf(L)e—mm _ ZQerf(L)e—K|z,|
kgT 4|z KU .
This has exactly the form of the net electrostatic potential of
a point charge Q.g(L) located at distance z, from a charged
dielectric wall.?® The functional form of Eq. (34) plotted in
Fig. 7 (solid red curve) explains the negative sign of the
polymer’s grand potential far away from the surface: the
polymer-surface charge attraction (the second term), being
longer ranged than the image charge repulsion (the first term),
dominates the repulsive image interactions at large separation
distances. This means that in the presence of a finite surface
charge, the polymer’s grand potential will always have an
attractive branch far enough from the interface.

(34)

2. Polymer length L and salt density py,

In order to consider the influence of the polymer length
on the electrostatic grand potential of the DNA close to
a charged membrane, we investigate the short distance
behaviour of polymer-membrane interactions. The form of the
grand potential at the membrane surface for the permittivity
gm =0,

AS—Zpol(o) — €B—/12G(0) _
k BT 2k
suggests that there exists a characteristic membrane charge
o where the potential on the surface vanishes. In Fig. 7, this
corresponds to the dashed red curve at oy = 0.08 e/nm?. By
equating Eq. (35) to zero and inverting the relation, the critical
charge can be expressed as

2Qeff(L)
P (35

kL2 v v
o o ﬁ(l e )" + 2« L [Ei(-2«L) — Ei( KL)]. 36)

S 8m 1 —e*L
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We plot Eq. (36) in the inset of Fig. 7. Increasing the reduced
polymer length «L, the critical charge drops smoothly from

Pl
o0~ 2In(2) X2 (37)
8
for kL < 1to
kA
o X == 38
o . (38)

for kL > 1. We note that in both limits the characteristic
charge is independent of the polymer length.

We consider next the length dependence of the
electrostatic grand potential of Eq. (35). For short polymers
kL < 1, it takes the asymptotic form

Aonl(o)
AQ*

which switches from repulsive to attractive at o5 = 0 5. For
long polymers kL > 1, the grand potential reads

Agzpol(o) ~ 1 Oy

AQF O 500
which turns from positive to negative at 0"y = 0 so. This is illus-
trated in Fig. 8(a), where we plot Eq. (35) versus «L. Reduc-
ing the membrane charge from oy = 0 500/2 10 Oy = 0 500, the
long polymer limit drops to zero while the electrostatic grand
potential remains repulsive (AQp(0) > 0) for short polymers
L ~ k~'. At the larger charge value o5 = 1.070 s, the grand
potential at the membrane surface is repulsive for short poly-
mers, but attractive (AQp,(0) < 0) for long polymers. Increas-
ing the membrane charge to oy = 0750 > 0500, IN agreement
with Eq. (40), polymer-membrane interactions become attrac-
tive for all polymer lengths.

In Fig. 8(b), we also consider the influence of salt. The
increase of the salt density switches the polymer-membrane
interaction from attractive to repulsive. Indeed, inverting the
limiting laws of Eqgs. (37) and (38), we find that the critical
screening parameter where the grand potential on the surface

~21n(2) [1 _ s ] «L (39)

T50

(40)

0.5F@) : : :
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FIG. 8. The electrostatic grand potential of Eq. (35) on the membrane surface
rescaled by the characteristic energy AQ* of Eq. (17) versus the adimensional
polymer length « L for various (a) surface charges and (b) salt densities at
the permittivity &,, =0. In (a), the salt density is p; =0.01M and in (b), the
surface charge is s =0.1 e/nm>.
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switches from negative to positive is ko = 870 ,/[21n(2)1]
for short polymers («L <« 1) and k. = 8mo /A for long
polymers (kL > 1). Thus, salt weakens the relative weight of
the attractive surface charge effect with respect to repulsive
image-charge interactions.

3. Membrane permittivity €,

Finally, we scrutinize the influence of the membrane
permittivity. Taking the limit d — oo and L — oo, Eq. (34)
yields the electrostatic grand potential at the membrane surface
in an analytic form as

AQPO](O) _ 53/12

24
= F(y) - — 41
kpT X (62) . (41)

with the parameter y = g,,/&,, and the function F(y) given by
Egs. (9)-(11). InFig. 9, we plot the potential of Eq. (41) against
the bulk ion density for various membrane permittivities.
For a typical permittivity value of &, =2 for carbon-
based membranes, where polymer-membrane interactions
are governed by repulsive image forces (the first term of
Eq. (41)), the positive grand potential drops monotonically
with ion density. At the intermediate value &, = 40 where
image forces weaken, the electrostatic grand potential remains
positive but exhibits a peak at the density p, ~ 3 x 1073M,
below which the energetic cost decreases. This corresponds
to the physical regime where the membrane charge attraction
becomes relevant. By taking the derivative of Eq. (41) with
respect to the screening parameter, we find that the peak is
located at the bulk concentration

B 32710'%

C LpAPF(y)
We note that for g, < 107 (i.e., F(y)>0) and o, >0,
this density associated with the maximum energetic barrier

increases both with the membrane charge (o5 T pp.c T)
and the membrane permittivity (£, T pp. 7). Then, at the

Pb.c (42)
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FIG. 9. The electrostatic grand potential at the membrane surface (Eq. (41))
versus the bulk electrolyte density p; at the membrane charge o
=0.01 e¢/nm? for various membrane permittivities given in the legend. The
remaining model parameters are the same as in Fig. 2.
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FIG. 10. Phase diagram: the membrane charge (Eq. (43)) versus salt density
pp for various membrane permittivities. The characteristic curves split the
regions associated with repulsive membranes (above the curves) and attractive
membranes (below the curves). The remaining model parameters are the same
as in Fig. 2.

permittivity value &,, = 60, the polymer grand potential is
positive at biological salt concentrations but negative for
dilute electrolytes. Finally, at the value g, = 107 (and for
larger permittivities), because image interactions switch from
repulsive to attractive, i.e., F(y) <0 (see also Fig. 3), the
membrane becomes purely attractive at all salt densities.

For translocation experiments carried out with different
membrane types, it is interesting to characterize the physical
regime where the energy barrier at the membrane surface
vanishes. Setting Eq. (41) to zero, we find that this occurs at
the characteristic membrane charge
o= ). 43)

8

We note that Eq. (43) generalizes the limiting law of Eq. (38)
to any permittivity value &,,. Based on Eq. (43), we show
in Fig. 10 the phase diagram characterizing the parameter
regimes with attractive membranes (area above each curve)
and repulsive membranes (area below each curve). In this
figure, the switching of the membrane charge to negative
from up to bottom stems from the fact that the attractive
image forces for g,, > 107 have to be compensated by the
repulsion between the negative membrane charge and the
negative polymer charge in order for the net surface grand
potential to cancel out.

The phase diagram in Fig. 10 indicates that at constant
membrane permittivity, the larger the electrolyte density,
the larger the characteristic membrane charge where the
electrostatic grand potential on the surface vanishes. Indeed,
we have shown above that the attractive force induced by the
surface charge is more susceptible to salt screening than image
forces (see, e.g., Fig. 8(b)). Thus, a stronger salt density has to
be compensated by a stronger membrane charge to cancel out
the net free at the membrane surface. Furthermore, at constant
salt concentration, the larger the dielectric discontinuity, the
stronger the surface charge. In translocation experiments,
the complex picture of this phase diagram can be at least

J. Chem. Phys. 144, 084902 (2016)

qualitatively checked by observing the approach of a DNA
molecule towards membranes with different chemical surface
properties.

lll. SUMMARY AND CONCLUSIONS

In this work, we have developed an analytical theory
accounting for electrostatic membrane-polymer interactions
during the approach phase of DNA translocation events. The
corresponding DH theory goes beyond the mean field approx-
imation as it includes correlation effects such as image-charge
interactions resulting from the dielectric mismatch between the
membrane and the surrounding solvent. Within this theory, we
have characterized the complex interplay between the poly-
electrolyte length, the salt density, the membrane dielectric
permittivity, and the membrane charge and size.

In the first part, we considered neutral membranes. We
found that in the case of thick membranes, whose permittivity
strongly differs from the solvent permittivity, the approach of
a long DNA molecule to the membrane costs the electrostatic
grand potential of magnitude |AQui(0)| = kT €A%/ (2k),
where A is the linear DNA charge density. For neutral
carbon-based membranes with low dielectric permittivity
(em = 2), this corresponds to a high energy barrier between
10 kgT to 100 kgT depending on the salt concentration.
Interestingly, the theory predicts that in the opposite case of
engineered membranes with high permittivity &, > &,,'"!8
the membrane surface becomes an attraction point. More
precisely, within the physiological salt density regime, the
approach of the polymer to the membrane reduces its grand
potential by 10-100 k7. We also found that in pure solvents,
the electrostatic grand potential becomes independent of the
polymer length if the latter exceeds the membrane thickness,
ie., L >d. In electrolytes, finite size effects related to
the polyelectrolyte length die out if the polymer length is
larger than the DH screening length, that is, L > x~!. Most
importantly, we showed that for the thinnest graphene-based
membranes of thickness d ~ 6 A 2! the grand potential barrier
encountered by the DNA is close to 100 kgT. This indicates
that surface polarization effects studied herein are crucial even
for subnanometer membrane sizes.

In the second part, we took into account the finite charge
distribution on the membrane surface. We found that even for
weakly charged low permittivity membranes, the electrostatic
grand potential acquires an attractive branch far enough from
the interface and turns to repulsive very close to the membrane.
Because the membrane charge attraction is more sensitive to
salt screening than repulsive image forces, the increase of
the salt concentration makes the membrane less attractive.
Furthermore, due to the competition between membrane
charge and image charge effects, the sign of the polymer grand
potential may depend on the polymer length. We showed that
for specific values of the membrane charge and ion density,
the membrane will repel short polymers (L < «~!) but attract
long polymers (L > «k~'). We also showed that the same
competition may cancel the net electrostatic grand potential
on the membrane surface, which we characterized in the
phase diagram of Fig. 10 in terms of the salt density, and
the membrane charge and permittivity. This phase diagram
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and our general conclusions can be tested in translocation
experiments.

Finally, we would like to point out limitations in the
present modeling. In our first attempt to model electrostatic
polymer-membrane interactions, we opted for an evaluation
of the polymer’s grand potential at the DH level. Our choice
is motivated by the analytical transparency of the DH theory.
It should be of course emphasized that our quadratic DH level
theory neglects non-linear electrostatic interactions. In dilute
solutions with bulk density p, < 0.01M, the DH approxi-
mation is known to overestimate the electrostatic potential
induced by charged sources. Hence, at low electrolyte concen-
trations, our grand potential curves may overestimate the
actual electrostatic energy barrier values. This limitation can
be overcome in a future work by including the non-linearity of
the electrostatic potential thorough a charge renormalisation
procedure” or a one-loop evaluation of the grand potential.>*
However, it should be noted that such improvements will
involve considerable complexity and mask the transparency
of the present theory. Furthermore, the rigid polymer model
neglects the entropic fluctuations of the DNA molecule. The
double-stranded DNA molecule has a persistence length of
about 50 nm, and in the case of low permittivity membranes
image charge interactions are expected to greatly enhance it.
This justifies our rigid polymer approximation in the most
relevant case of carbon-based membranes. The importance of
the role played by polymer fluctuations on DNA-membrane
interactions can be evaluated in a future work by considering
the polymer entropy through a coupling of the Coulomb liquid
model with the beyond-MF formulation of the Flory theory.’
We also note that in the present work, we focused exclusively
on the approach phase of translocation events. In the future
we would like to extend our theory to the translocation phase,
consider dynamical issues, and include hydrodynamic trans-
port. We emphasize that despite the limitations of the present
theory, our main conclusions can be tested in translocation
experiments and the theory can hopefully present itself as a
starting point for more sophisticated models. The mapping
between the membrane dielectric properties and the polymer
grand potential that we identified in this work may also allow
to improve our control over DNA-membrane interactions via
the chemical engineering of membrane materials.
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APPENDIX A: DEBYE-HUCKEL LEVEL
GRAND POTENTIAL

We present here the DH expansion of the grand potential
of the electrolyte. The theory is formulated for general charge
distributions in Ref. 23 and thus we will present only the
general lines of the derivation. The grand canonical partition
function of the charged liquid is given by the functional
integral??

J. Chem. Phys. 144, 084902 (2016)

ZG = /D¢ e_H[¢],

with the Hamiltonian functional

H[¢] = / dr [;;?2 [Vo(r)) -

(AD)

i (O)p() = Y 4 100
| (A2)

where r stands for the position vector, 8 = 1/(kgT) is the
inverse temperature, e the electron charge, and e(r) the
dielectric permittivity function. Moreover, the function o (r)
accounts for immobile charge distributions in the system. The
summation in the third term of Eq. (A2) runs over the ionic
species of the electrolyte, each with fugacity A, and valency g;.
Finally, within the same field-theoretic representation, local
ion densities are given by
< tql¢>(r)>

where the bracket (-), denotes the average over fluctuating
potential configurations taken with respect to the func-
tional (A2).

The DH approximation consists in Taylor expanding
the functional (A2) at the quadratic order in the fluctuating
potential ¢(r). One gets the DH functional in the form

/ [2/3 S [Vo(r))? m(r)¢(r)] VZ/l

+ Z A, / dr [—iqigb(r) + %qﬁz(r)] .

As discussed in the Conclusion, the above approximation is
valid at large monovalent salt densities. In dilute salt where
the electrostatic potential becomes large, the Taylor expansion
should be performed around the solution of the non-linear PB
equation.?* Evaluating now in the bulk region ion density (A3)
within the same DH approximation gives

pi(r) = (A3)

(A4)

2
pib = i 1+iqi<¢(r)>¢—%<¢2(r)>¢] . (AS)
b

where the subscript b means that the field theoretic averages
should be evaluated in bulk, i.e., far from any charged
macromolecules breaking the spherical symmetry of the
electrolyte. Noting that the average electric field should be
zero in bulk, i.e., (¢(r)), , = 0, and inverting Eq. (AS) in the
DH approximation gives

4
A; = Pi,b(1 + ?tUDH,b)7

where we defined the bulk limit of the DH Green’s function
UDH,p = <¢2(r)) for r in the bulk region. By inserting into
Eq. (A4) the expression for fugacity (A6) together with
the electroneutrality condition }; p;pq; = 0, neglecting the
terms beyond the one-loop level, and restricting ourselves
to the case of a symmetric electrolyte composed of two
ionic species with p.p = p_p = pp and g, = —qg- = ¢, the
Hamiltonian functional becomes

Hol¢] = / ardr gl o) — i / dro(r)é(r), (A7)

(A6)
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where we defined the DH kernel as

1

(1) = [—FV -e(r)V + 2pbq2] 6(r—r’). (A8)
e

We note that deriving Eq. (A8), we dropped the constant term

V ¥; A; in Eq. (A4) and the term linear in the potential ¢(r)

disappeared due to the electroneutrality condition. Computing

the DH-level partition function with Eqgs. (A1) and (A7) gives

drdr’
Zy = det”z (UDH) exp [—/ rzr

From the definition of the grand potential Qpy = —kgT In Z),
we finally get the latter as the superposition of the ionic and
polymer free energies Qpu = Qijon + Qpo1, €ach contribution,
respectively, given by Q;o, = —kpT In det'’? (vpy) and

o (r)vpy(r, r’)o-(r’)] . (A9

drdr’
Qs = kT [ S o)), (A10)

APPENDIX B: ELECTROSTATIC GREEN’S FUNCTION
IN SLIT GEOMETRY

In this Appendix, we explain the general lines of the
inversion of DH kernel equation (AS8) in the planar membrane
geometry depicted in Fig. 1. Due to the plane geometry where
the Green’s function satisfies translational symmetry along
the x and the y axes, i.e., vpu(r,r’) = vpu(z,z’,r) — rh), we
can Fourier-expand the Green’s function as

A%k ik (rpr
vpH(T,T') = / 2 ¢ « (rH r”)EDH(Z,Z')

In Eq. (B1), the dependence of the Fourier expanded Green’s
function on the wave vector k is implicit. Moreover, the
dielectric permittivity profile reads

&(z) = €,0(=2) + £,0(2)0(d — 2) + £,0(z — d),

(BI)

(B2)

where 6(z) is the Heaviside step function. By inserting the
expansion (B1) into the kernel equation (AS), the latter
simplifies as

2
[0.£(2)0. — p*| tpu(z,2) = —ke—Tc?(z -7, (B3)
B

with p=+Vk2+«? and the DH screening parameter
k = 8mq*(gpp. For the source charge located on the right
side of the membrane z’ > d, the piecewise homogeneous
solution is
Ipn(z,2) = C1eP0(=2) + [Coe"™ + C3¢7**] 6(2)0(d ~ 2)
+ [C4e”z + Cse_pz] Q(Z - d)e(Z/ - Z)
+ Cee P%0(z - 7). (B4)

For the source located in the left half-space 7z’ < 0, the solution
is given by
Opu(z,2’) = C1e?20(z’ - 2)
+ [Cae?* + Ce7 72| 0(—2)0(z - 2°)
+ [Cye** + Cse 7] 0(2)0(d - z)

+ Cee P?0(z — d). (B5)

J. Chem. Phys. 144, 084902 (2016)

The integration constants C; with 1 <i<6 are to be
determined by applying in each case the continuity of
the Green’s function Opy(z,z’) and the displacement field
&(2)0,0pu(z,z’) at the boundaries z =0, z = d, and at z = 7.
After somewhat tedious algebra we get

27'[53 A(l _ e—de)

Opr(z < 0,2" < 0) = 0p(z - ) + o ¢
(B6)
oou(z > d,2' > d) = op(z - 2)
—2kd
27TfB A (1 —-e )ep(zd_z_z/) (B7)
p 1- AZe—de ’
and
2l
Upu(z,2) = 0p(z — 2) + B
— AD)eP—K)d 4 A2,-2kd _ )
% (1 A )e + A%e lefp\zfz \’ (BS)

1 — A2p-2kd
forz” <0and z > d, or 7/ > d and z < 0. In Egs. (B6)-(B8),
the dielectric discontinuity function is defined as

Ewp — Emk
A= ——. B9
Ewp + Emk (BY)

We finally note that in Egs. (B6)—(B8), we introduced the bulk
part of the Fourier transformed DH Green’s function

2rl ,
Bp(z - ) = TE Pk, (B10)
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